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Abstract

The transition from stable fossil fuel energy production to intermittent renewable sources poses a huge chal-
lenge to our generation. The mismatch between electricity supply and demand will become an increasingly
pressing problem, due to the growing share of renewable energy production and the electrification of the
automotive industry.

The upcoming field of Solar Redox Flow Batteries (SRFB) proposes a possible solution in the search for
feasible energy storage. Integrating a photovoltaic module with a redox flow battery results in a highly re-
versible storage system, which has both the advantage of flexibility in capacity and charge/discharge power,
as well as the direct and efficient coupling to solar energy generation. However, due to its early stage in de-
velopment, the SRFB has several challenges to overcome, like low charging efficiencies and energy densities.
To improve SRFB efficiency, this work provides a performance estimation model, to identify general sen-
sitivities of SRFB efficiency with respect to the loss mechanisms associated with the device, such as (but
not limited to) kinetic overpotentials and resistances, to establish device design principles. This model is
also extended to simulate realistic environments, using real (daily/seasonally dependent) solar radiation and
ambient temperature data. Moreover, a fit tool is realized to identify losses in a specific system, by varying
parameters and mimicking experimental linear scan voltammetry data.

Experimentally, several conducting layers are tested for their kinetics and conductivity and impact on device
performance. A thin film of platinum is found to result in the best kinetics and lowest resistance. However,
carbon-coated electrodes also show promising results and could be a feasible and cheaper alternative to
platinum, when applying layer-optimization.

Based on the design principles derived from the modeled and experimental results, a single-junction silicon-
based SRFB is developed, based on a ferri-/ferrocyanide electrolyte, coupled with Cu2+/+, yielding high
solar-to-chemical charging efficiency of 9.4%. This efficiency is close to the simulated efficiency, while multiple
other SRFB photo-charging experiments follow modeled trends, validating the model.

vii



Chapter 1

Introduction

1.1 The challenge of the energy transition

One of the most pressing and complex problems of our current generation is the need for an energy transition
from fossil fuels to sustainable sources. The severity of climate change and global warming has led to policies
aimed towards mitigating it: "The EU is committed to reducing greenhouse gas emissions to 80–95% below
1990 levels by 2050".[1] More recently the Paris agreement prompted all partaking countries to respond to
the threat of climate change by "Holding the increase in the global average temperature to well below 2 ◦C
above pre-industrial levels".[2]

Several approaches in tackling this problem include electrochemical CO2 reduction [3] (recycling CO2 to
produce fuels such as methane) and reducing CO2 emissions. However, CO2 reduction faces problems
concerning selectivity, as mitigating parasitic hydrogen production is a pressing problem in CO2 reduction
setups. [] Reducing emissions is mostly done by transitioning from fossil fuel energy production to renewable
electricity sources, combined with the electrification of energy consumption (e.g. in the automotive industry).
In 2017 the contribution from renewable sources to the electricity production in OECD countries totaled
23.7%, of which 26.9% was from solar energy.[4] However, due to the inherent intermittency of solar energy
and the daily/seasonal variation of its power production, which does not follow the trend of electricity usage,
there is a mismatch between energy supply and demand, as shown in figure 1.1.
Two approaches in mitigating this mismatch can be distinguished. Firstly, efforts are made into smart and
dynamic electricity grid management, to shape the demand to fit the supply. [6] The second approach is the
storage of energy, using various technologies. Lithium-ion batteries are widely used for energy storage and
could be used for large-scale storage, as a possible solution. However, there is no consensus on the resource
depletion for these batteries.[7] Although it is not expected lithium availability will obstruct its usage in
the booming electric vehicle market, utilization for large-scale storage is questionable. Moreover, thermal
runaway makes a Li-Ion system prone to overheating [8], making large-scale storage facilities unsafe.

1.2 Photo-electrochemical energy conversion

One of the other ways to store a surplus of electricity is to produce hydrogen via electrolysis. Various
upcoming technologies focus on hydrogen production. The battolyser, for example, is a novel system, which
functions as an electrochemical battery until it is fully charged and starts producing hydrogen from thereon
[9].
Moreover, efforts have been made to introduce photo-electrochemical water-splitting, in which electrolysis
of water is performed in one integrated system, converting incoming solar radiation into hydrogen, using a
photo-voltaic module, combined with a photo-electrochemical cell [10, 11].
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Figure 1.1: The energy supply (wind and solar), as well as the energy demand without variable generation (VG) and the
net load on the grid in California [5]. It is seen that the light blue curve of the net load (defined as the demand minus the
variable generation), is highly variable, with a steep and problematic increase around 3PM. This net load curve is known as the
"duck-curve" due to its distinct shape.

This approach has two major disadvantages, regarding device design. Water splitting requires a theoretical
voltage of 1.23V, but due to sluggish kinetics, this extends to 1.7-1.8V in practice.[12] This requires a photo-
absorber, which provides a photo-voltage of 1.23V at the very least. The lack of flexibility in photo-absorber
optimization and cell voltage, combined with the sluggish reaction kinetics [13] suggest a different approach.

1.3 Fundamentals of a Solar Redox Flow battery

A field that has attracted a significant amount of attention relatively recently, is the field of solar redox
flow batteries (SRFB). In short, the photo-electrochemical redox flow battery (schematically displayed in
figure 1.2, finds its foundation in two major concepts. The first is the photovoltaic cell, while the second is
the electrochemical cell. By analogy, the redox flow battery (RFB) acts as a reservoir of electrons for two
different energies. In turn, the photovoltaic cell can be seen as the pump, when it is put into contact with
the liquid electrolyte. It is able to drive electrons from the reservoir with lower-energy electrons, to states
with higher energy.
In a physical system, this means that the redox flow battery consists of two volumes of electrolytes, with
different energy levels for the electrons, which are stored in separate tanks. When an illuminated photo-
absorber comes into contact with an electrolyte, it is able to remove electrons from the energetically lower
state and transport them via an external circuit, to store them in the higher energy states by means of redox
reactions (figure 1.2a). These electrons can release their stored energy later, due to the reversible nature
of the reactions (figure 1.2b), thus creating a solar-powered battery, which is able to mitigate (part of the)
mismatch between intermittent solar supply and energy demand.

One of the major advantages of RFBs as a storage unit is the decoupling of capacity and power.[15] Since the
capacity is simply determined by the volume of the electrolyte (thus, the size of the storage tanks) and the
charge/discharge power can be manipulated separately by changing the active area/number of electrodes,
the device can be adapted to the specific needs of its various applications.
Moreover, there is a wide variety of suitable redox couples available, necessary to tune the cell voltage to
the bandgap of the photo-absorber as well as aligning the bands of the photo-absorber with the energy

2



Figure 1.2: Schematic representation of a solar redox flow battery, in which a) and b) depict the charging and discharging
part of the battery respectively. The photons in a) (denoted with hν) are absorbed by the photo-electrode, which in turn drives
the redox reactions A and B. In b) it is seen that there is freedom in output voltage and current, by stacking multiple discharge
cells. [14]

levels of the redox couples in the electrolytes. This flexibility in cell design gives SRFB an advantage over
photo-assisted water splitting, which has a fixed cell voltage of 1.23V. The recent trend of using organic,
highly tunable redox couples exploits this variety even further.[16, 17]

1.4 The state of the SRFB field

The first implementation of photo-electrochemical cells as a battery was reported by Hodes et al [18]. After
this, several papers on the device were published in the 80s. However, these devices were not commercialized
and research stagnated, due to the high costs of efficient photo-absorbers and membranes, used in these
works, as concluded by Sharon et al in a review in 1991.[19]
However, since 2016, renewed interest in the SRFB arose, due to developments in the redox-flow-battery field
(e.g. organic redox couples) and quite possibly the pressing societal need for electrical storage. The two major
parameters in single-junction SRFBs are the thermodynamic potential (the difference in energy between the
two active redox couples) and the band-gap of the solar absorber, which is in general proportional to the
voltage the PV module is able to provide under illumination.[12] These two parameters need to be properly
matched to achieve high efficiencies. In figure 1.3, an overview of single-junction solar-to-chemical (STC)
efficiencies is shown, as found in literature, as a function of thermodynamic potential and photo-absorber
bandgap energy.
Recently, several high-performance SRFBs were developed using state-of-the-art PV-modules and optimized
redox flow batteries, resulting in 14.1 [21] and 10.5% [22] solar-to-electricity efficiencies. These results are
significant steps towards viable solar energy storage via SRFBs. However, the triple-junction solar cells used
in these works are expensive and complex. To achieve commercialization and avoid the pitfall of the high-
cost devices, which caused the stagnation of SRFBs in the 1980s, simplicity, and cost-effectiveness should
be prioritized. Therefore this work focuses on SRFBs, consisting of single-junction cells. Moreover, the well
established, but expensive catalytic use of platinum is compared to cheaper alternatives, like carbon.

3
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Figure 1.3: Experimental Solar-To-Chemical efficiency of several unbiased single photo-absorber cells is shown with differ-
ent combinations of the photo-absorber band-gap and thermodynamic potential (defined as the difference between the redox
potential of the respective oxidation and reduction couples). For clarity, Si-based materials are colored in blue; chalco-genides
in yellow; III–V in orange; and metal-oxides in green. Detailed working conditions and citation information for the references
for the chart can be found in the ESI of the original paper published as a part of this work [20]

1.5 Research question and approach

In short, solar redox flow batteries are a promising solution in mitigating the mismatch between renewable
energy supply and demand. However, this technology is still at an early stage in its development. Therefore,
device optimization and design principles are needed in order to push SRFBs towards feasible implementation.
In this work, the single-junction PEC redox flow battery will be assessed both experimentally as well as
through mathematical modeling. Through these methods, design principles are derived for optimizing a
photo-electrochemical redox flow battery, which in turn are used to test a high-efficiency SRFB.
The approach of this work is as follows:

1. Firstly, a performance estimating model is developed (in python) to create a benchmark for the de-
vice’s efficiency, depending on the loss mechanisms in the system (e.g. parasitic optical loss, internal
resistances, and kinetic barriers) and find the general loss-sensitivity trends.

2. Using the modeled trends, experiments are done on PEC-flow batteries, in which one electrolyte is fixed
to be ferri-/ferro-cyanide, to establish the real performance and create the high-efficiency PEC-flow
battery, depending on varying redox-couples and conducting layers.

3. Moreover, a fitting tool is developed to relate modeled characteristics to experimental data. This
tool varies several parameters, associated with device losses, to identify these losses and validate the
model. The modeled loss-sensitivities can then be used to find which loss-reduction would have the
most impact.

4. Lastly, the model is extended to include temperature and seasonal dependence, to predict practi-
cal SRFB performance (beyond sterile lab conditions). Due to significant modeled temperature-
dependence effects and discrepancies between practical and ’lab-based’ performance, this work provides
motivation for further research in this area.
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Using this approach, the following research question is addressed:

Which conducting catalysts, redox couples and design principles result in optimal kinetics of
reactions and performance for an iron-based PEC redox flow battery?

1.6 Thesis Outline

In the following chapters, these research questions are addressed. In chapter 2, the background theory, the
composition of the model and the experimental methods are discussed. Chapter 3 consists of the experimen-
tal and modeling results and the comparison between the two. The discussion of the results with respect to
the research question is found in chapter 4 and the conclusions follow in chapter 5, followed by the bibli-
ography and the appendix, consisting of detailed derivations, additional supporting experimental/modeling
information, and the python code.

This work includes two original works, one of which has been published and one of which is still under
submission:

1. Dowon Bae, Gerrit M. Faasse, Gerasimos Kanellos, and Wilson A. Smith. Unravelling the practical
solar charging performance limits of redox flow battery based on the single photon device system.
Sustainable Energy & Fuels, 3:2399–2408, 2019

2. Dowon Bae, Gerasimos Kanellos, Gerrit M. Faasse, Emil. Drazevic, Anirudh. Venugopal, and Wil-
son A. Smith. Design principles for efficient photoelectrodes in solar rechargeable redox flow battery
applications. Under submission

Therefore, part of the result section follows the flow of these articles closely.
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Chapter 2

Theory & Experimental Methods

In this chapter, the two concepts of photovoltaics and electrochemical energy conversion (the building blocks
of the SRFB) will be explored in depth. After this, they are put together to discuss the complete PEC
redox flow battery, with all its possible advantages and challenges. Moreover, the design of a model for
performance estimation is discussed with the underlying assumptions, applicability, and limitations. Lastly,
the experimental setup and characterization methods used to verify and underpin the modeling results are
discussed.

2.1 Photo-voltaics

The component which actually converts incoming solar radiation to electrical power needed to charge the
integrated storage system is the photovoltaic cell. In this work, the focus will be on a single junction device,
consisting of a semi-conductor pn-junction.

2.1.1 Fundamentals of Photo-voltaics
A semi-conductor is a selective conductor, which has a Fermi level between two bands. The bottom band,
also called the valence band, is therefore completely filled, while the top (or conduction) band is completely
empty (we are neglecting thermal excitations at the moment). At the bottom band, the electrons are packed,
so there is no possibility to move around, making the semi-conductor insulating. There is an energy gap
between these two bands, from now on referred to as the bandgap or Eg. When a photon with an energy
larger than the bandgap enters this material, it can be absorbed by an electron in the valence band, which
gains energy (Eph = hc/λ) and jumps from the valence band to the conduction band. In figure 2.1, the AM15
solar spectrum is plotted as incoming solar power (W/m2/nm) versus the respective photon wavelength (nm).
The number of photons absorbed, and thus the number of electrons moved from valence to the conduction
band, is proportional to the area under the curve. In other words, if all the absorbed photons result in
conducting electrons, the maximum photo-current density (A/m2) produced is given by equation 2.1

jmax,ph = e

∫ λg

0

N(λ)dλ, (2.1)

in which e is the elementary charge, λg is the photon-wavelength corresponding to the band-gap energy
of the photon-absorber and N(λ) is the incoming photon density (#/m2/nm/s). Note that all relevant
parameters are scaled by the area of the photo-absorber, to eliminate area-dependence. The view on photon-
absorption, sketched here, turns out to be too simplistic, as seen in section 2.1.3.5, but it suffices for the
physical understanding of photo-voltaics.
In figure 2.1, the wavelength corresponding to the silicon bandgap of 1.12 eV is shown as the vertical dashed
line, which results in the shaded area being available for absorption, resulting in electrons being excited
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Figure 2.1: Incoming solar flux (#/m2/nm) versus wavelength, plotted for the AM1.5 benchmark spectrum. The dashed
line represents the wavelength corresponding to a silicon bandgap of 1.12 eV, such that the absorbed fraction of the incoming
spectrum is seen as the grey area under the curve.

into the conduction band. These electrons can freely flow in the empty conduction band and since they
have higher energy than before, a voltage difference arises and could be exploited to make the electrons flow
around and therefore create electrical power. However, since there is no preferred direction for the electrons
and holes to go, the electrons will not create a net current and will stay within the semi-conductor too long,
allowing them to recombine, generating a photon. To understand why this does not happen in solar cells, it
is necessary to consider its crystalline structure.
For concreteness, let us consider a silicon semi-conductor, which is widely used due to its favorable bandgap
(as seen in figure 2.1) and its abundance on earth. Crystalline silicon forms a lattice, in which each silicon
atom has 4 valence electrons. When doping this silicon, some atoms in the lattice are replaced by e.g. boron
or phosphorus atoms (the dopants), which have five and three valence electrons respectively. Because of this
different number of valence electrons, the dopants introduce extra electrons or vacancies, which is why the
dopants are called donors and acceptors. respectively. In case of crystalline silicon being doped with donors,

Figure 2.2: Schematic representation of the band structure of undoped, n-type and p-type semi-conductors respectively.
The valence band is mostly filled, while the conduction band is largely empty. In the undoped case, the fermi-level, depicted
by the dashed line, is situated in the middle of the band-gap. For the n-type and p-type semiconductors, the Fermi-level shifts
towards the conduction/valence band respectively.

also called n-type silicon, the Fermi-level shifts towards the conduction band, due to the extra energy levels
introduced by the donors. In case of the p-type silicon (doped with acceptors), there are extra energy levels
for holes, resulting in a lower fermi-level as seen in figure 2.2. When a p-type and n-type are put into contact,
the fermi-levels equilibrate (when there is no external forcing, like illumination). However, due to the doping
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level, the position of the fermi-level in the bulk has to stay the same relative to the conduction/valence band.
To satisfy these two physical principles, a natural phenomenon called band-bending arises. This is depicted
in figure 2.3a).

Figure 2.3: Schematic depiction of a pn-junction in the dark (left) and under illumination (right)

This pn-junction results in an electric field close to the contact plane also called the depletion layer. Upon
illumination, photons with an energy larger than the bandgap are absorbed, exciting electrons from the
valence band into the conduction band, which leaves an empty spot, or ’hole’ in the valence band. Due to
the internal electric field, these electron-hole pairs are separated, sweeping the negatively charged electrons
to the n-type and the positively charged holes towards the p-type silicon.
When analyzing a photovoltaic cell, the current-voltage curve (referred to as IV-curve from hereinafter) is a
crucial characteristic. To find the current as a function of the voltage, the cell is considered as an electrical
circuit, consisting of the pn-junction, acting as a diode and a current source, caused by photo-absorption as
discussed before. The circuit is displayed in figure 2.4b. In the ideal case, the resistances Rseries and Rshunt
(which will be discussed in section 2.1.4) are 0 and ∞ respectively.
The current through a diode is found using the diode-equation:

jD = j0 ·
[

exp

(
qVD
kbT

)
− 1

]
(2.2)

in which j0 is the dark saturation current, VD is the voltage across the diode, kb is the Boltzmann constant
and T is the diode temperature (naturally equal to the photo-absorber temperature). Analyzing the circuit
in figure 2.4b) using Kirchoff’s law, results in equation 2.3.

j = jmax,ph − jD = jmax,ph − j0 ·
[

exp

(
qV

kT

)
− 1

]
(2.3)

in which the dark saturation current is determined using blackbody emission theory (as found in the book
by Martin Green [24]):

j0 = qAph
2πkT

h3c2
· [E2

g + 2kTEg + 2(kT )2] · exp

(
− Eg
kT

)
(2.4)

Equations 2.4 and 2.3 result in the IV-curves, displayed in figure 2.4a for both a silicon (Eg = 1.12 eV) and
a GaP photo-absorber (Eg = 2.26 eV).
On the y-axis, the current density is shown, while the x-axis depicts the voltage. Note that again units of
current density, as opposed to current, are used, to eliminate the area-dependence of the current, due to the
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Figure 2.4: The ideal current-voltage characteristics of a silicon and Gallium Phosphide (GaP) photo-absorber in a. Since
the bandgap of GaP is larger than silicon, it has a higher photo-voltage, but a lower jmax,ph, due to lower photo-absorption
(as a lower portion of the incoming radiation has an energy larger than the required Eg).

absorbed solar radiation being dependent on the area of the photo-absorber.
The short-circuit current (often estimated to be equal to jmax,ph) is the current at V = 0, while the open-
circuit voltage (Voc) is the voltage at j = 0, which can be interpreted as the maximum voltage at which the
photovoltaic cell can still induce photo-current.

Note that the ideality factor is assumed to be unity throughout this work. However, this is not per se the
case when looking at real-life semi-conductors. More insight is needed in the precise influence of the ideality
factor on the IV curve of the dry photovoltaics. Just filling in n in the equations gives non-physical results
(as seen in the appendix), since it increases the open-circuit voltage, however this is certainly not the case
and the precise influence of the phenomenological constant is not found in literature.

2.1.2 Performance interpretation
It is seen in figure 2.4 that a larger bandgap results in a higher open-circuit voltage, but a lower short circuit
current (jsc) due to the lower fraction of the solar spectrum which can be absorbed. The performance of a
photovoltaic cell is measured in terms of the efficiency, defined as:

Eff =
Pout
Pin

=
jV

Pin
(2.5)

in which the j and V are the current and voltage, found using the IV-curve and Pin is the area normalized
input power, corresponding to the incoming solar radiation (≈ 90mW/cm2 in case of the benchmark AM15
spectrum). As seen in figure 2.5, the maximum efficiency depending on the bandgap.
In the next sections, several loss mechanisms will be discussed, which change the characteristic IV-curve and
in turn reduce the efficiency.
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Figure 2.5: The efficiency plotted as a function of voltage for an ideal silicon/GaP semiconductor respectively. It is seen
that the maximum efficiency and voltage at which the efficiency is maximum depend on the bandgap of the photo-absorber.

2.1.3 Fundamental limitations
The first fundamental loss mechanism in photovoltaics is recombination, which is the event of an electron and
a hole recombining (in this case an electron, photo-excited into the conduction band, somehow ends up in the
valence band again). There are several recombination mechanisms, which will be discussed in the following
sections. After the discussion on the recombination mechanisms, the concepts of collection probability and
charge generation rate and their influence on the maximum photo-current (jmax,ph) are considered in relation
to these recombination mechanisms. Figure 2.6 shows the four recombination mechanisms schematically.

Figure 2.6: Schematic representation of the discussed recombination mechanisms: a) radiative recombination, b) Auger
recombination, c) Surface/Shockley-Read-Hall recombination

2.1.3.1 Radiative recombination

The most intuitive mechanism is radiative (or band-to-band) recombination. In this case, an electron from
the conduction band falls back into the valence band, and in the process emits a photon with an energy
comparable to the band-gap (the opposite process of photon-absorption). However, in indirect bandgap
semiconductors (e.g. silicon), which dominate the PV industry this effect is negligible with respect to the
other recombination processes, discussed in the following sections. Therefore, the dark saturation current in
equation 2.4, based on band-to-band recombination, is a very idealized case and can be seen as the intrinsic
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lower limit of the recombination rate. Other mechanisms, such as Auger recombination result in a higher
intrinsic minimum of the recombination rate [25].

2.1.3.2 Auger Recombination

An electron in the conduction band is also able to transfer its energy to another electron in the conduction
band, thereby losing its energy and falling back to the valence band. The electron in the conduction band
which received the extra energy loses its energy due to thermal relaxation. Tiedje and Yablonovic derived
the following equation for the IV-curve, including this effect[26]:

j = jmax,ph − j0 exp
eV

kbT
− eLCaugern3i exp

3eV

2kbT
(2.6)

in which Cauger is the Auger coefficient, ni is the intrinsic carrier concentration and L is the photo-absorber
thickness.

2.1.3.3 Shockley-Read-Hall recombination

As seen in previous sections, dopants add a donor/acceptor level to the semi-conductor, and in the same
way, defects in the crystal lattice add extra levels into the band-structure. If these are situated within
the bandgap, they could facilitate recombination. Recombination via these mid-gap states, or ’traps’, is
discussed statistically by Shockley and Read [27] after Hall found experimentally [28] that the electron
lifetime in germanium depends on the impurity concentration. The electrons or holes are trapped in the
impurities, via photon emission or thermal relaxation processes.

2.1.3.4 Surface recombination

In the same way defects result in trap states, the surface of a photo-absorber has different properties than
the bulk in general, due to the asymmetry in the lattice. Therefore, trap-states could arise at the surface,
when having an energy within the bandgap-region and thereby assisting recombination. The extent of this
effect is captured in surface recombination velocity, S and manifests itself in the charge collection probability,
discussed in the following section.

2.1.3.5 Charge generation and charge collection probability

As seen in previous sections, several recombination mechanisms and their effect on the open-circuit voltage
are discussed. However, the maximum current density also needs a more rigorous approach. In this section,
the notion of spatially distributed electron-hole generation and charge collection probability are introduced
to further increase theoretical accuracy. Since semi-conductor photon-absorption is a statistical process, the
charge is not generated uniformly across the depth of an absorber. In general a material with absorption
coefficient α(λ) has a charge generation distribution as a function of depth (z) as given in equation 2.7:

G(z) =

∫ λg

0

α(λ)N(λ)e−α(λ)zdλ (2.7)

in which λ is the photon wavelength and I0(z) is the incoming radiation. Furthermore, the electron-hole
pairs generated according to equation 2.7 only contribute to the net photo-current when separated by the
pn-junction before recombination. Simply put, the pn-junction needs to be within a charge carrier diffusion
length to separate electron-hole pairs effectively. Mathematically, this is described by solving the steady
state continuity equation to acquire the depth-dependent charge collection probability (Cp(z))[10], which
is found in the appendix, equation A.2. Cp(z) and G(z) are plotted in figure 2.7. It is seen that Cp(z) is
unity at the pn-junction (since at that location electron-hole pairs are separated immediately) and decreases
with increasing distance as the probability of diffusing pairs reaching the junction reduces. Furthermore,
surface recombination influences Cp(z), as a higher surface recombination velocity decreases the collection
probability at the surface (as shown in figure A.3 in the appendix).
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Figure 2.7: Plots of the electron-hole generation rate (G(z)) and the charge collection probability (Cp(z)) as a function of
photo-absorber depth with the pn-junction situated 100 µm from the left surface. The maximum photo-current is proportional
to the integral of the product of these two functions. Note that the generation rate is plotted in log-scale, accentuating the
steep decline of the function.

The maximum photo-current can be found by integrating the product of the two probabilities, as only the
pairs that are generated, as well as collected contribute:

jmax,ph = q

∫ L

0

G(z)Cp(z)dz (2.8)

To maximize the product of G(z)Cp(z), the pn-junction is placed close to the illumination side in general.
Therefore, the placement of the pn-junction in figure 2.7 is not to scale, but it serves the illustrative purpose.
Because of to the very high depth-resolution needed, due to the thin n or p layer to maximize jmax,ph, this
method is fairly slow. For large simulations, a more convenient analytic solution, based on the absorption
spectrum (α(λ)) is used:

jmax,ph = e

∫ ∞
0

N(λ) · (1− exp (−α(λ)L)dλ, (2.9)

in which L is the photo-absorber thickness. The absorbance of silicon is calculated using Abs = (1 −
exp (−α(λ)L) as seen in equation 2.9).

2.1.4 Series resistance and Shunt paths
Next to the fundamental limitations, the PV-module exhibits losses due to imperfections, resulting in series
resistance and shunt paths. They are best understood when depicting the photo-absorber as an electrical
circuit, as seen in figure 2.4b. Ideally, the shunt resistance is infinite, allowing no current loss through shunt
paths. However, in practice photovoltaic devices do have a finite shunt resistance, allowing for some electrons
to take this route and dissipate energy, resulting in loss.

j = jmax,ph − j0 ·
[

exp
q(V + jΩs)

nkT
− 1

]
− V + jΩs

Ωsh
(2.10)

The effects of finite series and shunt resistance are depicted graphically in figure 2.8. Both losses have a
significant effect on the output power via a reduced photo-current, as explained in section 2.1.2.
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Figure 2.8: IV-curves of a photo-voltaic cell, while varying the series resistance (a) and the shunt resistance (b) respectively.
Note that for high shunt-path/series resistance losses, the curves become harder to distinguish.

2.2 The electrochemical cell

In short, the concept of the electrochemical cell is the separation of two redox reactions. Since different
ions have different redox-potentials, an energy difference can be realized between electrons in the separated
chambers. This means by oxidizing the anolyte (taking electrons out of that solution at an energy of
E = Eredox,red) and reducing the catholyte (placing electrons into that solution at E = Eredox,ox), the
energy of the electrons is increased, creating a voltage difference across the cell. In this example, ferri-
/ferrocyanide and Cu2+/+ redox couples are used, resulting in the following reactions

[Fe(CN)6]4−
charging−−−−−−−⇀↽−−−−−−−

discharging
[Fe(CN)6]3− + e− 0.48V vs NHE (2.11)

Cu2+ + e−
charging−−−−−−−⇀↽−−−−−−−

discharging
Cu+ 0.08V vs NHE (2.12)

Schematically, this is displayed in figure 2.9 for an electrochemical cell with Fe(CN)3/4−6 as redox couples in
the catholyte and Cu2+/+ in the anolyte at 50% state of charge (for a detailed analysis on state of charge
effects, see section 2.2.3). In general, a highly conductive supporting electrolyte is added to the reversible
couples to minimize electrolyte resistance losses.
As seen in the schematic in figure 2.9, the Cu2+/Cu+ and Fe(CN)3/4−6 redox potentials are 0.08V and 0.475V
versus NHE. This means, that in an ideal electrochemical cell (neglecting the losses), a voltage supply of
∼0.4V is needed to transfer the electrons from the anolyte to the catholyte, increasing their energy. Con-
versely, discharging the cell (so transferring the electrons from the catholyte to the anolyte) ideally provides
a voltage of ∼0.4V.

Note that this implies that the fermi-levels of the conductive electrodes equilibrate and align with their
respective redox potentials. As found in the book by Bard and Faulkner [29], the effect of this equilibration
process on the solution is negligible, as "compared to the total charge that could be transferred to or from
ferri- and ferrocyanide in a typical system, only a tiny charge is needed to establish the equilibrium at Pt;
consequently, the net chemical effects on the solution are unnoticeable. By this mechanism, the metal adapts
to the solution and reflects its composition.”
However, kinetic overpotentials (as seen in section 2.2.1) result in a discrepancy between the fermi-level of
the electrode and the redox potential of the active species. [29, 30]
The dashed line in the schematic in figure 2.9 represents the selective membrane used. In this work, this
is an (an)ion-exchange membrane, but recent developments also show the current scientific interest in the
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Figure 2.9: Schematic depiction of an electrochemical cell during charging (a), using a bias voltage and discharging (b),
generating a current. Note that the redox potentials are determined at 50% SOC, while they change with varying SOC as
discussed in section 2.2.3

field of bipolar or microporous membranes for this purpose. The membrane separates the two electrolytes,
preventing spontaneous discharging, while still allowing certain charge carriers (e.g. protons or NH3+) to
pass through, in order to preserve the charge balance in the system.

In the next sections, several losses and deviations are discussed. First of all, the effects of kinetic over-
potentials and mass-transfer limits are discussed as the two main losses associated specifically with the
charging and discharging of an electrochemical cell. After this, the effect of a variable state-of-charge (SOC)
is discussed and finally, ion-crossover is briefly considered as a mechanism that reduces the cell’s capacity.

2.2.1 Kinetic overpotentials
The first imperfection in the electrochemical cell arises due to the reaction kinetics at the surface of the
electrodes. In most cases, there is a free energy barrier between the reactant and the product. As derived
in [29], this results in the Butler-Volmer equation (equation 2.13), in which mass transfer limitations are
neglected for now:

j = j0,bv

[
exp

(
−αnq(E − E0)

kbT

)
− exp

(
(1− α)nq(E − E0)

kbT

)]
(2.13)

in which j0,bv is the exchange current density, α is the transfer coefficient, which accounts for the symmetry
of the kinetic overpotential losses, as the kinetics for the oxidation and reduction reaction of the same species
are not identical in general. In figure 2.10, the current-voltage curves are shown for varying j0,bv (a) and α
(b).
Furthermore, since j0,bv is a function of temperature, since the probability of a reaction occurring despite
the kinetic overpotential barrier decreases with increasing temperature [31]:

j0,bv = j0,refe
− Ea

kbT (2.14)

in which j0,ref is the exchange current density at a reference temperature, while Ea is the activation energy,
which is typically determined experimentally. Note that the activation energy depends on the electrode and
the reaction kinetics of the redox species involved, which makes it difficult to predict its value in a specific
case.
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Figure 2.10: IV-curves for different values of j0,bv (a) and α (b), to show the IV-curve-dependence on these kinetic
overpotential-parameters

2.2.2 Mass-transfer limits
In realistic cases, the current density is not allowed to diverge to infinity as seen in figure 2.10. To include
mass transfer limitations, which account for the finite average time it takes for convertable redox species to
reach the electrode, the Butler-Volmer equation is adapted as seen in equation 2.15.

j

j0,bv
=

(
1− j

jmtl,c

)
exp

(
−αnq(E − E0)

kbT

)
−
(

1− j

jmtl,a

)
exp

(
(1− α)nq(E − E0)

kbT

)
(2.15)

where jmtl,c and jmtl,a are the mass transfer limited maximum current densities for the cathode and anode
respectively. This effect is graphically depicted in figure 2.11. Mass-transfer limitations are improved by
more effective stirring of the electrolyte (or higher flow rates) and higher concentration of the electrolyte,
such that species can be converted at the active sites of the electrode at a more rapid succession, thus
increasing jmtl,c/a.
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Figure 2.11: Plot of current density relative to the mass-transfer limit versus voltage for different values of j0,bv relative to
the mass-transfer limited current.

Note that figure 2.11 as well as equation 2.15 both show that at low current densities (|j| << |jl,a/c|) mass
transport limitations can be neglected, as they have no significant impact on the current-voltage curve in
that region.
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2.2.3 State of Charge
One of the major differences between using an electrochemical cell to produce hydrogen or perform CO2

reduction, as opposed to driving reversible redox reactions, is that there is no state-of-charge (SOC) effect.
In hydrogen production, for example, the process continuous and steady-state, meaning the electrolyte ideally
does not change over time. However in the case of using the electrochemical cell drive redox reactions, the
concentrations of the redox species change over time, as they are reduced/oxidized (i.e. as the battery
increases its SOC). Intuitively, this would mean that it gets progressively harder to charge the battery since
the concentration of ’chargeable’ species decreases. In electrochemistry, this state-of-charge effect is described
by the Nernst equation [29]:

Eredox = E0
redox +

RT

nF
ln
CO
CR

(2.16)

in which Eredox is the concentration-dependent redox potential, E0
redox is the standard redox potential,

defined at 50% SOC and CO and CR are the concentrations of the oxidative and reductive species respectively.
Rewriting this in terms of the SOC for single-electron reactions gives [17]:

Vcell = ∆E0
redox +

RT

F
ln

(
SOC2

(1− SOC)2

)
(2.17)

in which ∆E0
redox is the difference in voltage between the two standard redox potentials of the active species

and SOC is the state of charge (between 0 and 1). When plotting the cell voltage in equation 2.17 as a
function of the SOC, as seen in figure 2.12, it is clear that higher SOCs result in higher cell voltages, which
means higher voltages are needed to keep charging beyond 50%.

Figure 2.12: Cell voltage plotted versus state-of-charge, for a cell with a ∆E0
redox = 1V. Note that the

cell voltage is 1V at 50% SOC.

Note that figure 2.12 and equation 2.17 show that the cell voltage is equal to ∆E0
redox at 50% SOC.

2.2.4 Ion-crossover
The membrane of an electrochemical cell is never perfect and there are bound to be redox species crossing
over from the anolyte to the catholyte and vice versa. This decreases the total capacity of the battery
since crossed species cannot be charged anymore. On top of that, minor spontaneous discharge will occur,
decreasing the capacity even further. Although this issue touches on the long-term stability of the battery,
which is crucial in practical applications, this work will focus on optimizing the charging efficiency and will
not consider cross-over and other membrane-related losses in detail.
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2.2.5 Internal resistances
Further losses are induced by the finite conductivity of the electrolyte, as well as the selective membrane.
Since the electrolyte resistance differs with respect to the used redox species and supporting electrolyte, the
situation-specific resistances are not used to establish the general modeling trends. However, in the case-
specific predictions, experimental values for electrolyte resistances are used. Since this work focuses on the
charging efficiency, the selective membrane is not considered in detail, but rather its resistance is estimated
as a constant value throughout this work.

2.3 The photo-electrochemical redox flow battery

Combining both the photovoltaics and electrochemistry discussed in the previous sections results in a photo-
electrochemical redox flow battery. The coupling and interactions between these two fields coming together
in this device are discussed in this section, starting with the schematic representation, shown in figure 2.13.
In short, a PEC flow battery converts light into charged redox couples. It does so by absorbing incoming

Figure 2.13: Schematic of solar charging compartments for the SRFB system. (a) Charging cell with a back-side illu-
minated device and (b) cell with front-side illuminated device (i.e., illuminated through the window (2) and the electrolyte).
Photocathode (1) in the catholyte (with redox couple A) and a polarizable counter electrode (4) in the anolyte (with redox
couple B) are separated by an ion-exchange membrane (3). In practical applications, RFB stack (5) is connected in series
with storage tanks and pumps (not shown) for discharging the solar-charged electrolytes. Subscripts (Ox and Red) denote the
oxidized form and reduced form of the redox couples. CB and VB correspond to the conduction and valence band edges of the
semiconductor, respectively. Note that the illustration is not to scale.

photons with an energy larger than Eg. Due to the electric field caused by the pn-junction (as seen in section
2.1), the electrons will flow towards the catholyte, to reduce it. The holes will travel through the wire and
carbon electrode to the anolyte to oxidize the redox-species there. This means the photo-voltaic component
acts as the voltage source (or more precisely: the current source) in figure 2.9.
Other key-components in this setup are the conducting layer and the selective membrane, which was already
discussed in section 2.2. The conducting layer has a protective as well as a catalytic role, which will be
discussed in section 2.3.2.
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One major distinction to be made in the PEC flow battery field is frontside- versus backside-illuminated
devices. Both configurations are shown in figure 2.13. Most current research is being done using front-side
illumination, in which the light has to travel through the electrolyte before being absorbed by the semi-
conductor. These two set-ups behave differently due to varying parasitic light loss and different technical
challenges.

2.3.1 band-diagram throughout the PEC-device
A major part of the conceptual understanding of an SRFB is found in the band-diagram, energy levels, and
equilibration processes throughout the device. A schematic representation of the band-diagram is shown in
figure 2.14.

Figure 2.14: Schematic representation of the band-diagram throughout an example setup of a PEC redox flow battery

First of all, the silicon photo-absorber contains a p+/n junction (with p+ meaning highly doped p-type
silicon), exhibiting the internal band-banding as explained in section 2.1. Furthermore, a platinum (Pt)
conducting layer is shown, which equilibrates its Fermi level, with the redox potential of the Fe(CN)3/4−6

reaction. However, the fermi-level of the conducting layer and the redox potential of the adjoining electrolyte
differ due to the kinetic overpotential (or kinetic barrier), ηk, as seen in the schematic. [29, 30] Due to the
equilibration of the Fermi levels of the conducting layer and the semi-conductor, a Schottky barrier arises,
as discussed in section 2.3.2, displayed as the upward band-bending close to the interface. In this work, a
conducting ring (Au in figure 2.14) is deposited on the photo-absorber, to collect and transport the charge
efficiently. The kinetic barrier at the counter-electrode (a carbon rod in this case), is assumed to have a
negligible effect due to the large active area with respect to the photo-absorber.

2.3.2 Conducting layers
The conducting layer is one of the key components of the PEC flow battery. It serves as a catalyst and
as a protective layer. As a catalyst, the conducting layer should improve reaction kinetics and result in
an efficient electron transfer between the semi-conductor and the electrolyte. Therefore, a conducting layer
should result in a high j0,bv and a beneficial α (see section 2.2.1), to minimize the overpotential for charging
the electrolyte. Note that the discharging of the PEC is typically done with different electrodes, so the
overpotential for the reversed (/discharge) reaction, performed with the photo-electrode, is of no interest.
Furthermore, the conducting layer should exhibit low resistance to minimize dissipation.
As a protective component, the conductive layer should be stable under the device’s operating conditions,
submerged in the respective electrolyte at the operating pH and voltages. This, to protect the semi-conductor
from chemical corrosion/oxidation, which would decrease performance.
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As seen before in section 2.2, the fermi-level of a conductor in contact with the electrolyte, will equilibrate by
adjusting its fermi-level to the redox potential. From solid-state physics, it is known that a semi-conductor
in contact with a metal will create a Schottky barrier, schematically displayed in figure 2.15.

Figure 2.15: Schematic representation of a Schottky barrier [32], in which the semi-conductor band bends due to the
fermi-level alignment between the two materials. In the plot, ΦB is the barrier height, Eg is the band-gap energy and EC and
EV are the conduction and valence band positions respectively. A space-charge region arises in the semi-conductor, yielding a
certain space-charge capacity CSC . This space-charge capacity can be examined using Mott-Schottky measurements. Via the
same mechanism, band-bending also arises when a semi-conductor comes into contact with an electrolyte instead of a metal.

For a finite current to be able to occur, this barrier should be thin enough for the electrons to tunnel
through. The maximum tunneling current is given by equation 2.18. The barrier height can be experimentally
researched using Mott-Schottky measurements by determining the capacity of the space-charge region close
to the interface, as seen in figure 2.15.

jtunnel = QNDvth exp

(
− 4/3Wb

√
2meffΦbe

h̄2

)
(2.18)

in which ND is the number of donors in the semi-conductor, vth is the thermal carrier velocity (∼ 107),
meff is the effective charge carrier mass, Φb and Wb are the barrier height and width respectively and h̄
is the reduced Planck constant. The barrier height can be determined using Mott-Schottky measurements
(see section 2.5.2.2), or theoretically, using material properties. In the same way the barrier width can be
calculated.[17].

2.3.3 Parasitic light loss
Ideally, all incoming solar radiation with an energy higher than the semi-conductor bandgap is absorbed.
However, in a practical system, parasitic light loss is unavoidable. There are three major sources of loss to
be distinguished in a PEC flow battery device. Parasitic absorption by the electrolyte (in case of a front-side
illuminated configuration), reflection by the semi-conductor, or any of the other layers present in the material
and imperfect absorption by the semi-conductor, the last of which has been discussed in section 2.1.3.5. In
the next paragraphs, the other two sources will be studied in more detail.

2.3.3.1 Electrolyte absorption

In the case of a front-lit configuration, the incoming solar radiation has to travel through the electrolyte to
reach the semi-conductor. Due to the finite thickness and absorption of the electrolyte layer, some of the
radiation is lost. This can be calculated using the Lambert-beer law:

I/I0 = Telectrolyte = 10−ε[c]d (2.19)
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in which [c] is the concentration of the electrolyte, d is the thickness of the electrolyte layer and ε is the molar
absorption coefficient. ε can be obtained experimentally by normalizing a measured absorption/transmission
spectrum with respect to concentration and thickness, or by means of literature data.

2.3.3.2 Reflection

The reflection in case of a back-lit configuration is found simply using the reflectance spectrum of the
photo-absorber (which could be coated with an anti-reflection layer to reduce reflection). For a front-lit
configuration, there are multiple reflective interfaces.

Figure 2.16: Schematic depiction of the different layers the incoming radiation has to cross to get to the
(grey) photoabsorber. In case of a back-lit configuration (left), the ligth only crosses the air to get to it, while
the radiation has to be transmitted through several more layers in case of front-side illumination (right)

At each interface the portion of reflected can be calculated using Fresnel coefficients:

R =
|n1 − n2|2

|n1 + n2|2
, (2.20)

where n1 and n2 are the refractive indices of the materials at both sides of the respective interface. Note that
to use equation 2.20, normal light incidence is assumed. Of course, this assumption does not always hold
in practical solar cells, but in the experiments conducted in this research, the angle of incidence is always
0. The total reflectance is calculated by taking the product of the individual interfaces, as seen in equation
2.21

Ttot,refl = 1−Rtot =
∏
i

(1−Ri) (2.21)

This means the incoming spectrum for the silicon is defined as ISi = I0 ·Ttot. It is this spectrum, that should
be used as an input spectrum to be integrated as seen in equation 2.1.
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2.4 The performance estimating model

To find the performance trends of the PEC flow battery, influenced by the different discussed losses and
compare these to experimental results, the total device should be captured in a model. In this case, the
device is modeled as the electrical circuit, found in figure 2.17.

Rseries

Rkin

E
E0

Vc
j

jD

jph,max

Figure 2.17: Schematic of the circuit representing the PEC flow-battery in the performance estimating
model. Most components are already discussed in the earlier circuits, but the kinetic ’resistance’ (R kin in
the figure) is shown as a variable resistance, to account for the current-dependent kinetic overpotentials.

To find the IV-curve of the device, which is the most important characteristic of the system, the circuit is
analyzed to find Vc(j), the circuit voltage (in the figure, the voltage between the two open nodes).

Vc − E0 = VD + (E − E0) + VR, (2.22)

where E0 is the cell voltage, E−E0 is the overpotential, as seen in equation 2.13 and VR is the voltage drop
due to the series resistance. E − E0 can be numerically solved from equation 2.13, but in case of α = 0.5,
there is an analytic solution, increasing the speed of the calculations significantly. Since the two exponentials
can be written as a sinh, the analytic solution can be found in equation 2.23.

j = 2j0,bv sinh

(
ne(E − E0)

2kbT

)
=⇒ E − E0 =

2kbT

ne
arcsinh

(
j

2j0,bv

)
(2.23)

VD is found by using the diode equation, as seen in equation 2.2, where the current through the diode is
given as a function of VD. By solving for VD, equation 2.24 is obtained (for the detailed derivation, see
section A.5 in the appendix):

VD ≈ Voc +
kbT

e
ln
jD
j0

(2.24)

where Voc is the open circuit voltage as discussed in section 2.1.1 and jD is the current through the diode,
which is equal to jmax,photo − j. Note that the ideal diode equation is used, since the series resistance is
dealt with separately and the shunt resistance is assumed to be negligible, since recent shunt resistances are
reported to be high (>2kΩ) [33], which leads to negligible losses as seen in figure 2.8.
Lastly, the voltage drop over the series resistance is simply found using VR = jRseries. In this case, Rseries
has the dimensions of the specific resistance [Ω · cm2].

After this, the operating current is determined using the following condition:

Eph ≥ Eredox + Edev,loss + ηk (2.25)
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where Eph is the photovoltage derived by the photo-device, Edev,loss are the device losses due to factors
mentioned earlier (electrical resistance, reflection, etc.), and ηk is the kinetic. Eredox is the thermodynamic
potential which is equivalent to the difference between the redox potentials of redox couples (i.e., |φred−φox|).
The operating current jop can be obtained as the maximum possible current density in the current-voltage
characteristic, as modeled before at a voltage that also satisfies the condition in equation 2.25. It is worth
noting that the experimental jop (jop,exp) is defined by photo-current at zero bias voltage using a two-
electrode setup.
The solar-to-chemical efficiency is calculated using:

STC =
Pout
Pin

=
jopVcell
Pin

(2.26)

analogous to the efficiency of a dry photovoltaic device in equation 2.5. Note that an implied assumption
to this method, is that the overpotential of the counter-electrode (typically a carbon felt/rod electrode),
is negligible, since its surface area is much larger than the photo-electrode. This assumption is verified
experimentally and is shown in figure B.1 in the appendix.

2.4.1 Fitting tool
In sections 2.1 and 2.2, the dependencies of the IV curve on several parameters is shown. It is possible to
apply these dependencies and fit real experimental data by varying the parameters and minimizing the error.
The parameters varied to fit the experimental data are the series resistance (Rseries), and the parameters
j0,bv and α from 2.13. Furthermore, the open-circuit voltage is extracted from the experimental data by
simply finding the voltage at which the current is zero. Lastly the mass transport limits and/or the saturation
current density for both the cathodic and anodic reaction are found by averaging the experimental current
density over the saturation region. The error is defined as:

E(α,Rseries, j0,bv) =
∑
k

(jmodel(Vk)− jexp(Vk))2 (2.27)

in which jmodel(V ) and jexp(V ) are the modeled and experimentally measured currents at a specific voltage
V . The error is minimized by using the dual annealing method from the scipy.optimize toolbox. The average
error per data point is given by the following equation:

Eaverage =
1

N

∑
k

|jmodel(Vk)− jexp(Vk)| (2.28)

Note that the series resistance, found by fitting this model, is the total series resistance, originating from both
internal resistance in the PV module, as well as the solution and membrane resistance in the electrochemical
cell.
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2.4.2 Temperature dependence & Heat Balance
A lot of the equations in chapter 2 depend on the photo-absorber temperature. It influences IV-curves,
kinetic overpotentials and SOC effects, all having their own effect on the STC. Therefore, the photo-absorber
temperature is varied, to examine its influence on the STC% Moreover, a practical model should calculate
the photo-absorber temperature, based on situation-specific parameters. To just assume a photo-absorber
temperature equal to the ambient air temperature would be too simplistic, due to part of the incoming
solar radiation being dissipated into heat, thus increasing the absorber temperature. Therefore, a heat
balance method is employed, to solve for the photo-absorber temperature and increase the accuracy of the
performance estimations. The heat balance is a tool which uses radiative as well as convective heat fluxes,
depending on the temperature of the several components and is given in equation 2.29:

φin = σ(T 4 − T 4
el) + σ(T 4 − T 4

air) + hair↔abs(T − Tair) + hel↔abs(T − Tel) (2.29)

in which T is the photo-absorber temperature, Tair and Tel are the ambient air and electrolyte temperature
respectively, hx↔y is the heat transfer coefficient between component x and y (el, air and abs indicating
the electrolyte, ambient air and photo-absorber respectively). Lastly, φin is the part of the incoming solar
energy which is dissipated into heat. Note that the heat balance in equation in 2.29 is steady-state and thus
assumes rapid photo-absorber temperature equilibration. This will be discussed in more detail in section
2.4.2.1.
To determine φin, the losses should be identified and included. An overview of the losses is schematically
depicted in figure 2.18.

Figure 2.18: Schematic overview of losses in the semi-conductor. The energy hν of the incoming photon is partially lost
due to thermalization (a), the Joule effect, which is the energy lost due to the internal band bending (b), recombination (band
to band and Auger)(c) and the Peltier effect, which takes into account the difference between the quasi-fermi levels and the
band edges (d).

Several processes result in the dissipation of energy into heat, as explored more in-depth in literature [34].
Thermalization, the Joule and Peltier effect and recombination effects in general result in the electrons losing
energy and dissipating the losses as shown in figure 2.18. In this model, the assumption is made that only the
fraction of the photon energy which corresponds to eVoc is used to effectively increase the electron energy,
while the rest is dissipated into heat. In other words, of the photon energy Eph, the part Eph − eVoc is
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dissipated and fed into the heat balance as φin. In mathematical terms:

φin =

∫ λg

0

H(E(λ)− eVoc) · (E(λ)− eVoc)N(λ)dλ (2.30)

where H(x) is the Heaviside step function, which is defined to be zero for x < 0 and one for x > 0, to
eliminate the non-physical negative contributions. Due to the high specific heat of water (assumed to be
similar to the specific heat of the electrolyte), the electrolyte temperature Tel will in general not be equal to
the ambient air temperature. Furthermore, the steady-state heat balance can not be used, due to the slow
equilibration process caused by the high specific heat value. Therefore, the transient heat balance is needed
to describe the heating and cooling of the electrolyte:

σA(T 4
el−T 4) +σAel↔air(T

4
el−T 4

air) +hel↔absA(Tel−T ) +hel↔airAel↔air(Tel−Tair) = −ρV cv
dTel
dt

(2.31)

in which the Ax↔y is the contact area between component x and y, and V , ρ and cv are the volume, density
and specific heat of the electrolyte. As will be seen in section 2.4.3, the dynamic system parameters form
complex dependencies, that can only be solved iteratively. Discretizing the transient heat balance in the
same way gives:

Tel(t+ dt) = Tel(t) +
Qin,el(t)

ρV cv
dt (2.32)

in which Qin,el is the incoming heat flux for the electrolyte, corresponding to the left hand side of equation
2.31. Using equations 2.30 and 2.32 and reasonable values for the heat transfer coefficients and ambient air
temperature, the steady-state heat balance in equation 2.29 can be numerically solved for T .

Note that the open-circuit voltage depends on the temperature (due to the temperature dependence of j0,
as seen in section 3.2.2), while the temperature depends on the open-circuit voltage since the dissipated heat
fraction depends on open-circuit voltage (see equation 2.30). The problem of this circular dependency is
solved by iterating the temperature/Voc calculations until convergence.

2.4.2.1 Assumptions and Limitations

In this method of determining the photo-absorber temperature, it is assumed that the photo-absorber is in
thermal equilibrium. When including real data or other time-dependent processes, this means these pro-
cesses need to be slow with respect to the simulated timescale, to ensure the steady-state heat balance can
be used. This is the case when the absorber itself has a low effective specific heat such that the temperature
equilibrates quickly, relative to the other time-dependent processes. Due to the very low thickness of a
photo-absorber (approximately 100-1000 µm), this seems like a reasonable assumption.
Also, the geometry of the silicon absorber is not considered in this work. Spatial distribution of the temper-
ature could arise, due to the non-uniform charge generation and charge collection probability (see section
2.1.1), however due to the high thermal conductivity of silicon [35] and low photo-absorber thickness, this
effect is assumed to be negligible.
Moreover, the heat transfer coefficients are based on some reasonable general values, rather than on a funda-
mentally sound calculation. Forced convection by variable wind speed or high flow speeds inside the redox
flow battery could increase these coefficients, while a layer of relatively static and hot air around the pec
device could have the opposite effect.

The specific heat of the electrolyte is assumed to be close to that of water. As tested by Urban [36], the
specific heat reduces slightly for a wide variety of electrolytes, due to the ions restricting the free movement
of the water molecules. However, even at high concentrations (i.e. 1 Molal (≈ 1 Molar in case of a water
solvent)), this effect reduces the specific heat by a maximum of 1-2% (but in most cases around 0.5%), which
is not considered to be a significant difference for the purpose of this model.
Furthermore, it is assumed that at the start of the simulation, the electrolyte has fully equilibrated with
the electrolyte, so Tel = Tair at t = 0. In case of using real data (see section 2.4.3), this means that the
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electrolyte has equilibrated fully with the ambient temperature during the night.

Lastly, the positive effect of increasing temperature on the reaction kinetics (see equation 2.14) and on
solution resistance is only considered for the well-documented hydrogen and oxygen evolution reactions,
since the activation energy Ea and j0,ref are poorly documented for specific redox reactions and redox
species.

2.4.3 Time-dependent processes
A major advantage of this model is, that situations beyond a perfect lab environment can be simulated. In
practice, PEC-redox flow batteries are situated outside, where the incoming radiation fluctuates over the day
and over the year. Furthermore, as seen in section 2.4.2, the photo-absorber temperature is dependent on
this fluctuating incoming spectrum as well as on the ambient temperature. Therefore, measured incoming
solar radiation and ambient air temperature can be used as an input for the model. Examples of real solar
spectral data on a typical winter/summer day taken from NREL in Colorado [37] are shown in figure 2.19.
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Figure 2.19: Time-dependent solar spectra (a) and ambient air temperature (b) for both a typical summer and winter day
in Colorado.

Lastly, the battery charges over the course of the day, increasing the SOC, which influences the cell voltage,
which in turn changes the STC. The SOC as a function of time can be approximated iteratively, using the
following equation:

SOC(t+ dt) = SOC(t) +
jop(t, SOC) ·A · dt

Qbattery
, (2.33)

where A is the absorbing area of the semi-conductor, dt is the time-resolution and Qbattery is the charge
capacity of the battery in coulombs, which can be calculated as:

Qbattery = [c]V NAne (2.34)

Note that the SOC can only be calculated iteratively since the increase in SOC depends on jop, which in
turn depends on the SOC. Using these practical and time-dependent inputs and effects, the performance of
an SRFB in practical situations can be estimated. This part of the model is relevant since the optimum
design parameters depend on the environment.

25



2.5 Experimental methods

2.5.1 Device fabrication

2.5.1.1 Photo-electrode

The photo-charging and LSV experiments with the back-side photo-cathode (BPC) and back-side photo-
cathode are conducted using p+/n and n+/p silicon wafers, of which the fabrication is discussed in the
following sections. The dark electrochemistry experiments are done using

p+/n Silicon fabrication The thickness of the n-type CZ c-Si wafer was 350µm ([100]; Topsil, 1–20
ohm·cm). The shallow n/p+-junction was produced in n-type Si wafer by thin p+ doping using an atmo-
spheric pressure tube furnace in close proximity with BoronPlus planar diffusion sources. The temperature
was ramped up to 950C at a rate of 10 C/min in 0.1 SLM oxygen and 8 SLM nitrogen. The boron phase-
layer was removed by dipping the wafers in a buffered HF bath for 5 min. Then the dopant on the backside
(unpolished) of the wafer was removed by etching in a reactive ion etching (RIE) process (Pegasus, SPTS
Technologies). 3 µm tall mesas on the front of the wafer were defined by UV lithography followed by a 3 µm
deep RIE etch. The fabrication of the n+/p silicon is based on the same principles.

Conductive layers The conductive layers were attached to the created p+/n and n+/p Si-semiconductors
using reactive sputter deposition at various pressures and deposition temperatures. The deposition rate was
calibrated with an in-chamber QCM (quartz crystal microbalance). A ring-shaped Au layer was deposited on
the p+-Si(/n+-Si) surface using a reactive sputtering with a home-made metallic mask at room temperature.
The surface was cleaned with Ar-sputtering in vacuum to remove the native oxide layer.

For the electrochemical experiment under the dark, various conducting layers, including the Pt, C, and Ti
were deposited onto highly-doped n+-Si substrates. The carbon was sputtered at room temperature or 400C.
In the case of the TiO2, a thin layer of titanium was sputtered on first to prevent silicon oxidation in the
subsequent TiO2 reactive sputtering step at 400C as described elsewhere.[17, 10]
The electrochemical measurements of the photoelectrodes were conducted using both three-electrode as well
as two-electrode configurations. The solar charging has been done under simulated AM1.5 solar irradiation
(100 mW cm−2) for both back- and front-illuminated cases (figures 2.13 and 2.16). During the measurements,
an electrolyte of 40 mL was continuously circulated by a peristaltic pump at 70 mL min−1.

2.5.1.2 Electrolytes

The synthesis of TEMPO-4-sulfate was based on the previous study.[17] 4-Hydroxy- TEMPO (Henan Tianfu
Chemical Co. LTD, >99%) was added to concentrated H2SO4 (Sigma Aldrich 97%) at a molar ratio of
0.044. The solution reacted at room temperature for 20 min and dripped slowly into a suspension of
NaHCO3 (Sigma-Aldrich) resulting in a neutral, yellow solution. The solution was shaken with ethyl acetate
(Sigma-Aldrich) and the ethyl acetate phase was discarded, before concentrating the aqueous solution of the
reaction product at 50C using a rotary evaporator. And then acetone was added to precipitate Na2SO4. The
acetone phase was then evaporated using a rotary evaporator again, and the resulting red/orange salt was
used without further purification. K3Fe(CN)6 (Sigma-Aldrich, >99%), K4Fe(CN)6 (Sigma-Aldrich, >99.5%)
are used as received after mixing with 1M NH4Cl to make a 0.4M [Fe(CN)6]3/4− electrolyte depending on
the usage of the ferri/ferrocyanide as anolyte or catholyte. For UV-Vis characterization of the SOC-trend,
the ferri-/ferrocyanide are mixed to create 0.4M electrolytes with varying SOC.
To create the 0.4M Br− anolyte, NH4Br (Sigma-Aldrich, >99.99%) is mixed with 1M NH4Cl. The Cu2+-
catholyte is made by mixing CuSO4· 5 H2O (Sigma-Aldrich, >99%) with 1M NH4Cl.

After mixing, the pH of the electrolytes was controlled by adding an NH4OH solution until neutral conditions
were obtained. Especially due to the unstable nature of ferri-/ferrocyanide electrolytes at low pH, this is a
crucial step.
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2.5.2 PEC setup and characterization
Two PEC setups are used for the electrochemical experiments. The half-cell contains one electrolyte, for
studying the photo-electrode performance for the half-reaction (in this work this is ferri-/ferrocyanide con-
version) under dark and illuminated condition. The dual cell contains the two electrolytes, separated by
the membrane to form the full battery, used to study the overall PEC flow battery performance, by means
of battery cycling, photo-charging and CV/LSV experiments, which will be discussed in following sections.
The two setups are schematically depicted in figure 2.20.

Figure 2.20: Schematic depiction of the setups used for electrochemical characterization of the photo-absorber as the
working electrode. In both the dual-cell (left) and the half-cell (right), the carbon counter electrode and Hg/HgSO4 reference
electrode are submerged in the electrolyte. In the case of the dual cell, two electrolytes are separated by a Nafion charge
selective membrane. The photo-absorber and counter electrode are placed in their separate respective electrolytes and the
reference electrode (which is omitted in some experiments to obtain two-electrode measurements) is submerged in the same
electrolyte as the photo-absorber). In the half-cell, all electrodes are submerged in the same electrolyte reservoir.

A PARSTAT MC potentiostat (Princeton Applied Research, AMETEK) and a Hg/HgSO4 reference elec-
trode were used for all electrochemical measurements. The solar charging and PEC experiments have been
done under simulated AM1.5 solar irradiation (100 mW·cm−2) using a Newport Sol3A Class AAA solar
simulator with a 450W Xenon short-arc lamp. The solutions were purged with nitrogen before and during
measurements.
Several methods are employed to characterize the photo-electrochemical redox flow battery experimentally,
to both estimate performance, as well as to check the validity of the modeled results. In the next sections,
these methods are discussed.

2.5.2.1 Cyclic voltammetry - Linear Scan Voltammetry

One of the main characteristics of the PEC redox flow battery is the IV-curve. Cyclic and Linear Scan
Voltammetry (CV and LSV respectively) are electrochemical methods, in which the voltage between the two
electrodes in the PEC-setup is varied, while measuring the output current, thus obtaining IV characteristics.
To relate the relative voltages in two-electrode measurements to an absolute scale (e.g. NHE), a third
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electrode (i.e. the reference electrode) is added to the system. The reference electrode contains a solution
with a known constant redox potential (e.g. a saturated KCl solution). The potential between the working
electrode (in this case the photo-electrode) and the reference electrode is varied in this case.
In an LSV the voltage is swept once over the desired voltage range, resulting in the IV-curve. In CV,
however, the voltage is cycled multiple times. This allows for exploitation of hysteresis in the setup, which
is used to experimentally determine the redox potential of active redox species. When performing a CV for
a single-step reaction at low concentration, peaks arise, as seen in figure 2.21. When increasing the voltage
from below E0 (focusing on the first half of the cycle), the current increases when approaching the redox
potential E0, due to the conversion of active species. Due to the conversion, the local surface concentration
of the active species decreases, in turn decreasing the current. Higher scan speeds result in more pronounced
peaks. When increasing the voltage beyond the peak voltage, the current is limited by mass transfer to the
electrode surface, thus resulting in a constant current.

mass transfer limited current
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Figure 2.21: Typical cyclic voltammetry measurement, where the redox potential can be experimentally found as the
average of the two peak voltages. Note that for voltages sufficiently high and low respectively, a constant current is reached,
limited by mass transfer to the electrode surface.

When cycling in the opposite direction (focusing on the second half of the cycle), the exact opposite reaction
takes place, resulting in an identical peaked shape, with negative currents. In general, the shape of this
cyclic voltammogram (CV) is not symmetric, due to asymmetric kinetics (see section 2.2.1), or mass transfer
limits (see section 2.2.2). The redox potential is experimentally defined as the average between the peak
voltages. CVs are also used at slower scan-speeds to examine the stability of the IV-curve.

2.5.2.2 Mott Schottky

A Mott-Schottky analysis is done by measuring the capacitance of the space-charge region (see section 2.3.2)
of the semiconductor in contact with the conducting layer (CSC). The relation between CSC and the applied
voltage is given by the Mott-Schottky equation:

1

C2
SC

=

(
2

eεε0ND

)(
V − Efb −

kT

e

)
(2.35)

in which ε and ε0 are the relative permittivity of the material and the absolute permittivity of the vacuum
respectively, ND is the donor concentration and Efb is the flat-band potential. Plotting 1/C2

SC and extrap-
olating the linear region to 1/C2

SC = 0 yields the Efb, which is the potential at which the band-bending
due to the Schottky barrier is canceled by the applied bias potential, thus providing information about the
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barrier height. Moreover, the slope of the linear region can be used to determine the doping concentration
ND. In this work, the Mott-Schottky measurements are done at 0.3 kHz using the same setup as described
in section 2.5.2, with the exception of the dark conditions for the Mott-Schottky measurements.

2.5.2.3 UV-Vis

The optical properties of several device components are measured using a PerkinElmer-Lambda 900 UV-Vis
spectrometer. The focus is on measuring the transmission spectrum of the electrolyte. Since the optical
properties of every (composition of) electrolyte(s) are unique, they can be used to establish a trend-line for
increasing state of charge, allowing for an estimate of the SOC after charging the battery. Furthermore, it
is used to examine the composition of electrolytes after charging (e.g. to identify ion cross-over during the
experiment).
Prior to the UV-Vis measurements, a baseline calibration is conducted to account for fluctuations of the
illumination source and other irrelevant properties (such as the transmission spectrum of the supporting
electrolyte).

2.5.2.4 Chrono-amperometry

The long-term photo-charging performance and stability are researched experimentally by means of chrono-
amperometry in a two-electrode setup, by applying zero bias-potential and measuring the photo-current.
Moreover, the open-circuit voltage was measured at various points during the charging process, to examine
the cell voltage over time (unfortunately a four-electrode setup is needed to allow for simultaneous photo-
charging and continuous cell voltage measurements). Analogous to equation 2.26, the estimated STC% can
be estimated from the chrono-amperometry using the following equation:

STC =
Vcell(SOC) · jphoto,unbiased

100mW/cm2 (2.36)

in which the cell voltage Vcell depends on the SOC following the Nernst equation (equation 2.17) and
jphoto,unbiased is the unbiased photo-voltage, provided by the illuminated PV-module. The input power is
100 mW/cm2 as discussed in section 2.5.2. The SOC is determined using the calculated input charge relative
to the total capacity of the battery:

SOC(t) =
Qacc

Qbattery
=

∫ t
0
jphoto,unbiased(t

′)dt′

Qbattery
(2.37)

with Qbattery being the battery charge capacity, defined in equation 2.34 and Qacc is the accumulated
charge, calculated by the potentiostat software by integrating the current over time.

2.5.2.5 Active area measurement

The active photo-absorber area is measured using the image processing software ImageJ.
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Chapter 3

Results

In this chapter, the experimental, as well as the modeling results and the comparison between the two is
discussed. Since part of the modeling depends on the experimental results, the experiments will be discussed
first.

The experiments are done in collaboration with Gerasimos Kanellos, who performed all photo-electrode
fabrication, delivered the largest part of the experimental data, discussed in this work and assisted the
experiments needed for the modeling validation and model fitting.

3.1 Experimental results

3.1.1 Conducting layer characterization
Electrochemical current-voltage measurements were performed (figure 3.1) in order to study the electro-
chemical reduction reactivity of the various conducting materials sputtered on highly-doped silicon (c-Si)
substrate (see inset). The measurements were performed using the half-cell setup as seen in figure 2.20. For

Figure 3.1: Electrochemical CV results for various conducting layers deposited directly on the degenerately doped Si (a) and
samples with TiO2 interlayer deposited on the same substrate (b). Both measurements were carried out in 0.4M [Fe(CN)6]3−
with 1M NH4Cl supporting electrolyte at pH 7 (adjusted by using NH4OH).

some samples TiO2 protection layer was sputtered as described elsewhere [38, 39] prior to the conducting

30



layer deposition (figure 3.1b). Good performances with high onset potentials (Von at 10 mA cm−2) were
observed for the as-deposited Pt and carbon films (figure 3.1a, black and blue) during the cathodic reduc-
tion of [Fe(CN)6]3− (i.e., 0% SOC) in 1M NH4Cl. The samples exhibit similar trend under anodic reaction
conditions (as seen in the extended measurements in figure 3.2), indicating that it is not related to chemical
affinity difference between the catholyte and anolyte.
As shown in figure 3.1, Pt shows outstanding kinetics, however, noble metals like Pt are not recommended
for RFB applications since bubbling formation due to the concurrent hydrogen evolution reaction, which
may lead to mechanical damage of the system. It has been accepted that conventional redox reactions in
RFB are non-selective with respect to the electrode material[40] unless the intermediate catalytic reactions
take a place, such as metal hydride in acidic supporting electrolyte.[41] Despite the fact that the redox
reaction of the ferri-/ferrocyanide involves a simple single-electron transfer reaction, an obvious material-
dependency was observed for both cases (with and without a protective layer). Particularly, a sample with
metallic Ti thin film showed a huge overpotential (∼ 0.7 V with respect to redox potential (E0

redox) of the
ferri-/ferrocyanide reaction). Poor reactivity of the bare c-Si sample (figure 3.1, grey) would be attributed
to a deactivation of the surface by oxidation or silano-group formation as confirmed by previous studies.2,19
Interestingly, while the sample with Pt and TiO2 interlayer showed almost unchanged result compared to the
result from the sample without the TiO2 in figure 3.1a the combination of the carbon with the TiO2 resulted
a huge negative shift in Von (∼ 0.9 V). TiO2 film showed an efficient charge transfer performance proven for
water reduction studies. [39, 17] Therefore, this unexpected poor activity in ferricyanide reduction cannot
be explained by a conductivity investigation.
For an accurate utilization of the fit tool, described in section 2.4.1, extended range measurements at 50%
SOC are needed, such that both the anodic, as well as the cathodic behavior of the photo-electrodes are
considered. These extended dark measurements are shown in figure 3.2a. Note that in this case, no full
photo-diode (with pn-junction) is used, as such a configuration does not conduct current in both positive
and negative direction. The results displayed in figure 3.2, are obtained using n-type silicon, coated with
platinum, carbon, and titanium conducting layers respectively.
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Figure 3.2: Dark electrochemical IV curves of n-type silicon, coated with platinum, carbon and titanium at a 50% SOC
(a). The differences in overpotential barriers are clearly visible, ranging from substantial (Ti) to small (C) to negligible (Pt). In
b the dark electrochemical curves of the carbon-coated photo-absorber are shown for different SOC, showing the shift in redox
potential, as described by the Nernst equation.

As expected, the IV-curves in figure 3.2a follow the same trends for kinetic overpotentials (with the platinum-
coated electrode having the best kinetics, followed by carbon and titanium having the worst kinetics), which
is shown quantitatively in section 3.3.1. Figure 3.2b shows the SOC-dependence of the IV-curve of the
half-reaction, by measuring the IV-curve at 0, 50 and 100% SOC for the carbon-coated electrode. It is seen
that the onset potential shifts, indicating the redox potential increases with SOC according to the Nernst
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equation (see section 2.2.3).

3.1.2 Characterization redox species
The CV measurements for the characterization of the four electrolytes used in this work are shown in figure
3.6a. The found redox potentials are depicted as the dashed lines. As seen from the cyclic voltammograms
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Figure 3.3: CVs of 2 mM solutions of TEMPO-sulfate (red), CuSO4 (blue solid), K3Fe(CN)6 (black) and NH4Br (blue
dased) using a scan rate of 10 mV sec-1. For the TEMPO-sulfate, K3Fe(CN)6 and NH4Br, NH4Cl was used as a supporting
electrolyte, and the pH was adjusted to 7. Note that pH of the Cu2+ electrolyte was adjusted to 2 (with H2SO4) in order to
prevent the precipitation of copper.

(CVs) in figure 3.3, the redox couples are electrochemically reversible and the redox potentials are as ex-
pected from previous reports.[17, 42, 43]
In this work, ferri-/ferrocyanide is used as the electrolyte, which will be converted by the photo-cathode/-
anode. To demonstrate the photo-charging behaviour and overall device performance for different cell po-
tentials, TEMPO, copper-sulfate and NH4Br are used as counter-electrolytes, resulting in cell potentials of
0.34V, 0.40V and 0.65V respectively.

3.1.3 Determining State-of-Charge
Since the efficiency calculations include the theoretical cell voltage at a certain SOC, the SOC should be de-
termined accurately. In this work, UV-Vis spectra are used for this purpose. The UV-Vis absorption spectra
for varying state of charge of a [Fe(CN)6]3/4− electrolyte are shown in figure 3.4 (solid lines), to establish a
trend. The dashed red line shows the absorption spectrum of the ferri-/ferrocyanide after charging.
In table 3.1, the SOC after photo-charging for the different electrolytes and photo-electrodes are shown. The
theoretical SOC is determined using the accumulated input charge, as shown in equation 2.37. The second
method, utilizing the UV-Vis absorption spectrum of the charged electrolyte, is used as verification, using
the trend-line in figure 3.4. Note that the higher absorbance relates to lower SOC when considering the
photo-cathodic ferri-cyanide conversion, while it corresponds to higher SOC in the case of the photo-anode.
It is seen that although the two methods give similar results, the UV-Vis method gives (slightly) different
results in general.
This can be explained by ion-crossover effects, where Fe(CN)3−6 crosses over to the other compartment (as
seen in the appendix), resulting in lower UV-Vis peaks. Therefore the estimation using the theoretical ac-
cumulated charge, overestimates/underestimates the SOC, depending on which species is used at 0 SOC
(Fe(CN)3−6 or Fe(CN)4−6 ). Moreover, side reactions, such as Prussian Blue formation, result in similar dis-
crepancies. It is seen that experiments with lower volume (the first TEMPO and second Cu row in table
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Figure 3.4: a) UV-Vis trend of the absorption spectra for ferri-/ferrocyanide at the varying state of charge (solid lines)
and example absorption spectrum of one of the electrolytes after photo-charging, used to estimate the SOC after charging. b)
Absorption at the characteristic peak of ferri-/ferrocyanide @425nm. The linear trend line is used to estimate the SOC of an
electrolyte after photo-charging.

Couples Vcell @
50 SOC (V)

Cell volume
(mL)

SOC
(theoretical)

SOC
(UV-Vis)

Fe(CN)3−6 /TEMPO 0.34 10 0.23 0.32
Fe(CN)3−6 /TEMPO 0.34 25 0.16 0.18
Fe(CN)4−6 /Cu2+
short-term 0.4 25 0.10 0.09

Fe(CN)4−6 /Cu2+
long-term 0.4 15 0.69 0.63

Table 3.1: SOC after charging for the different photo-charging setups. It is seen that the two different methods of determining
the SOC after charging (using the input charge and using the UV-Vis spectrum of the charged electrolyte) give similar results.
Discrepancies are explained by the uncertainties in the UV-Vis method and the ion-crossover effect.

3.1), have more pronounced differences between the two methods since the discrepancies mainly arise due to
the stability issues.

Although both methods of determining the state-of-charge are imprecise due to stability problems in the
SRFB and theoretical assumptions, the two separate methods result in similar state-of-charge, fortifying
their combined credibility.

3.1.4 Mott-Schottky-analysis
The results of the Mott-Schottky measurements are shown in figure 3.5. Analysis of the plots is used to
determine any impacts these conducting layers may have on the band structure (e.g., due to Fermi level
shift). In the bare Si case, obtaining reliable results is quite challenging due to surface deactivation due
to silane or oxide formation in the electrolyte (figure 3.5b) as described in previous studies.[13, 41]. It is
noteworthy that the surface of the Si was chemically cleaned upon any electrochemical analysis by using
3M H2SO4 solution in order to remove the native oxide layer. Using a highly acidic supporting electrolyte,
such as HF, can provide a reliable environment for the measurement,[44] but one cannot avoid a toxic HCN
formation due to unstability of the ferro-/ferricyanide in low pH conditions.[20]

In the case of the semiconductor/liquid junctions, Efb is found to be 0.32 V for the TiO2. These results
imply that upward band banding within the solid phase at the equilibrium can form a Schottky barrier with
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Figure 3.5: Mott-Schottky plots of prepared electrodes with various conducting layers measured at 0.3 kHz in 0.4 M
[Fe(CN)6]3− with 1 M NH4Cl supporting electrolyte (a). Band alignment of the electrodes in the electrolyte (b-e) based on
the Mott-Schottky measurement and calculation (detail calculation and material parameters can be found in the ESI of the
original experimental paper, under submission).

a thick depletion width (4.2 nm, figure 3.5c) that electrons cannot tunnel through (detail calculation can be
found in S3 of the ESI). In figure 3.5d and e the complete band diagram of the Pt conducting layer cases with
and without the TiO2 protective layer are schematically shown assuming an ohmic-like contact with very
narrow depletion width of 1.4 and 0.8 nm within the n+-Si and TiO2, respectively. Those assemblies allow
a feasible electron transfer throughout the conduction band of TiO2 and compact metal layer as illustrated.
These feasible charge transfers were supported by the steep slopes of the Pt and TiO2/Pt samples with onset
potential (Von) of ∼0.5V vs NHE in figure 3.6b and c.

3.1.5 Photo-electrochemical charging performance
LSV measurements at 0% SOC under illumination were performed, using a three-electrode setup, for the
half-reactions of ferri-/ferrocyanide reduction/oxidation, driven by the photo-cathode/anode, shown in figure
3.6b and d respectively.
It is seen that the onset potential is shifted with respect to the redox potential of the ferri-/ferrocyanide
(of 0.48V vs NHE). For the photo-cathode (figure 3.6b) the onset potential of the Pt and C coated photo-
electrodes (black and green) shifts towards ∼ 0.95V vs NHE, resulting in a photo-voltage of ∼ 0.47V. In case
of the photo-anode, the onset potential shifted to ∼ 0 V vs NHE, resulting in a photo-voltage of ∼ 0.48V.
The LSVs of half-reaction of the counter-electrolytes are overlapped with the photo-current in figure 3.6a
and c. The intersection of the two curves is an indicator for the operating photo-current of the overall dual
cell at 0% SOC.
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Figure 3.6: (a) Overlaid current-voltage curves measured in a three-electrode experiment for the individual photocathodes
and anode (carbon felt). C/pn+-Si and Pt/pn+-Si in a 0.4M Fe(CN)3−6 + 1M NH4Cl; while carbon felt anode in a 0.4M
TEMPO- and 0.2M Br− with an 1M NH4Cl solution. (b) CA and accumulated charge of the photocathode with carbon, under
the same electrolyte conditions, but with two-electrodes configuration. (d) Overlaid current-voltage curves (three-electrode
configuration) for the individual photoanodes and carbon felt cathode. The pn+-Si photocathodes with a Pt thin film (1-2 nm)
and Pt nanoparticles (200 ng cm-2) and carbon felt cathode for 0.4M Cu2+ in the same electrolyte condition used for the figure
(c). (d) CA and accumulated charge of the photoanode with Pt with carbon felt anode under two-electrode configuration.

figure 3.6b illustrates the photo-charge profiles for the first 20 h using a C/np+-Si||Carbon-rod configuration
with ferricyanide||TEMPO-sulfate. The charging photocurrent for the photocathode starts at 11.6 mA cm-2
and decreases to 8.7 mA cm−2; the corresponding initial and final values for the ferricyanide||Br2/Br- cell
are 2.0 and 0.4 mA cm−2, (also seen in figure 3.7). In both photo-charging experiments, the photocurrents
decrease over time, owing to the increasing cell potentials at higher SOC. Theoretically 0.51 V from the
photocathode is insufficient to charge the ferricyanide||Br2/Br- battery without a bias potential. The low
photo-charging current from the ferricyanide||Br2/Br− cell is only observable at low SOC% where required
potential is low according to the Nernst equation.
In figure 3.6d, the same photo-charging curve is displayed for the ferrocyanide/Cu2+ dual cell configuration,
using the photo-anode. A high photo-current of ∼ 33 mA/cm−2 is seen during the first three hours of
charging. After the photo-charging experiments, UV-Vis measurements (discussed in section 3.1.3) were
conducted to estimate the state of charge and verify the theoretical SOC, based on the inputted charge as
seen in figure 3.6c and e.
The CA-data for the examined counter-electrolytes for the ferri-/ferrocyanide is shown in figure 3.7, for the
backside-photoanode (BPA) and the C/np+-Si back-side photocathode (BPC) respectively.
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Figure 3.7: Chrono-amperometry-data of the long-term photo-charging experiments using the various electrolytes. When
not mentioned, the electrolyte volume was 25 mL in each chamber.

The photo-charging performance varies significantly for the different electrolyte configurations. It is seen
that the cell coupled with Br−, has a low STC efficiency (∼0.3%), due to the high cell voltage at 50% SOC
(0.65V), resulting in low photo-currents, and only at SOCs close to 0%.
The TEMPO and Cu2+ batteries have high performance due to the more favorable cell voltages at 50%
(0.34V and 0.4V) respectively as confirmed in the modeling work in section 3.2.
The general trend of photo-current decreasing with time is explained by the increasing cell voltage due to
increasing SOC, following the Nernst equation 2.17. Following the IV-curve of an illuminated PV-module
(such as shown in figure 2.4), higher (cell) voltages always yield lower photo-current. This effect is most
evident in the long-term, small-volume photo-charging experiments in figure 3.7.
It is also seen that higher volume of electrolyte, results in higher photo-currents in the case of the TEMPO
and Cu2+. This can be attributed to the lower series resistance, associated with the higher number of avail-
able paths for charge transfer since the distance between the electrodes is identical in every setup.
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3.1.6 Front-side vs Back-side illumination
In figure 3.8, LSV measurements are shown for front- and backside-illuminated setups. The experimental

Figure 3.8: The experimental LSV curve shows that in case of a 0.4M ferricyanide electrolyte, a front-side illuminated
configuration results in a significantly lower saturation photo-current, which concurs with the modeled trends.

LSVs in figure 3.8 support the modeled trends of the expected higher photo-currents (and thus efficiencies)
for a back-illuminated configuration (see figure 3.10). The saturation current of the front-side illuminated
device is significantly lower than the back-illuminated case, despite an otherwise almost identical setup.
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3.2 Modeling

The objective of the modeling work is to estimate PEC redox flow battery performance, for which the solar
to chemical (STC) efficiency is used as an indicator. When varying the cell voltage (i.e., thermodynamic
potential to drive the redox reaction, defined at 50% SOC)) as well as the band-gap of the photo-absorber, a
2D contour-plot of the STC efficiency is obtained. This format will be used to assess several parameters. In
figure 3.9, the ideal case is shown, in which no losses, for instance, due to parasitic light absorption, reflection
or resistances are taken into account. The dark saturation current is calculated using the ideal black-body
emission theory, expressed in equation 2.4. It is found that the theoretical maximum STC efficiency for a
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Figure 3.9: Efficiency plotted as a function of the thermodynamic potential and the bandgap of the photo-absorber in the
ideal case without any kinetic, resistance, or parasitic light absorption/reflection losses.

single-photo-absorber device is 32.4%, which concurs with literature estimations for PV solar cells.[45, 46].
However, the SRFB system allows a wider operational range than that of the PEC water splitting system
which has a fixed thermodynamic energy barrier for driving the redox reaction (i.e., water oxidation at 1.23
V). The top left of the plot shows no efficiency data, due to the limited photovoltage with respect to Eredox.
When moving towards higher bandgap energy, the STC% is limited by the number of incoming photons
with an energy higher than Eg. This figure indicates that there is an optimum thermodynamic potential
depending on the band-gap of the absorber material, and finding this optimum could drastically enhance
the solar charging performance of SRFBs.

3.2.1 Sensitivity on Losses
In this section, the effects of several of the discussed losses are shown on the ideal efficiency landscape,
including parasitic light loss, series (and electrolyte) resistance, kinetic overpotential and SOC effects.

3.2.1.1 Parasitic light loss

In figure 3.10a and b, the effect of parasitic light absorption by the electrolyte [Fe(CN)6]3− and V3+ (in 1M
NH4Cl and HCl, respectively) is shown for a concentration of 0.3M and path length of 1 cm. These figures
mimic the working environment of a PEC compartment where the photo-electrode is directly immersed
in the electrolyte. As shown in these figures, the maximum STC% decreases to 27.2% and 17.2% for the
[Fe(CN)6]3− and V3+ respectively. Moreover, the shape of the efficiency-landscape changes depending on the
exact absorption spectrum of a given electrolyte (see also figure A.1 in the appendix for the AQS/AQSH2 and

38



5

5

10

1
0

1
0

15

1
5

20

2
0

2
5

0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

E
g
 of the photo-absorber, eV

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

T
h

e
rm

o
d

y
n

a
m

ic
 p

o
te

n

�

a
l,

 V

2

2

2

4

6

8

1
0

1
0

12

1
2

14

0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

E
g
 of the photo-absorber, eV

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

T
h

e
rm

o
d

y
n

a
m

ic
 p

o
te

n

�

a
l,

 V

E
ffi

ci
e

n
cy

, 
%

a)

c) d) e)

b)

Figure 3.10: Efficiency plotted as a function of the thermodynamic potential and the bandgap of the photo-absorber. In a)
and b), the reflection from the window and parasitic light absorption of 0.3M ferricyanide and V3+ (with an optical path length
of 1 cm) respectively are taken into account. Kinetic and resistance losses are not considered. c) Experimental absorption
spectra of several electrolytes overlapped with the photon flux of the AM1.5 spectrum (depicted by the shaded area). d) The
concentration dependence of the maximum efficiency for a 350 µm c-Si photo-absorber. e) schematic overview of the parasitic
light losses and their influence on solar absorption. Figure adapted from original paper [20]

I-/I3- cases). This makes finding the optimum Eredox/Eg combination extensively more complex. In figure
3.10c, the experimental absorption spectra, based on literature [47, 48, 49] and experimental measurements,
are overlapped with the photon flux (in current density) converted from the standard AM1.5 spectrum,
showing the impact of electrolyte selection on the incoming solar spectrum. Note that this result does not
take into account the individual effect of the supporting electrolyte since there is no significant loss up to 10
cm of water thickness in the case of a single-photon device.[50] Overall, the reduced incoming-photon flux
shifts the optimum Eredox/Eg combination towards a smaller value that requires an electrolyte with a high
concentration for balancing the discharging capacity.
Another effect differentiating between the efficiency of the back- and front-side illumination configurations
is the possibility of introducing an anti-reflective treatment (e.g., AR coating). In the case of the elec-
trode being submerged in the electrolyte, some corrosion protective layers for photo-electrodes (e.g., TiO2

with c-Si) show anti-reflective properties, however, typical AR treatments, such as MgF2 and SiO2 layers,
are not applicable in this case due to their stability which is pH-dependent.[13] To account for this, the
reflectance spectrum of c-Si with and without an AR coating is used for modeling the back-illuminated
efficiency, while the (complex) refractive indices of air, glass, electrolyte and bare silicon are used to model
the front-illuminated efficiencies. As shown by the dash-dot line in figure 3.10d, almost 8% efficiency loss is
expected in the case of bare c-Si indicating the importance of having an AR treatment to minimize reflec-
tion losses. It is interesting to note that the back-illuminated bare c-Si case shows slightly lower charging
efficiency than the front-illuminated cases in the low concentration range. According to the Fresnel equation
(equation 2.20), the higher refractive index of the electrolyte with respect to air leads to a reduced reflection
of bare silicon for a front-illuminated configuration (also see figure A.2 in the appendix) with respect to back
illumination, resulting in higher efficiencies in the cases where this effect is more dominant than electrolyte
absorption.
In figure 3.10e, the extent of each parasitic light-loss effect on the photo-absorption of a silicon PV-cell, where
in case of perfect absorption all photons with E < Eg are absorbed. It is seen that back-lit absorption (taking
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into account realistic silicon absorption spectra and reflection based on AR-treated silicon) already loses a
significant portion. Front-lit absorption without taking into account electrolyte absorption has even lower
photo-absorption due to the inability to apply an anti-reflective coating. When including parasitic electrolyte
absorption, the advantage of back-lit over front-lit configurations becomes evident. The concentration de-
pendence of the electrolyte on the STC% in figure 3.10d highlights that conventional vanadium-based redox
couples with a front-illumination architecture cannot be considered as an efficient charging method for a high
storage capacity system (i.e. high concentration) due to their high molar absorptivity in the high wavelength
range (see inset of figure 3.10d). On the other hand, the STC% with iodide electrolyte is relatively less sensi-
tive to the concentration while it showed a drastic molar absorptivity in the short wavelength region (figure
3.10c). This absorption spectra study is particularly important for the wide bandgap semiconductor-based
device. For instance, GaP (2.24 eV) has a large absorption spectrum overlap with AQS electrolyte, leading
to a drastic drop in jph,max upon the addition of the AQS into H2SO4.

3.2.1.2 Kinetic overpotential

as the electron transfer between the photo-absorber and the electrolyte is never perfect. In general, an
RFB presents facile kinetics, which can be several orders of magnitudes faster than water oxidation that
requires high overpotential.12 In figure 3.11a and b, the effects on the efficiency-landscapes with fixed kinetic
overpotentials (ηk) of 0.2 V and 0.6 V respectively are shown.
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Figure 3.11: Efficiency plotted as function of the thermodynamic potential and the bandgap of the photo-absorber. a and b
show the effect of 0.2V, 0.6V kinetic overpotential respectively. In c the STC% is plotted as function of the bandgap-energy for
various overpotentials. The dashed black line shows the maximum theoretical efficiency based on the AM1.5 spectrum. Figure
adapted from original paper [20]

First, it can be seen that the maximum STC%, as opposed to the previous electrolyte concentration-effect case
in figure 3.10a-c, shifts to higher Eg and lower Eredox, due to the kinetic overpotential effectively increasing
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the voltage needed to drive the reaction (equation 2.25). Moreover, owing to the shift of the contour-plot
to higher bandgap energies, the STC% decreases due to reduced absorbed solar flux (as shown more clearly
in figure 3.11c). An important aspect is the selection of a conducting material at the solid/liquid interface.
Conventionally, high overpotentials arise from the photoelectrode while the counter electrode shows quite fast
kinetics. The experimental linear sweep voltammograms (LSVs) of n-type Si electrodes under dark conditions
shown before in figure 3.1 shows how the overpotential varies with the type of conducting layer, stressing
the importance of modeling kinetic overpotentials for accurate performance estimation. Unlike typical RFB
systems where the metallic electrodes or carbon are directly connected to a wire, SRFBs require integration
of semiconductors with the conducting layer that may form an energy barrier with unfavorable band-bending
at the semiconductor/metal junction.
Note again the model used, implies that the overpotential of the counter-electrode (typically a carbon felt/rod
electrode), is negligible since its surface area is much larger than the photo-electrode. This assumption is
verified experimentally and is shown in figure B.1 in the appendix.

3.2.1.3 Series resistance

figure 3.12a and b display effects of overpotential and series resistance, respectively, on the photo charging
efficiency landscape for the c-Si case (Eg = 1.12 eV). The dashed lines represent the efficiency curves for
which surface reflection and shading by the front contact grid (i.e., the dead area of 4% of the total active area
[51]) are taken into account. Note that the series resistance consists of the sum of the electrolyte resistance,
the membrane resistance and the internal series resistance of the PV-module

a) b) c) 10

13.3

20

40

R
, 
Ω
c
m

2
 

Figure 3.12: Sensitivity analysis for each type of loss. The charging efficiency is plotted as a function of the thermodynamic
potential in back-lit configuration for different kinetic overpotentials (a) and solution resistance (b), respectively. The dashed
line represents the case in which surface reflection (by AR treated silicon) and contact shading are taken into account. Data
found in literature for the specific concentration is plotted versus concentration for various electrolytes (c). In (d), a contour-plot
of the efficiency landscape for an electrolyte resistance of 2.5 Ω·cm2 is shown. The white circles indicate the optimum location
(i.e., the optimum bandgap-thermodynamic potential combination) for electrolyte resistances of 0, 5, 10, 20 and 50 Ω·cm22
respectively, showing a shift towards higher bandgap and higher thermodynamic potential for increasing resistance. The same
trend is observed in (e), where the STC% is plotted versus the photo-absorber band-gap at a thermodynamic potential of 0.8V,
for the varying distance between the electrodes, effectively increasing the electrolyte resistance. Figure taken from original
paper [20]
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Interestingly, the efficiency loss due to the reflection and shadowing in case of a photo-absorber with appro-
priate treatment (i.e., AR and optimized front grid) is limited. Figure 3.12 is a sensitivity analysis plotted
against the thermodynamic potential. Naturally, it shows a similar trend as that found in figure 3.11c for
overpotential variation; an increased overpotential greatly diminishes performance limit and threshold cell
voltage (i.e., the potential differential between the catholyte and anolyte). As mentioned earlier, electrolyte
resistance (Rsol) is one of the dominant contributors to the overpotential, and the plots in figure 3.12b were
obtained from the calculations with various resistance overpotentials at zero kinetic overpotential.
The figure 3.12b shows a relatively low sensitivity of the STC% to the electrolyte resistance variation. While
a negative shift of the optimum thermodynamic potential is seen along with a solution resistance increase,
the threshold potential below which achievable STC% is observed remains almost constant. The solution
resistance is often a significant factor in practical working conditions where ionic transfer pathways are on
the order of centimeters. Generally, the resistance of an ionic solution depends on the ionic concentration,
type of ions, temperature, and the geometry in which current is carried. This is made evident in figure 3.12c,
where the conductivity of the electrolytes is highly dependent on electrolyte type and its concentration. For
example, a system with a 1M NH4Cl supporting electrolyte and an estimated conductivity of 75 mS/cm for
the redox electrolyte, the total electrolyte resistance for a 2 cm path length (e.g., 1 cm each for catholyte and
anolyte) is 11.35 Ω·cm2 (see section A.3 in the appendix for explicit calculations), implying that the impact
of the electrolyte resistance should not be neglected in practical models. The plots for the various electrolytes
in the figure 3.12c were calculated based on data found in literature,[52, 53, 54, 55], where the measurements
were conducted under precisely controlled conditions (e.g., temperature, electrode distance, purification
treatment, etc.). As demonstrated in figure 3.12c, it is relatively easy to reduce the solution resistance
simply via concentration control, whereas a reduction in kinetic overpotential requires careful conducting
materials selection along with electrical and morphological design to provide sufficient conductivity and
active sites over the whole surface.
As shown in figure 3.12d, the optimum point shifts towards lowered Eg with decreasing solution resistance
(white circles). In the extremely low solution resistance case, a lowered optimum point (Eg of 1.2-1.6 eV
with Ecell of ∼0.6-0.9 V) makes the use of commercial PV materials (e.g., c-Si, CIGSe, GaAs)[13] promising.
However, the high ionic strength condition may potentially lead to corrosion of the materials, which will
most likely require an additional protection layer. For instance, solution resistance of 2.5 Ω·cm2 corresponds
to highly acidic supporting electrolytes (e.g., a 3M HCl solution). These extremely harsh conditions are not
practical considering that most studies in the PEC water splitting field have been conducted in the pH range
of 0∼14, and still suffer from poor long term stability.[13] Alternatively, minimizing the distance between
the electrodes also can be an option to decrease solution resistance. Figure 3.12e plots the STC versus the
photo-absorber band-gap for which the distance between the electrodes decreases in magnitude, showing
that a shorter electrode-electrode distance leads to a shift of the optimum band-gap towards lower values
with a higher overall conversion efficiency. Again, we emphasize that this theoretical estimation has been
conducted without consideration of possible photo-redox effect under the assumption that electrolytes are
completely isolated from the light due to the back-side illuminated architecture (e.g., figure 2.16a).

3.2.1.4 SOC

In general, the standard redox potential (E0
redox), is defined at 50% state of charge (SOC), but SOC-

dependent changes in the cell voltage according to the Nernst equation (equation 2.17) should be taken into
account for optimizing an SRFB.
Figure 3.13 displays the maximum practical STC efficiency for a set of parameters: Rsol = 2.5 Ω·cm2

(corresponding to a highly conductive, but usable electrolyte with optimized path length ∼ 1 cm), an
internal series resistance of 3 Ω·cm2, ηredox=0.25V, a constant parasitic light loss at the photo absorber of
5% and a contact shading of 4% of the active area. This is done for 10% and 90% SOC to show the effect
of charging on the efficiency landscape (figure 3.13a and b, respectively).
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a) b)
SOC 10% SOC 90%

Figure 3.13: The efficiency landscape for a realistic set of parameters: Rsol=2.5 Ω·cm2, ηk=0.25V with a constant parasitic
light loss at the absorber of 5%, a contact shading of 4% of the active area, an internal series resistance of 3 Ω·cm2 and a 10%
SOC (a) and the same plot for similar parameters, but with an SOC of 90% (b). Both plots assume a back-lit configuration.
Several photo-absorbers are indicated in (a) to point out the possibilities in choosing an optimal photo-absorber. Figure taken
from original paper [20]

These plots highlight a shift of the entire STC shape towards a lower thermodynamic potential due to the
potential polarization in accordance with the Nernst equation (equation 2.17). It is expected that an STC%
of 16% can be obtained if the band-gap of the absorber material is within 1.6-1.8 eV and the thermodynamic
cell voltage is around 0.9 V and 0.7 V for the SOC of 10% and 90%, respectively.

3.2.2 Temperature dependence
The temperature dependence of SRFB-operation might open doors towards higher performance through
temperature optimization. Therefore, the modeled IV-curves for dry photo-voltaic silicon semi-conductors
under illumination for a range of temperatures are shown in figure 3.14a). Note that for these simulations,
the real absorption spectrum of silicon is used. It is seen that higher temperatures result in lower open-circuit
voltages, due to higher recombination rates. Simultaneously, the maximum photo-current increases slightly
due to higher photo-absorption, which in turn is caused by increased thermal fluctuations. These effects are
well established in literature. [56, 57, 58]
However, as seen in equation 2.14, electrochemical reaction kinetics tend to improve with increasing tem-
perature. In figure 3.14b), the IV-curves of an illuminated half-cell for a reaction with sluggish kinetics
are shown. The parameters found by Haussener et al [31] for Ea and j0,ref are implemented to determine
the temperature dependence of the kinetics (these parameters represent the oxygen evolution half-reaction).
Due to the slow kinetics, the overpotential is a highly dominant loss factor in this device. Increasing the
temperature, as shown in figure 3.14b), therefore increases the photo-current at high voltages (due to the
decreased overpotential), despite the decreasing open-circuit voltage of the PV module.

In figure 3.15, it is seen that the IV-curve dependencies on temperature in figure 3.14a) and b) result in
different efficiency trends with respect to temperature.
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Figure 3.14: Temperature dependent current voltage characteristics of a silicon photo-absorber, modeled using its real
temperature-dependent absorption spectrum[59] and realistic recombination rate, as calculated based on the absorption spec-
trum, in the paper by Tiedje and Yablonovic [26]. In a), no kinetic losses are taken into account, effectively showing the dry
semi-conductor IV-curves under temperature variations. In b), the highly dominant kinetic overpotential losses of the oxygen
evolution reaction are taken into account, which decrease strongly with increasing temperature.

Figure 3.15: Modeled STC plotted versus temperature in case of redox reactions with a negligible catalytic loss and thus
fast kinetics (left axis) and dominated by catalytic loss, meaning sluggish kinetics (right axis), using the example of HER and
OER kinetics respectively. It is seen that the efficiency trends depend strongly on the type of reaction, as increasing temperature
can either enhance, or decrease device performance.

In case of negligible kinetic overpotentials (the blue curve in figure 3.15 is made using the parameters of the
rapid hydrogen evolution reaction, or HER), the performance decreases with temperature, due to the higher
recombination as seen in figure 3.14. However, reactions in which the kinetic overpotential is the dominant
effect (such as the OER used in figure 3.14b), performance improves as shown by figure 3.15. This is due to
the temperature enhanced kinetics outweighing losses in the PV module.

3.2.3 Daily and seasonal variance
As seen in section 3.2.2, temperature has a significant impact on PEC flow battery kinetics. The seasonal
dependence of the ambient air temperature, shown in figure 3.16, stresses the importance of the temperature-
dependent performance of PEC-flow batteries [60]. Therefore, this section focuses on the daily and seasonal
fluctuations and their consequences with respect to SRFB design principles.
When using the heat balance method in section 2.4.2, the photo-absorber temperature can be calculated
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Figure 3.16: Temperature at 2m averaged from 2007-2017 [60] in July (left) and in December (right), providing motivation
to conduct further research into temperature dependent PEC-flow battery performance, due to the significant temperature
difference.

using three separate scenarios, to highlight the impact of the electrolyte in contact with the photo-absorber,
on the temperature as well as on the STC. The first scenario is extreme: no convective heat transfer with
either the ambient air or the electrolyte is assumed. In the second case, convective heat transfer with the air
is included, which is comparable to a dry PV scenario. In the third case, the impact of a cooling electrolyte
is shown as well.

Figure 3.17: Absorber temperature (a) and STC% (b) over the course of a sunny summer day (31/07/2018), using the NREL
data [37] for the three convective scenarios. The photo-absorber used is silicon, only considering ideal blackbody-emission and
neglecting all other losses. The expected trend of lower photo-absorber temperature, with increasing convective heat transfer
is seen in (a). (b) shows a strong increase in device performance (STC%), with increasing convection.

In figure 3.17a), the calculated photo-absorber temperature is plotted over the course of a day (31/07/2018),
using the detailed data from the National Environmental Research Laboratory in Lakewood, Colorado[37],
in case of the three proposed scenarios. It is seen that the photo-absorber temperature rises and falls with
time as expected, due to the varying solar intensity and reaches >80C in the case of no convection. When
considering convective heat transfer with respect to the air (∼ 20 W/m2/K), photo-absorber temperature
follows the air temperature more closely as expected. The electrolyte temperature is seen to follow the air
temperature with a delay, due to its high specific heat. When convective heat transfer between the absorber
and the electrolyte is considered as well (∼ 1000 W/m2/K, meaning much more effective heat transfer), the
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absorber temperature almost perfectly follows the electrolyte temperature.
Due to the temperature dependence of the device performance (see section 3.2.2), the STC% differs for these
three cases of convection as seen in figure 3.17. It is seen that the cooling effect of the electrolyte has a
positive effect on the STC%.
It is noteworthy that ∼3 iterations (necessary due to the circular dependencies of temperature and open
circuit voltage) of temperature/Voc calculations suffice for the solution to converge (as discussed in section
2.4.2).

Moving on to seasonal dependence, the model is used to see whether there are variations in optimal cell
voltage (meaning optimal redox-couple matching) when looking at different seasons. In figure 3.18, the
NREL spectral and ambient temperature data is used to calculate the average output power Pout versus
cell voltage for a silicon semi-conductor module, averaged over the entire month of December and July
respectively. The output power is also calculated using the AM1.5 spectrum for reference. It is seen that

Figure 3.18: Averaged output power density (Pout) plotted versus cell voltage in case of no overpotentials (a) and in case
of the OER kinetics (b) for the AM15 spectrum, the summer month July and the winter month December. The optima of the
curves, depicted by the dashed vertical lines, shift significantly due to the monthly variation.

the optimal cell voltage (depicted as the dashed vertical lines), varies seasonally. This can be attributed to
the significant seasonal temperature and incoming solar radiation variation at the measurement station in
Colorado. The lower temperature in December results in higher open-circuit voltages when no significant
temperature catalytic losses are assumed (see figure 3.14a). It is seen that the difference between the optima
is smaller when considering a reaction with sluggish reaction kinetics (in case of figure 3.18, OER).

3.2.4 Dynamic SOC effects
Up until now, the state-of-charge is assumed to be static and with the exception of figure 3.13 is always
assumed to be 50%. In practical terms, this means the capacity of the battery is assumed to be infinite.
However, for batteries accounting for daily fluctuations, the state-of-charge varies considerably during the
day. In figure 3.19, the output power is plotted over the course of a day, for practical batteries, charging
from 5% to 80% on a sunny summer day for two different ∆E0

redox. The dynamic SOC is implemented as
described in section 2.4.3. The output power of the infinite battery at 50% SOC is plotted for reference.
It is seen that choosing different cell voltages 50% SOC (∆E0

redox), drastically changes the mean power
output of the battery, when taking into account dynamic SOC effects, while the performance of ’infinite-
capacity’ batteries at these cell voltages are similar.
This problem can be mitigated by careful redox-couple selection, such that when accounting for a dynamic
SOC, the output power still approaches the output power of a hypothetical battery with infinite capacity,
as seen in figure 3.19b. The second possibility is careful battery capacity design. However, in this case, a
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Figure 3.19: Modeled output power density versus time for an ideal silicon-based PEC flow battery at a thermodynamic
potential of 0.8V (left) and 0.7V (right), comparing a finite battery, which dynamically charges to 80% during a day (black) and
an infinite battery at 50% SOC (blue). It is seen that sensible redox-couple selection (effectively varying the thermodynamic
potential), results in an output power curve, approaching the ideal case of an infinite capacity battery.

trade-off exists between optimizing charging efficiency and avoiding effectively unused electrolyte volume.
Increasing the electrolyte volume enhances charging efficiency, but results in larger unused fractions of
electrolyte (i.e. the battery is never charged/discharged to its full extent).
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3.3 Comparing modeling with experiments

in the following two sections, the experimental results are compared with the modeled curves by means
of the fit-tool, discussed in section 2.4.1 and by comparing the charging efficiencies (determined using the
chrono-amperometry data in section 3.1.5) with modeled curves in section 3.3.2.

3.3.1 Fits
The dark electrochemistry results of figure 3.2 contain information on the losses in the system. Using the
model described in section 2.4, excluding the photo-diode to mimic the dark-electrochemistry conditions and
the numerical optimization, as described in section 2.4.1, the data is fitted to extract these losses. The fits
are displayed in figure 3.20.

Figure 3.20: Dark electrochemistry fits of the experimental LSV curves obtained using n-type silicon coated with a platinum
(a), carbon (b) and titanium (c) conductive layer respectively. The electrodes were immersed in a 0.2M [FeCN6]3− + 0.2M
[FeCN6]4− (thus 50% SOC), added to a 1M NH4Cl supporting electrolyte.

The results after fitting the dark experimental curves at 50% SOC are given in table 3.2. It is seen that the
fits correspond qualitatively well with the experimental data, also reflected in the low quantitative errors
as seen in table 3.2. This suggests the model used for the simulation of the electro-chemistry performance
resembles the experimental setups for the dark electrochemistry experiments. Furthermore, it is seen that the
platinum conducting layer exhibits the best kinetics and lowest series resistance. The fits for the IV-curves
of the illuminated backside photo-cathode and backside photo-anode are shown in figure 3.21, whereas the
fitted parameters are shown in table 3.3.
Note that for the BPA, the SOC is close to 0%, but not absolute, since the scanning starts from high voltages,
already converting part of the electrolyte, allowing for the negative current seen. The Tafel slope for the
cathode can be calculated using:

Tafel Slope Cathode = −2.303RT

αnF
(3.1)
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j0 (mA/cm2) α Tafel slope (mV/decade) Rseries (Ω·cm2) u(j) mA/cm2

Si/Pt Anode 0.039 - - 4.4 0.52Cathode -

Si/C Anode 0.0019 0.69 86 7.6 0.75Cathode -193

Si/Ti Anode 5.3e-8 0.37 162 4.06 0.93Cathode -94

Table 3.2: Fit results for the dark electrochemistry IV-curves for the different photo-electrodes, in which u(j) is the average
error, defined as the absolute difference between the fitted and the experimental photocurrent at a certain voltage.

b)a)

Figure 3.21: PEC fits of the experimental LSV curves obtained using the Back-side Photo Cathode (BPC) (a) and BPA (b).
The BPC was immersed in a 0.2M [FeCN6]3− + 0.2M [FeCN6]4− (thus 50% SOC) solution, added to a 1M NH4Cl supporting
electrolyte. The BPA was immersed in a 0.4M [FeCN6]4− (so close to 100% SOC) solution added to a 1M NH4Cl supporting
electrolyte.

which is derived from the butler-volmer equation for large voltages, where α is the symmetry parameter in
the butler-volmer equation, and n is the number of electrons that partake in the reaction. Similarly, the
Tafel slope for an anode is given by:

Tafel Slope Anode =
2.303RT

(1− α)nF
(3.2)

j0 (mA/cm2) α Tafel slope (mV/decade) Rseries (Ω·cm2) u(j) mA/cm2

BPA 0.0014 - - 4.5 0.28
BPC 0.0010 0.13 69 12.1 0.27

Table 3.3: Fit results for the PEC IV-curves for the BPC and BPA, in which u(j) is the average error, defined as the
absolute difference between the fitted and the experimental photocurrent at a certain voltage.

Due to the fast kinetics for the Pt electrode, changing the symmetry factor α (accounting for assymmetry
in overpotential) does not influence the fit-error in any significant way. Therefore, the Tafel slopes in table
3.2 and 3.3 (as seen in equation 3.1 and 3.2) are uncertain as well.

3.3.2 Modeled versus Experimental charging efficiency
A selection of the STC% of the tested PEC flow batteries (as seen in figure 3.7) are compared to modeled
curves in figure 3.22.
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Figure 3.22: The photo-charging efficiency at 10% SOC is plotted as a function of the thermodynamic potential for different
kinetic overpotentials (ηk = 0 V, 50mV, 100mV, 200mV at j = 10mA/cm2). The system is modeled as a c-Si photoelectrode
with a photovoltage (Vph) of 0.51 V, a series resistance of 5 Ω·cm2. The red circles indicate the experimentally measured
value with various redox couples from the figure 3.6. (b) and (c) correspond to the model curves for different series/electrolyte
resistance and reflection from the surface, respectively. The bare silicon reflection is implemented using the Fresnel coefficients
(equation 2.20) and the bare-silicon complex indices of refraction. [59]

In figure 3.22, the solar conversion efficiencies at 10% SOC are shown to be 2.10% and 9.44% for the unbiased
ferricynanide||TEMPO-sulfate and Cu-sulfate||ferrocyanide photo-charging cases, respectively. It is also
worthwhile to note that the conversion efficiencies were calculated using a cell voltage at given SOC as shown
in section 2.5.2.4. This photoelectrochemical charging efficiency for the Cu-sulfate||ferrocyanide cell is the
highest among all the SRFBs with a single photon-device so far reported. Naturally, the ferricyanide||Br2/Br-
combination case only showed 0.32% at 1% SOC (see figure 3.7) due to the gap between the photovoltage
and cell voltage, necessary to drive the chemical reaction. Comparison of the experimentally measured
results and theoretical estimation provided here in figure 3.22 reveals that the experimental results follow
the predicted trend, and the overlap may serve as a guideline to further improvement. The discrepancy
between the theoretical maximum at given cell potential and the experimental data indicates that there
remains substantial room for improvement. Combining the LSV from the figure 3.6a (corresponding to the
measured data point at 0.34V in the figure 3.22) and theoretical estimation with consideration of device
configuration suggests that reducing the kinetic overpotential is the key for increasing the operating current
density.
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Chapter 4

Discussion

In this chapter, the results are reviewed in relation to the research question and device design principles.
Moreover, recommendations for follow-up research are given.

4.1 Design Principles

Using the modeled and experimental results, several design principles are proposed for maximizing SRFB
performance, which will be discussed in the following sections.

4.1.1 Front- versus backside illumination
In this work, both experimental results as well as modeled trends suggest backside-illuminated PEC redox
flow batteries result in higher efficiencies and more stable performance. As seen in section 3.2, the parasitic
light loss associated with electrolyte absorption in front-lit setups drastically decreases performance, espe-
cially in case of high electrolyte concentrations, which is the most important tool in acquiring the necessary
high energy densities needed to compete with other electrical storage techniques. Even if there is little over-
lap between the spectra of electrolyte absorption and incoming solar radiation, the front-lit setup does not
allow for effective conducting layer and anti-reflective optimization, as only a small set of materials, such as
TiO2, are suitable, i.e. transparent, anti-reflective as well as highly conductive. Since TiO2 proved to induce
poor device performance (see section 4.3), using back-lit configurations is highly recommended.
In some cases, electrolytes benefit from photon absorption, for example in the field of dye-sensitized solar
cells, where photo-excitation of dye molecules on the photo-electrode aids the redox reaction for energy
storage .[61, 62] In these cases the photo-activation, allows for better kinetics and more effective conver-
sion. However, in general, photo-assisted side-reactions, like Prussian blue formation in ferri-/ferrocyanide
electrolytes under illumination [63], decrease capacity and stability of the device.

4.1.2 Photo-absorber/redox-couple matching
As seen in section 3.2, the efficiency landscapes show optimal photo-absorber/redox-couple matching. Based
on the loss mechanisms discussed, the optimal STC shifts around in the efficiency landscape. Since these
losses are highly dependent on specific device parameters (for example the kinetic overpotentials depend
strongly on redox-couples as well as the specific electrode/conducting layer used), the use of the modeled
efficiency landscape is largely limited to establishing the general trends and dependencies. However, when
specific parameters, such as the Rseries, j0,bv, α and Voc are known (e.g. by using the fitting tool developed
in this work), the efficiency landscape can be used to see where the optimum in the landscape resides and
which losses, when reduced, have the biggest impact on the device performance. An example is shown in
figure 4.1a, where the efficiency landscape is shown for the loss factors, derived from the BPC fit in section
3.3.1 (i.e. j0,bv = 0.001 mA/cm2, α = 0.13 and Rseries = 12.1Ω · cm2)
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Figure 4.1: (a) shows the charging efficiency plotted for the loss parameters of the BPC-fit (j0,bv = 0.001 mA/cm2, α = 0.13
and Rseries = 12.1Ω · cm2, see section 3.3.1). In (b), the sensitivities of the performance of a silicon-based SRFB on the same
loss parameters are shown, by varying one of the two parameters and keeping the other constant. It is seen that reducing the
series resistance results in performance enhancements to a larger extend than improving kinetics. Note that for clarity, the
overpotential @ 10mA/cm2 is plotted instead of the parameter j0,bv .

As seen in figure 4.1b, the STC% has a strong dependency on series resistance, which could be exploited
to improve device performance (e.g. by decreasing the charge carrier path length through the electrolyte),
while improving kinetics (reducing the kinetic overpotential) has a relatively insignificant effect. Note that
for clarity, the overpotential @ 10mA/cm2 is plotted instead of the parameter j0,bv. This example shows the
utility of the sensitivity analysis in optimizing device design. Moreover, using figure 4.1a, it is seen that the
optimum of the efficiency landscape is found at higher Eg and higher thermodynamic potentials (∆E0

redox).

4.1.3 SOC
To improve the STC%, averaged over the entire charging cycle, the SOC-dependent shift, as seen in figure
3.13 should be taken into account when choosing the optimal redox couples. Considering the fact that chang-
ing the redox couples during the operation is not realistic, these figures with SOC variance also imply that
one should choose the photo-absorber material with a larger photovoltage than needed when just looking at
a static SOC to allow operational flexibility. As discussed in a previous report, Wedege et al. demonstrated
95% SOC using a c-Si photocathode which exhibits a photovoltage exceeding the thermodynamic cell voltage
by approximately 30%.[17]
This is illustrated clearly in figure 4.2, where the efficiency, averaged over a range between 1-99% SOC differs
significantly from the case where only a static SOC of 50% is considered. When comparing figure 4.2a/b, it
is seen that when considering the efficiency, averaged over an entire cycle, in general higher bandgap-energies
and lower thermodynamic potentials are necessary, to keep high efficiencies.

The effect of a dynamic SOC, which changes during the course of a day (shown in figure 3.19) also influ-
ences the choice of suitable redox couples. Especially when considering the average charging speed is lower
in winter than in the summer: for example, a battery which is charged up to 80% SOC in summer, only
reaches ∼ 40% in winter in the simulations of the present work. This phenomenon could diminish practical
performance, especially since the optimum cell voltage in winter is expected to be higher (see figure 3.18),
than in summer, but the average cell voltage in winter is lower (due to the lower SOC reached in winter).
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Figure 4.2: Efficiency landscape at 50% SOC (a) versus the efficiency landscape when averaged over 1-99% SOC to emphasize
the difference in optimum photo-absorber/redox-couple matching.

4.1.4 Temperature regulation
As seen in section 3.2.2, the modeled STC efficiency depends strongly on the photo-absorber tempera-
ture. Depending on the type of redox species, the device performance either decreases or increases with
temperature. This makes device temperature regulation a potentially promising technique for performance
optimization. This is confirmed by the research of Zhang et al [64], where the peak power density of an all
vanadium redox flow battery increased from 259.5mW/cm2 to 349.8 mW/cm2 when increasing temperature
from 15 to 55 ◦C. However, higher cross-over effects, due to higher membrane permeability, result in capacity
decay. Therefore, it is concluded that "thermal management of a real-world operating VRFB is essential in
ensuring that the battery operates at the optimal thermal condition to achieve the most efficient and reliable
operation." Adding the temperature dependence of the PV module when considering SRFBs only adds to
this statement.

Since it is seen that the electrolyte functions as a natural coolant for the PV-module, there are two additional
techniques of temperature regulation (apart from active regulation via external means):

• Flow speed control: Higher flow speeds yield higher forced convection, thus larger heat flows between
the electrolyte and photo-absorber, resulting in more effective photo-absorber cooling and increasing
the PV module performance. Lower flow speeds allow the electrolyte to heat up, during contact
with the photo-absorber, which could improve kinetics and electrolyte conductivity. However, when
adjusting flow-speeds, mass-transfer limits and the local SOC could change, which should also be taken
into account. Insight in the extent of each of these trade-off effects could lead to improved performance
via the simple method of flow speed control.

• Adjustment of photo-absorber area/total electrolyte volume ratio. A higher ratio would result in more
electrolyte heating during a day of charging.

This work provides motivation for further research into temperature-controlled PEC redox flow batteries
due to potentially significant performance improvement. However, experimental verification for the mod-
eled trends is necessary to further research the significance of this topic and the feasibility of temperature
regulation.

4.1.5 Accounting for seasonal/daily variance
As seen in section 3.2.3, the practical output power of a PEC device with realistic input and ambient temper-
atures, is significantly different from a device with the benchmark AM15 input. Using the model proposed
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in this work and experimental results, such as IV-curves which can be used to fit the amplitude of the loss
mechanisms, these ’lab-condition’ efficiencies can be translated into practical output-power, which could be
used in feasibility studies.
Moreover, the optimum cell voltage, as seen in figure 3.18, changes for different ambient conditions and solar
inputs. Taking this into account could improve practical performance.

4.2 Model Accuracy

As seen in section 3.3.1, the modeled curves qualitatively describe the experimental IV-curves accurately.
The fact that this is achieved only through variation of the model parameters (instead of e.g. fitting polyno-
mials to mathematically describe the curves), shows that, although the analytical model is relatively simple,
it is able to describe the processes inside a PEC device accurately.
This is reflected in the low average errors, as found in tables 3.2 and 3.3. The reason for the higher average
errors in the case of the dark electrochemistry results is the higher amplitude of fluctuations in the mass-
transfer limited regions (as seen in figure 3.20). Unfortunately, the average error u(j) in tables 3.2 and 3.3,
is the sum of errors due to inaccuracies in the fit, as well as the quality of the data (e.g. a ’perfect’ model
curve, fitted through noisy data still yields an error). To accurately optimize and compare the accuracy of
different fits, either high-quality data (such as seen in figure 3.21) or some method of compensating for the
noise should be utilized.

Therefore the simplicity and accurate description of experimental data, strongly suggest the trends in the
efficiency landscape in section 3.2.1, are accurate (under the assumption that the losses at the counter-
electrode are negligible with respect to the losses at the photo-electrode, due to electrode optimization and
large active areas with respect to the photo-electrode, as seen in section 2.4).

The temperature dependence of IV-curves and performance in the case of PEC-redox flow batteries have
not been studied extensively. Because of this, the temperature dependence of several parameters (especially
the temperature-enhanced kinetics and conductivity of the used electrolytes) is unknown for most reactions
and setups. In this work, the well-documented reactions of oxygen an hydrogen evolution are used. Further
experimental verification of the temperature dependence should be done to establish the shown trends with
more certainty.

The application of the heat balance method, like the temperature dependence, is a work in progress. The
values used for the convective heat transfer coefficients are reasonable but very general. For example, the
convective heat transfer to air could be massively increased by considering finite wind speeds. However, the
ambient temperature close to an extensive solar park is expected to be higher than its environment due to a
large amount of solar-absorbing PEC flow batteries, having an opposite effect on the heat flux. Furthermore,
flow-speeds inside the battery could influence heat flux flowing from the absorber to the electrolyte. These
examples show a lot of possibilities for further research into enhanced PEC redox flow battery performance
using temperature regulation.

4.3 Conducting layer performance

In this work, several conducting layers were tested for their catalytic performance and charge transfer. Figure
3.1 and 3.5, both suggest carbon and platinum conducting layers result in the highest kinetic performance.
This is quantitatively verified when considering the fitted parameters for the dark-electrochemistry curves,
where the exchange current density is orders of magnitudes higher for platinum and carbon when compared
to titanium. The Mott-Schottky analysis support this trend, since it suggests a significant Schottky-barrier
for the Ti layer (∼ 0.4V)
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Also this work shows that applying a TiO2 layer has a significant negative impact on the onset potential
(thus device performance), which can be attributed to a high Schottky-barrier at the TiO2/electrolyte
interface. Since TiO2 is one of the few conducting layers with low impact on parasitic optical loss, a front-
side illuminated device
Based on this, platinum and carbon are used as a thin conductive layer in the backside photo-anode and
backside photo-cathode respectively. As seen in figure 3.6b, IV-curves for the Pt and C coated photo-cathodes
are almost identical. Unfortunately, a C-coated photo-anode, similar to the Pt-coated photo-electrode is not
fabricated in this work, due to time restrictions. However, the similar IV-curve for the photo-cathode,
suggests a carbon photo-anode, fabricated in the same configuration as the high-performance, but highly
expensive, Pt-coated photo-anode might be a feasible alternative. Moreover, using a carbon-coated photo-
anode is expected to reduce mechanical damage to the system, since carbon has significantly lower selectivity
towards hydrogen production (i.e. bubble formation) than platinum. [20]

4.4 SRFB performance

The backside photo-cathode and photo-anode both resulted in high solar to chemical efficiencies with respect
to the field of single-junction SRFBs (as seen in figure 1.3). However, the BPA Fe(CN)6/Cu battery proved
superior to any of the BPC-batteries, with an STC efficiency of 9.4%, to our knowledge the best single-
junction charging performance reported. This is attributed to the highly conducting platinum layer, precise
band-alignment and careful redox couple selection (i.e. matching the cell voltage to the silicon band-gap).
However, reversibility is a problem in this device, as copper-precipitation on the counter-electrode is seen
when discharging the battery. This could be overcome using pH control, due to the pH-dependent stability
of copper dissolution in ammonium chloride solution [65] or possibly be using an active copper electrode.
[42]
Furthermore, it is seen that larger volume, results in higher photocurrent-densities, attributed to a lower
electrolyte resistance, due to a larger number of charge-carrier-paths through the electrolyte.
Moreover, it is seen that the reported experimental values of the efficiencies resemble the modeled curves
and follow the trends (see figure 3.22), verifying the performance estimation.

4.5 Recommendations

Due to the early stage of the SRFB-field, many aspects of the device have not been researched in detail.
Therefore, several recommendations for further research follow from this research.
Due to the high solar-to-chemical efficiency of the silicon-based BPA Fe(CN)6/Cu SRFB, further optimiza-
tion of this device is recommended, to fabricate an SRFB with high round-trip efficiency and reversibility.
Note that the RFB module (including the membrane, electrolyte concentration/conductivity, and flow-speed)
of present work has not been optimized, meaning there is room for improvement, which is also reflected in
figure 3.22, where optimum conditions could result in efficiencies exceeding these reported values.
Furthermore, the design principles discussed in the previous sections are expected to improve SRFB per-
formance. Therefore, their application in the field is strongly suggested, to accomplish high efficiencies and
ultimately economic feasibility of large-scale SRFB implementation.

To extend the performance estimation model and its use, the following ideas for further research are pro-
posed. First of all, the microscopic chemical catalysis of the electrodes with various conducting layers (i.e.
titanium, carbon, and platinum), resulting in the difference in kinetic performance is beyond the scope of
this work. However, including numerical simulations of catalytic behavior could increase the value of this
model, by predicting conducting layer performance. Following the same line of reasoning suggests the model
would benefit from implementing a more realistic model for calculation of the solar absorber characteristics,
using in-depth solid-state physics theory, like band-structure calculations.
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Although the present work provides strong support for the validity of the modeled trends, more rigorous
experimental research into these dependencies could be done. An example would be varying electrolyte
concentration or the distance between electrodes and in turn varying electrolyte resistance to measure its
impact on device performance experimentally.

As claimed before, the temperature dependence and impact of daily/seasonal variance, modeled in the present
work is a work in progress. The following steps are suggested to improve the value of this model and to
enhance SRFB performance by means of temperature regulation:

• Experimental validation of the modeled temperature dependence of IV-curves and performance (e.g.
by varying electrolyte temperature using a hotplate)

• Experimental research regarding temperature regulation, using variable flow speeds and different
area/volume ratios.

• Conduct a detailed experimental/theoretical analysis on temperature profiles and convective heat trans-
fer in different environmental circumstances (e.g. varying illumination intensity), to increase the pre-
dictive value of the practical performance estimation.
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Chapter 5

Conclusion

This work provides design principles for a PEC redox flow battery, to optimize the charging efficiency. Based
on experiments and modeling the parasitic light losses, backside-illuminated devices are expected to out-
perform front-lit configurations. Moreover, a method for optimally matching the redox couples (i.e. the
cell voltage) to the appropriate single-junction photo-absorber material (i.e. bandgap), is proposed based
on device losses like series resistances, kinetic overpotential losses, and state-of-charge effects. This is done
by modeling the solar-to-chemical efficiencies depending on the losses and cell voltage/bandgap matching
and establishing general trends in the efficiency landscape (the efficiency as 2D-function of bandgap and cell
voltage).
A tool is also developed to determine loss parameters in experimental setups, by fitting modeled IV-
characteristics to experimental LSVs. Using the fitted loss parameters, the performance estimation can
be used to find out which losses have the biggest impact when tackled.
Furthermore, the performance estimating model extends to include temperature dependence. In general,
device performance decreases with increasing temperature. However, reaction kinetics and electrolyte con-
ductivity improve with temperature, meaning in devices where these are the dominant limiting factors,
overall device performance might improve with temperature. A heat balance method is employed to calcu-
late photo-absorber temperature, based on real data for ambient temperature and incoming solar radiation
and estimate practical performance PEC flow batteries. It showed that the cooling effect of the electrolyte
has a large positive impact on device performance. Moreover, seasonal differences result in higher optimal
cell-voltages during winter, with respect to summer, due to the temperature-induced photo-voltage increase.

Experimentally, it is found that a thin layer of carbon sputtered on the photo-absorber, results in high
catalytic performance, close to a high-quality platinum catalyst, especially after optimizing deposition con-
ditions (as seen in the thesis by Gerasimos Kanellos). Therefore, it could be a cheap and feasible alternative
to expensive precious metals. Moreover, platinum is known to be a highly effective catalyst for hydrogen
evolution, while carbon has poor HER-kinetics. Since hydrogen bubble formation is damaging to practical
redox flow batteries, carbon conducting layers are favorable in this aspect.
Using a carbon-coated, silicon-based PEC flow battery with TEMPO-sulfate and ferricyanide as electrolytes,
an STC efficiency of 2.1% was reached. Moreover, using a platinum-coated backside photo-anode, using
CuSO4 and ferricyanide as electrolytes, an STC of 9.4% was reached, the highest single-junction PEC flow
battery charging efficiency reported until now, due to careful selection of the redox counter couple and a
highly catalytic photo-anode. Although the battery faces issues with reversibility due to solid copper for-
mation, this is a huge step forward. The 9.4% STC is close to the theoretical maximum, predicted by the
realistically modeled curves, verifying the model experimentally.
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Appendix A

Supporting modeling information

A.1 Parasitic absorption by various electrolytes

a) b)

c) d)

I-

AQS AHQS

I3
-

Figure A.1: Contour-plots for I− (a), I3− (b), AQS (c) and AHQS (d) in front lit configuration, showing the sensitivity of
the STC for the electrolyte absorption. Note that in general the absorption spectrum of the redox species in the couples (e.g.,
I−/I3−) are different, meaning that the parasitic electrolyte absorption (and thus the STC) depends on the SOC of the battery.

A.2 Reflection spectra for silicon photo absorber in different cases

In figure A.2a and b, the schematic depictions of the front- and backlit setups and the reflection spectra of
silicon in different cases, show an explanation as to why there are situations in which front-side illumination
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outperforms back-side illumination, as seen in Figure 3e of the main paper (which is counter-intuitive at
first glance). It is seen that the reflection of the silicon is higher when the light is coming from the air,
as opposed to when it is coming from an electrolyte. In this way, the electrolyte acts as an antireflective
layer, as seen in Figure S2c), and this effect could outweigh the electrolyte absorption. This results in some
front-lit configurations outperforming back-side illumination.

Figure A.2: In a and b, schematic representations of the reflection interfaces are shown in case of front-lit (a) and back-lit
(b) configurations. In c, three reflection spectra of silicon are shown: reflection of bare silicon when lighting from air, reflection
of bare silicon when lighting from an electrolyte and the reflection of AR-treated silicon. Since the refractive index of the
electrolyte is closer to that of the silicon than the refractive index of air, the reflection is reduced for light coming through the
electrolyte

A.3 Electrolyte resistance example calculation

To calculate the total resistance of an electrolyte, consisting of a 1M NH4Cl supporting electrolyte and an
active redox electrolyte with an estimated specific conductivity of 75 mS/cm, the NH4Cl curve in Figure 5c)
of the original paper is linearly interpolated to find a specific conductivity of 101.2 mS/cm. Using the specific
conductivity of 75mS/cm for the active electrolyte, the total conductivity is approximated by 75+101.2 =
176.2 mS/cm (Kohlrausch’s law of independent ionic migration). In this work, interionic interactions are not
considered. The resistance can be calculated using:

R ·A =
l

κ
=

2

0.1762
≈ 11.35 Ω · cm2 (A.1)

with l the path-length, A the area and κ the conductivity. The other resistances are calculated in the same
manner.

A.4 Collection probability & Surface recombination

In figure A.3, the collection probability Cp(z) is plotted for varying surface recombination velocity, S. The
equation for the collection probability is given in equation A.2, based on the paper by Bae et al [10]:

Cp(z) =

(
cosh

L− z
Le

+ sinh
L− z
Le

·
sinh z

Le
+ SLe cosh z

Le

cosh z
Le

+ SLe sinh z
Le

)−1
(A.2)

in which L is the photo-absorber layer thickness, z is the spatial coordinate along the depth axis, Le is the
minority carrier diffusion length and S is the surface recombination velocity, normalized by the diffusivity
(S = vs/D, where vs is the surface recombination velocity and D is the diffusivity). With this equation,
only the first half of figure A.3 and figure 2.7 (from 0 to 100µm) is described, whereas the latter halve
(100-350µm) is found by mirroring equation A.2
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Figure A.3: Charge generation and collection probability, plotted as function of the spatial coordinate (z) perpendicular
to the plane of the absorber (along the depth-axis), for varying surface velocities S

A.5 Performance model detailed derivation

When solving equation 2.2 for VD, one obtains:

VD =
kbT

e
ln
jD + j0
j0

= Voc +
kbT

e
ln

jD + j0
jmax,photo + j0

≈ Voc +
kbT

e
ln

jD
jmax,photo

(A.3)

since j0 � jmax,photo and j0 � jD. Then Voc is given by:

Voc =
kbT

e
ln
jmax,photo + j0

j0
≈ kbT

e
ln
jmax,photo

j0
(A.4)

since again j0 � jmax,photo
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Appendix B

Supporting experimental information

B.1 Counter-electrode overpotential

Experimental linear sweep voltammograms (LSVs) of n-type Si electrodes under dark conditions for the
cathodic charging of Fe(CN)3−6 in figure B.1, shows how the overpotential varies with the type of conducting
layer. The inset shows LSV’s for a carbon felt electrode submerged in an anolyte (NaI and TEMPO-sulfate
in this case) that exhibits a negligible overpotential owing to sufficient active area of the carbon felt.
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Figure B.1: Experimental LSV data is plotted for a single silicon photo absorber with various conducting layers, submerged
in a [Fe(CN)6]3− electrolyte (in NH4Cl at pH7), showing overpotential is strongly dependent on the type of conducting material.
The inset depicts LSV data for a carbon felt electrode, immerged in anolytes (NaI and TEMPO-sulfate at pH 0 and 7,
respectively).
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B.2 Detailed photo-charging data

Vcell
@50 SOC (V)

STC%
@ SOC%

Cell volume
(mL)

Accumulated
Charge (C)

Charge
Capacity (C)

BPC
Fe(CN)3−6 /Br- 0.65 0.32 @ ∼1 25 20 965
Fe(CN)3−6 /TEMPO 0.34 1.4 @ 20 10 88 385
Fe(CN)3−6 /TEMPO 0.34 2.1 @ 15 25 155 965
BPA
Fe(CN)3−6 /Cu2+ - short-term 0.4 9.44 @ 10 25 93 965
Fe(CN)3−6 /Cu2+ - long-term 0.4 7.7 @ 50 15 398 578

B.3 Electrolyte reactions

The electrolytes, their reactions and redox potentials vs NHE are found in this section. Back-side photo-
anode:

[Fe(CN)6]4−
charging−−−−−−−⇀↽−−−−−−−

discharging
[Fe(CN)6]3− + e− 0.48V vs NHE (B.1)

Cu2+ + e−
charging−−−−−−−⇀↽−−−−−−−

discharging
Cu+ 0.08V vs NHE (B.2)

Back-side photo-cathode:

[Fe(CN)6]3− + e−
charging−−−−−−−⇀↽−−−−−−−

discharging
[Fe(CN)6]4− 0.48V vs NHE (B.3)

TEMPO−sulfate0
charging−−−−−−−⇀↽−−−−−−−

discharging
TEMPO−sulfate+ + e− 0.82V vs NHE (B.4)

2 Br−
charging−−−−−−−⇀↽−−−−−−−

discharging
Br2(aq) + 2 e− 1.1V vs NHE (B.5)
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Appendix C

Python Code

In the next sections, the python code, used in this work to model the SRFB performance is shown. The
first three files consist of the input parameters for the model, such that several dependencies, loss effects etc
can be switched on and off conveniently. The next files are the actual simulation and fit tool, followed by a
file with functions used in the simulation and fit tool. Lastly, a file for general data-processing is added, to
conveniently visualize/animate the results obtained by the simulation file.

C.1 Input parameters

The input parameters are divided into three python files. The first is model_settings.py, the second losses.py
and the third physical constants.py.

C.1.1 Model settings

1# -*- coding: utf -8 -*-
"""
Created on Mon Aug 26 14:44:43 2019

4

@author: Richard
"""

7

# =============================================================================
# Define the settings

10# =============================================================================
REAL_SOLAR_DATA = False # True if you want real NREL data , in that

# case fill in a date in simulation.py, False
13# if you want the AM15 spectrum

REAL_ABSORBER_DATA = False # Choose if you want to use the real silicon
16# Absorption spectra , or just absorption cal -

# culated using the band -gap

19DYNAMIC_SOC = False # Choose if you want an SOC that changes du -
# ring the day

22TEMP_DEPENDENT_J0 = False # If you want a temperature dependent J0 ,
# check whether the J0_BV_ref and E_a are
# well defined

25

AUGER_RECOMBINATION = False # Using Auger recombination is only accurate
# if REAL_ABSORBER_DATA = True

28

save_fit_progression = False # Choose True if you want to save the para -
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# meters the fit -tool varies throughout the
31# fitting process

charge_collection_method = False # Choose True if you want to use the charge
34# collection method , False if you don’t

37# =============================================================================
# Define the resolutions of the model inputs
# =============================================================================

40NUM_IV_POINTS = 1000 # Number of datapoints used for the iv-curve

NUM_E_G = 100 # Number of band -gap energies (will be
43# changed to 1 if REAL_ABSORBER_DATA = True)

NUM_E_THERM = 100 # Number of thermodynamic potentials , set
46# the range in simulation.py

NUM_TIME_STEPS = 1 # Set number of time -steps in case of para -
49# meter dependent simulation

C.1.2 Definition of the losses

# -*- coding: utf -8 -*-
2"""

Created on Mon Aug 26 14:56:47 2019

5@author: Richard
"""

8

# =============================================================================
# Define the losses

11# =============================================================================

R_SERIES = 5 # Includes both PV resistance as well as [Ohm*cm2]
14# electrolyte/membrane resistance

JLIM_ANODE = 0.05 # Mass transfer limited anodic current [mA/cm2]
17JLIM_CATHODE = -0.05 # Mass transfer limited cathodic current [mA/cm2]

J0_BV = 0.001 # Exchange current density (bv equation) [mA/cm2]
20

J0_BV_ref = 6420 # Reference exchange current density for temperature
# dependence [mA/cm2]

23E_A = 48000
ALPHA = 0.5 # Symmetry factor bv equation [-]

C.1.3 Definition of the physical constants

# -*- coding: utf -8 -*-
"""

3Created on Mon May 13 15:43:31 2019

@author: Richard Faasse
6"""

Q = 1.602E-19 # Elementary charge : [C/electron]
N_A = 6.022 E23 # Avogadro ’s number [-/mol]

9F = Q*N_A # Faraday constant: [C/mol]
R = 8.314 # Gas constant: [J/mol/K]
H = 6.626E-34 # Plancks constant: [m2 kg/s]

12K_B = 1.38E-23 # Boltzmann constant: [m2 kg/s2/K]
C = 3E8 # Speed of light: [m/s]
SIGMA = 5.67E-8 # Stefan Boltzmann constant: [J/s/m2/K4]
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C.2 simulation

1# -*- coding: utf -8 -*-
"""
Created on Mon May 6 13:44:07 2019

4

@author: Richard Faasse
"""

7

import sys
import time

10import numpy as np
import numpy.matlib
from physical_constants import Q, F, R, H, K_B , C

13from device_parameters import VOLUME , CAPACITY , SOC , RHO , C_ELECTROLYTE , A, \
THICKNESS , AREA_ABSORBER
from model_settings import REAL_ABSORBER_DATA , REAL_SOLAR_DATA , \

16TEMP_DEPENDENT_J0 , NUM_E_G , NUM_IV_POINTS , NUM_E_THERM , DYNAMIC_SOC , \
NUM_TIME_STEPS , charge_collection_method

19from losses import J0_BV , J0_BV_ref , R_SERIES , E_A , ALPHA

22from functions import calculate_flux_balance , calculate_iv_curve , IV_with_Auger
import datetime as dt
sys.path.insert(0,’..\ input_data ’)

25input_data_path = ’..\ input_data \\’
#import 20180731. csv

28

# =============================================================================
# Define the device parameters

31# =============================================================================
if REAL_ABSORBER_DATA:

NUM_E_G = 1
34E_G = np.array ([1.12])*Q

else:
# Choose number of bandgap energies and the range or specific bandgap

37# energy
if NUM_E_G > 1:

E_G = np.linspace (0.7, 2.5, NUM_E_G )*Q
40elif NUM_E_G == 1:

E_G = np.array ([1.12])*Q

43# Choose the number of thermodynamic potentials and the range or specific
# thermodynamic potential
if NUM_E_THERM > 1:

46E_THERM = np.linspace (1.6, 0.2, NUM_E_THERM)
elif NUM_E_THERM == 1:

E_THERM = np.array ([0.4])
49

SOC = SOC*np.ones((NUM_E_G , NUM_E_THERM ))
52

55

# =============================================================================
# Load the spectrum and temperature

58# =============================================================================
if not isinstance(REAL_SOLAR_DATA , bool):

sys.exit("Choose␣boolean␣value␣for␣REAL_SOLAR_DATA␣")
61elif REAL_SOLAR_DATA:

DATE = ’20180731 ’
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64# Load real time solar spectra
SPECTRAL_DATA = np.genfromtxt(input_data_path + DATE

+ ’.csv’, delimiter=’,’)
67LABDA_SPECTRUM = np.arange(SPECTRAL_DATA [0, 4],

SPECTRAL_DATA [0, 5] + 1, SPECTRAL_DATA [0, 6])
POWER_SPECTRUM = SPECTRAL_DATA [:, 7:len(LABDA_SPECTRUM )+7]

70

DAYTIME = np.floor(SPECTRAL_DATA [:, 3]/100) \
73+ np.remainder(SPECTRAL_DATA [:, 3], 100)/60

DT = DAYTIME [1]- DAYTIME [0]

76#Load temperature data
OPEN_DATA = open(input_data_path + ’temperature_data_ ’

+ DATE + ’.txt’, ’r’)
79COUNT = 0

day_in_the_year = np.zeros ((45000*12 ,))
T_AIR = np.zeros ((45000*12 , 2))

82

keep_temperature = np.ones ((45000*12 ,) , dtype=bool)

85LINE = 0
for LINE in OPEN_DATA:

# Extract temperature data
88stripped = LINE.strip ()

columns = stripped.split(’,’)
T_AIR[COUNT , :] = columns [1:3]

91

# Match temperature data with spectral data , by matching both date as
# well as time

94date_string = columns [0]
date_list = (date_string.split(’/’))
month = int(date_list [0])

97day = int(date_list [1])
year = int(date_list [2])
day_in_the_year[COUNT] = (dt.date(year , month , day)

100- dt.date(year , 1, 1)). days + 1
times_in_day_spectral_data = SPECTRAL_DATA[SPECTRAL_DATA [:,2] ==

day_in_the_year[COUNT],3]
103keep_temperature[COUNT] = np.any(np.round(times_in_day_spectral_data)

== (np.round(T_AIR[COUNT , 0]*100)))

106COUNT = COUNT + 1

T_AIR = T_AIR[keep_temperature ,:]
109day_in_the_year = day_in_the_year[keep_temperature]

day_in_the_year [-2:-1] = day_in_the_year[np.sum(day_in_the_year >0) -1]

112#delete empties
day_in_the_year = day_in_the_year[day_in_the_year >0]
T_AIR = T_AIR [(T_AIR[:, 0] > 0)]

115T_AIR[:, 0] = np.round(T_AIR[:, 0]*100)
T_AIR[:, 1] = T_AIR[:, 1]+273.15
NUM_TIME_STEPS = np.size(POWER_SPECTRUM , 0)

118

del COUNT , columns , stripped , OPEN_DATA , LINE
elif not REAL_SOLAR_DATA:

121# Load AM15 spectrum

SOLAR_SPECTRUM = np.transpose(np.load(input_data_path
124+ ’solar_spectrum.npy’))

POWER_SPECTRUM = np.zeros(np.shape(
SOLAR_SPECTRUM [:, SOLAR_SPECTRUM [0, :] >= 290]))

127POWER_SPECTRUM [0, :] = SOLAR_SPECTRUM [1, SOLAR_SPECTRUM [0, :] >= 290]
LABDA_SPECTRUM = SOLAR_SPECTRUM [0, SOLAR_SPECTRUM [0, :] >= 290]
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130T_AIR = 300*np.ones(( NUM_TIME_STEPS , 2))
DT = 1

133# =============================================================================
# Load absorbance data
# =============================================================================

136if REAL_ABSORBER_DATA:
SI_DATA = np.load(input_data_path + ’SI_DATA.npy’)
B = SI_DATA[:, 5] * 1E-4 * 300

139ALPHA_SI = SI_DATA[:, 1]
ALPHA_SI = np.interp(LABDA_SPECTRUM , SI_DATA[:, 0], ALPHA_SI)
ABSORBANCE = 1 - np.exp(-ALPHA_SI*THICKNESS)

142

145T_ELECTROLYTE = T_AIR[0, 1]
# =============================================================================
# Initialize arrays

148# =============================================================================
input_power = np.zeros(( NUM_TIME_STEPS , ))
soc_correction = np.zeros((NUM_E_G , NUM_E_THERM ))

151current_limit = np.zeros(NUM_E_G)
iv_curve = np.zeros((2, NUM_E_G , NUM_IV_POINTS , NUM_TIME_STEPS ))
sufficient_photovoltage = np.zeros ((NUM_E_G , NUM_IV_POINTS , NUM_E_THERM ))

154operating_current = np.zeros ((NUM_E_G , NUM_E_THERM ))
efficiency = np.zeros ((NUM_E_G , NUM_E_THERM , NUM_TIME_STEPS ))
output_power = np.zeros ((NUM_E_G , NUM_E_THERM , NUM_TIME_STEPS ))

157output_temperature = np.zeros (( NUM_TIME_STEPS ,))
output_temperature_electrolyte = np.zeros(( NUM_TIME_STEPS ,))
tmp = np.zeros (( NUM_TIME_STEPS ,))

160current_plot = np.zeros (( NUM_TIME_STEPS ,))
ETA = np.linspace(0, 0.6, NUM_TIME_STEPS)
jlim_array = -np.linspace (0.1 ,0.01 , NUM_TIME_STEPS)

163

START_TIME = time.time()
#%%

166# =============================================================================
# Use one of the following parameter arrays if you want to vary them , make
# sure NUM_TIME_STEPS > 1

169# =============================================================================

R_series_array = np.linspace (0,34.3, NUM_TIME_STEPS)
172#SOC_array = np.l1inspace (0.01 ,0.99 , NUM_TIME_STEPS)

T_ARRAY = np.linspace (273.15 , 373.15 , NUM_TIME_STEPS)
j0_bv_array = np.logspace(-1,-5, NUM_TIME_STEPS)

175alpha_array = np.linspace (0.25 ,0.75 , NUM_TIME_STEPS)
#j0_bv_array = np.array ((1000000000000 , 4.45E-3, 1.46E-3, 2.1E-4 ))
#j0_bv_array [0] = 100000

178REFL_ARRAY = np.array ((0, 0.05, 0.1, 0.2))

# =============================================================================
181

184for kk in range(NUM_TIME_STEPS ):

# If you want a varying parameter , and uncommented one of the lines above ,
187# uncomment the adequate line below:

# SOC = SOC_array[kk]*np.ones((NUM_E_G , NUM_E_THERM ))
190J0_BV = j0_bv_array[kk]

R_SERIES = R_series_array[kk]
# ALPHA = alpha_array[kk]

193

if REAL_SOLAR_DATA:
INCOMING_SPECTRUM = np.array (( LABDA_SPECTRUM , POWER_SPECTRUM[kk , :]))
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196else:
INCOMING_SPECTRUM = np.array (( LABDA_SPECTRUM , POWER_SPECTRUM [0, :]))

199INCOMING_SPECTRUM = np.transpose(INCOMING_SPECTRUM)
for ii in range(NUM_E_G ):

if REAL_ABSORBER_DATA:
202current_limit[ii], temp_absorber , input_power[kk], q_in = \

calculate_flux_balance(INCOMING_SPECTRUM , E_G[ii], T_AIR[kk, 1],
ABSORBANCE , T_ELECTROLYTE , 0.6)

205# temp_absorber = T_ARRAY[kk]

ALPHA_SI = SI_DATA[:, 1] * (temp_absorber /300)**B
208ALPHA_SI = np.interp(LABDA_SPECTRUM , SI_DATA[:, 0], ALPHA_SI)

N = np.interp(LABDA_SPECTRUM , SI_DATA[:, 0], SI_DATA[:, 2])
K = np.interp(LABDA_SPECTRUM , SI_DATA[:, 0], SI_DATA[:, 3])

211# REFL = ((N-1) + K)**2/((N+1) + K)**2
REFL = 0
ABSORBANCE = (1 - np.exp(-ALPHA_SI*THICKNESS )) * (1-REFL)

214ABSORBANCE[LABDA_SPECTRUM >1440] = 0

E_photon = H*C/( LABDA_SPECTRUM *1E-9)
217

dE = np.zeros(np.shape(E_photon ))
dE[0:-1] = np.abs(E_photon [0:-1] - E_photon [1:])

220dE[-1] = dE[-2]
J_photon = POWER_SPECTRUM [0, :]/ E_photon *(1-REFL)
dlabda = np.zeros((len(LABDA_SPECTRUM ),))

223dlabda [0:-1] = np.abs(LABDA_SPECTRUM [0: -1]
- LABDA_SPECTRUM [1:])

dlabda [-1] = dlabda [-2]
226

v_oc = 0.7 #Initialize v_oc , to converge to it later

229# Iterate the temperature/v_oc calcululations a few times , to
# obtain convergence
for i in range (3):

232current_limit[ii], temp_absorber , input_power[kk], q_in = \
calculate_flux_balance(INCOMING_SPECTRUM , E_G[ii],

T_AIR[kk , 1], ABSORBANCE , T_ELECTROLYTE ,
235v_oc)

b1 = (2/H**3*1**2/C**2* E_photon **2
238*np.exp(-E_photon/K_B/temp_absorber ))

integral = np.sum(b1*ABSORBANCE*dE)
dark_saturation_current = Q*np.pi*integral /10**4

241

v_oc = (K_B * temp_absorber/Q
* np.log(current_limit[ii] / dark_saturation_current ))

244

if charge_collection_method:
L_E = 350E-4

247S = 80
THICKNESS = 350E-4
THICKNESS_N = 100E-7

250THICKNESS_P = THICKNESS -THICKNESS_N
N_Z = 1000
z = np.linspace(0, THICKNESS , N_Z)

253G = np.zeros(np.shape(z))
dz = z[1]-z[0]
for zz in range(N_Z):

256G[zz] = np.sum(ALPHA_SI*J_photon
*np.exp(-ALPHA_SI*z[zz])* dlabda ,0)/10**4

CP = 1/(np.cosh(( THICKNESS_N -z)/L_E)
259+ np.sinh(( THICKNESS_N -z)/L_E)*(np.sinh(z/L_E)

+ S*L_E*np.cosh(z/L_E ))/(np.cosh(z/L_E)
+ S*L_E*np.sinh(z/L_E)))
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262CP_2 = 1/(np.cosh(( THICKNESS_P -z)/L_E)
+ np.sinh(( THICKNESS_P -z)/L_E )*(np.sinh(z/L_E)
+ S*L_E*np.cosh(z/L_E ))/(np.cosh(z/L_E)

265+ S*L_E*np.sinh(z/L_E )))
CP_2 = np.flipud ((CP_2))
CP[z>THICKNESS_N] = 0

268CP_2[z<THICKNESS_N] = 0
CP_tot = CP + CP_2
current_limit[ii] = Q*np.sum(G[0:N_Z]* CP_tot [0:N_Z]*dz)

271

# Implementing the Tiedje -Yablonivich method for dark
# saturation current determination

274b1 = (2/H**3*1**2/C**2* E_photon **2
*np.exp(-E_photon/K_B/temp_absorber ))

integral = np.sum(b1*ABSORBANCE*dE)
277dark_saturation_current = Q*np.pi*integral /10**4

v_oc = (K_B * temp_absorber/Q
280* np.log(current_limit[ii] / dark_saturation_current ))

283

286

289else:
ABSORBANCE = (LABDA_SPECTRUM *1E-9 < H*C/E_G[ii])
REFL = 0

292v_oc = 0.7 #Initialize v_oc , to converge to it later
E_photon = H*C/( LABDA_SPECTRUM *1E-9)

295dE = np.zeros(np.shape(E_photon ))
dE[0:-1] = np.abs(E_photon [0:-1] - E_photon [1:])
dE[-1] = dE[-2]

298J_photon = POWER_SPECTRUM [0, :]/ E_photon *(1-REFL)
dlabda = np.zeros((len(LABDA_SPECTRUM ),))
dlabda [0:-1] = np.abs(LABDA_SPECTRUM [0: -1]

301- LABDA_SPECTRUM [1:])
dlabda [-1] = dlabda [-2]

304# Iterate a few time to converge to a solution
for i in range (3):

current_limit[ii], temp_absorber , input_power[kk], q_in = \
307calculate_flux_balance(INCOMING_SPECTRUM , E_G[ii],

T_AIR[kk , 1], ABSORBANCE , T_ELECTROLYTE ,
v_oc)

310

dark_saturation_current = (Q*A*2*K_B*temp_absorber/H**3/C**2
* (E_G[ii]**2

313+ 2*K_B*temp_absorber*E_G[ii]
+ 2*( K_B*temp_absorber )**2)

* np.exp(-E_G[ii]/K_B/temp_absorber)
316/ 10**4)

v_oc = (K_B * temp_absorber/Q
319* np.log(current_limit[ii] / dark_saturation_current ))

# Uncomment the next line if you want to fix the temperature
# temp_absorber = T_ARRAY[kk]

322

325if TEMP_DEPENDENT_J0:
J0_BV = J0_BV_ref*np.exp(-E_A/R/temp_absorber)
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328

331

334

iv_curve[:, ii, :, kk], overpotential = \
calculate_iv_curve(current_limit[ii], v_oc , J0_BV , temp_absorber ,

337dark_saturation_current , R_SERIES , ALPHA)

soc_correction[ii, :] = (R * temp_absorber / F
340* np.log(SOC[ii , :]**2/(1 - SOC[ii , :])**2))

soc_correction[SOC >= 0.999999999] = 1000
343for jj in range(NUM_E_THERM ):

condition = numpy.matlib.repmat(E_THERM[jj] + soc_correction [:, jj],
NUM_IV_POINTS , 1)

346condition = np.transpose(condition)
sufficient_photovoltage = iv_curve[0, :, :, kk] > condition
operating_current [:, jj] = (np.max(iv_curve[1, :, :, kk]

349* sufficient_photovoltage , 1))
efficiency [:, jj , kk] = (operating_current [:, jj]

* (E_THERM[jj] + soc_correction [:, jj])
352/ input_power[kk ]*100)

output_power [:, jj , kk] = (operating_current [:, jj]
* (E_THERM[jj]+ soc_correction [:, jj ])*1000)

355if DYNAMIC_SOC:
SOC[:, jj] = (SOC[:, jj] + AREA_ABSORBER

* operating_current [:, jj]
358* DT / CAPACITY)

SOC[SOC >= 1] = 0.999999999

361

dT_electrolyte = q_in/(RHO*VOLUME*C_ELECTROLYTE)
# Equilibrate the electrolyte temperature to the morning air tempearature

364# if the day changes
if REAL_SOLAR_DATA:

if int(day_in_the_year[kk+1] - day_in_the_year[kk]) == 0:
367T_ELECTROLYTE = T_ELECTROLYTE + dT_electrolyte * DT

elif int(day_in_the_year[kk+1] - day_in_the_year[kk]) == 1:
T_ELECTROLYTE = T_AIR[kk+1, 1]

370else:
print(int(day_in_the_year[kk+1] - day_in_the_year[kk]))
T_ELECTROLYTE = T_AIR[kk+1, 1]

373

376

output_temperature[kk] = temp_absorber
output_temperature_electrolyte[kk] = T_ELECTROLYTE

379print("\r␣{}".format(np.round ((kk+1)/ NUM_TIME_STEPS * 100)), end="")
del ii, jj, kk
ELAPSED_TIME = time.time() - START_TIME

382print(’\n␣The␣elapsed␣time␣=␣’, ELAPSED_TIME)
test = np.squeeze(efficiency)

C.3 Fit tool

1# -*- coding: utf -8 -*-
"""
Created on Tue May 14 09:16:21 2019

4

@author: Richard Faasse
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"""
7import scipy.optimize as opt

import time
import numpy as np

10import matplotlib.pyplot as plt
from functions import butler_volmer
from physical_constants import Q, K_B

13from model_settings import save_fit_progression
import sys

16#sys.path.insert (0,’..\ input_data ’)
input_data_path = ’..\ input_data \\’

19#%% Load data
#exp_IV = np.load(’BPA_ferro.npy ’)
#exp_IV = -exp_IV [1000:1620 , :]

22

#exp_IV = np.transpose(np.load(’CV_20190514.npy ’))
#exp_IV = np.load(’BPC_PtSi.npy ’)

25#exp_IV = np.load(’50 SOC_SiC_lowSS.npy ’)
#exp_IV = np.transpose(np.load(’CV_20180417_sheet3.npy ’))

28exp_IV = np.load(input_data_path + ’BPC_ferri.npy’)
exp_IV = exp_IV [200:1000 , :]

31exp_IV[:, 1] = exp_IV[:, 1]/1000

#plt.plot(exp_IV[:, 0], exp_IV[:, 1])
34#plt.show()

37#%%
if save_fit_progression:

fit_progression = np.zeros ((3000 , 3))
40np.save(’fit_progression.npy’, fit_progression)

JLIM_ANODE = 0.1
43JLIM_CATHODE = -0.03

temp_absorber = 300
V_oc = exp_IV[np.argmin(np.abs(exp_IV[:, 1])), 0]

46current_limit = 0.04

def IV_error(x):
49"""

Description:
------------

52This function calculates error between experimental data and modeled curves
using three parameters: ALPHA , R_SERIES and J0_BV , taken together in the
array x

55

INPUTS:
------------

58x: array (3,)
Array containing ALPHA , R_SERIES and J0_BV as variable parameters

61OUTPUTS:
----------
error_IV: float

64average squared error between the experimental data and modeled curve
"""

67

ALPHA = x[0]
R_SERIES = x[1]

70J0_BV = 10**(x[2])
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j_fit = np.linspace(JLIM_CATHODE +0.00001 ,
73JLIM_ANODE -0.00001 , 1000)

overpotential = np.zeros((np.size(j_fit , 0), ))
error_small_enough = np.zeros ((np.size(j_fit , 0)), dtype=bool)

76error = np.zeros ((np.size(j_fit , 0), ))
j_D = current_limit + j_fit

79

# Find the overpotential as function of current density
for ii in range(np.size(j_fit , 0)):

82sol = opt.root_scalar(butler_volmer , args=(J0_BV , temp_absorber ,
j_fit[ii], ALPHA)

, bracket =[-10, 10], x0=0, method=’brenth ’)
85overpotential[ii] = sol.root

# Check whether overpotential solution is correct:
88error[ii] = np.abs(butler_volmer(overpotential[ii], J0_BV ,

temp_absorber , j_fit[ii], ALPHA ))

91error_small_enough[ii] = error[ii] < 10**( -8)

V_D = V_oc + K_B*temp_absorber/Q*np.log((j_D)/( current_limit ))
94PV = V_D + overpotential + j_fit*R_SERIES

j_interp = np.interp(exp_IV[:, 0], PV[error_small_enough == 1],
97j_fit[error_small_enough == 1])

j_interp[np.isnan(j_interp )] = -current_limit

100

error_IV = (np.sum(np.abs(np.power (1000* exp_IV[:, 1] - 1000* j_interp , 2))))

103print(’total␣squared␣error␣=␣’, str.format(’{0:.2f}’, np.sqrt(error_IV)),
’mA/cm2 ,␣ALPHA␣=␣’, str.format(’{0:.2f}’, ALPHA),
’,␣R_SERIES␣=␣’, str.format(’{0:.1f}’, R_SERIES),

106’,␣J0_BV␣=␣10␣^␣’, str.format(’{0:.1f}’, x[2]))

if save_fit_progression:
109fit_progression = np.load(’fit_progression.npy’)

fit_progression[np.sum(fit_progression [:, 0] > 0), :] = \
np.array((ALPHA , R_SERIES , J0_BV))

112np.save(’fit_progression.npy’, fit_progression)
return error_IV

115START_TIME = time.time()

118bounds = [(0.1, 0.9), (0, 40), (-8, 0.5)]
x = opt.dual_annealing(IV_error , bounds , initial_temp =100, maxfun = 100)
ELAPSED_TIME = time.time() - START_TIME

121

fitted_parameters = x.x

124

#%% Plot the modeled and experimental curves

127ALPHA = fitted_parameters [0]
R_SERIES = fitted_parameters [1]
J0_BV = 10**( fitted_parameters [2])

130

j_fit = np.linspace(JLIM_CATHODE +0.00001 ,
133JLIM_ANODE -0.00001 , 1000)

overpotential = np.zeros((np.size(j_fit , 0), ))
error_small_enough = np.zeros ((np.size(j_fit , 0)), dtype=bool)

136error = np.zeros ((np.size(j_fit , 0), ))
j_D = current_limit + j_fit
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139

# Find the overpotential as function of current density
for ii in range(np.size(j_fit , 0)):

142sol = opt.root_scalar(butler_volmer , args=(J0_BV , temp_absorber ,
j_fit[ii], ALPHA)

, bracket =[-10, 10], x0=0, method=’brenth ’)
145overpotential[ii] = sol.root

# Check whether overpotential solution is correct:
148error[ii] = np.abs(butler_volmer(overpotential[ii], J0_BV , temp_absorber ,

j_fit[ii], ALPHA))

151error_small_enough[ii] = error[ii] < 10**( -8)

V_D = V_oc + K_B*temp_absorber/Q*np.log((j_D)/( current_limit ))
154PV = V_D + overpotential + j_fit*R_SERIES

j_interp = np.interp(exp_IV[:, 0], PV[error_small_enough == 1],
157j_fit[error_small_enough == 1])

j_interp[np.isnan(j_interp )] = -current_limit

160

error_IV = np.sum(np.abs(exp_IV[:, 1] - j_interp ))/np.size(exp_IV , 0)*1000
163print(’The␣elapsed␣time␣=␣’, ELAPSED_TIME)

print(’average␣error␣(mA/cm2)␣=␣’, error_IV)
print(’Alpha␣=␣’, ALPHA)

166print(’R_SERIES␣=␣’, R_SERIES)
print(’J0_BV␣=␣’, J0_BV )
print(’V_oc␣=␣’, abs(V_oc), ’vs␣NHE’)

169fig ,ax = plt.subplots ()

plt.plot(exp_IV[:, 0],exp_IV[:, 1]*1000 , label = ’experimental␣data’,
172linewidth = 2, color = (0 ,166/255 ,214/255))

plt.plot(exp_IV [:,0], j_interp *1000, linestyle = ’--’, label = ’fit’, \
color = ’black’, linewidth = 2)

175

ax.spines[’bottom ’]. set_position(’zero’)

178plt.legend ()
plt.ylabel(’Current␣density␣(mA/cm$^2$)’)
plt.xlabel(’V␣vs␣NHE␣(V)’)

181plt.tight_layout ()
plt.rcParams.update ({’font.size’: 14})
plt.savefig(’fit_BPC_PEC.svg’, format=’svg’)

184plt.show()

C.4 functions

# -*- coding: utf -8 -*-
"""

3Created on Mon May 6 13:35:23 2019

@author: Richard Faasse
6"""

import scipy.optimize as opt
import numpy as np

9from device_parameters import C_AUGER , N_I , THICKNESS , H_AIR , H_ELECTROLYTE , \
H_ELECTROLYTE_AIR , AREA_ABSORBER
from physical_constants import Q, H, K_B , C, SIGMA

12from model_settings import REAL_ABSORBER_DATA , AUGER_RECOMBINATION , \
NUM_IV_POINTS

from losses import JLIM_ANODE , JLIM_CATHODE
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15

def calculate_flux_balance(INCOMING_SPECTRUM , E_G , T_AIR ,
18ABSORBANCE , T_ELECTROLYTE , v_oc):

"""
Description:

21------------
This function solves the flux balance based on the incoming solar
radiation , black -body emission and convective heat transferto calculate

24the limiting photo -current , the temperature of the photo -absorber and the
total input power of the incoming spectrum

27INPUTS:
----------
INCOMING_SPECTRUM: array (N,2)

30Contains the incoming power spectrum in [:,1]
and corresponding wavelengths in [:,0]

E_G: float
33Bandgap of the photo -absorber (J)

T_AIR: float
Temperature of the surrounding air

36ABSORBANCE: array (N,)
absorbance (number between 0 and 1) for every wavelength

T_ELECTROLYTE:
39Electrolyte temperature

42OUTPUTS:
--------
current_limit: float

45limiting photo -current produced by the photoabsorber with bandgap E_G
under the influence of the incoming radiation stored in
INCOMING_SPECTRUM

48temp_absorber: float
Temperature of the photo -absorber , calculated using the heat balance

input_power: float
51Total input power of the incoming solar spectrum

q_in: float
Incoming solar flux for the electrolyte

54"""
labda_g = H*C/E_G
labda = INCOMING_SPECTRUM [:, 0]*1E-9

57E_photon = H*C/labda
J_photon = INCOMING_SPECTRUM [:, 1]/ E_photon
dlabda = np.zeros((len(INCOMING_SPECTRUM ),))

60dlabda [0:-1] = np.abs(INCOMING_SPECTRUM [0:-1, 0]
- INCOMING_SPECTRUM [1:, 0])

dlabda [-1] = dlabda [-2]
63E_dissipated = E_photon -v_oc*Q

if REAL_ABSORBER_DATA:
66current_limit = np.sum(J_photon * ABSORBANCE * dlabda) * Q / 10**4

solar_heat_flux = np.sum(E_dissipated * J_photon
* ABSORBANCE * dlabda) / 10**4

69elif not REAL_ABSORBER_DATA:
current_limit = np.sum(J_photon[labda <= labda_g]

* dlabda[labda <= labda_g ]) * Q / 10**4
72solar_heat_flux = np.sum(E_dissipated * J_photon

* (labda <= labda_g) * dlabda) / 10**4

75sol = opt.root_scalar(heat_balance , args=( solar_heat_flux , T_AIR ,
T_ELECTROLYTE),

bracket =[200 , 600], x0=300, method=’brenth ’)
78temp_absorber = sol.root

q_in = AREA_ABSORBER * (SIGMA*( temp_absorber **4- T_ELECTROLYTE **4)

80



81+ H_ELECTROLYTE_AIR *( T_AIR - T_ELECTROLYTE)
+ H_ELECTROLYTE *( temp_absorber -

T_ELECTROLYTE ))/10**4
84

87input_power = np.sum(E_photon*dlabda*J_photon )/10**4

return current_limit , temp_absorber , input_power , q_in
90

93def heat_balance(temp_absorber , solar_heat_flux , T_AIR , T_ELECTROLYTE ):
"""
Description:

96------------
This function describes the heat balance , using the incoming solar heat
flux , as calculated in calculate_heat_balance and the respective

99temperatures of the absorber , electrolyte and ambient air and the
convective heat transfer coefficients (H_AIR/ELECTROLYTE etc)

102INPUTS:
----------
temp_absorber: float

105Temperature of the photo -absorber
solar_heat_flux: float

the disspated incoming solar radiation
108T_AIR: float

Temperature of the surrounding air
T_ELECTROLYTE:

111Electrolyte temperature

114OUTPUTS:
--------
y: float

117output of the function that should be 0 in the assumed steady state
heat balance , such that it is used for root finding in the function
calculate_heat_balance

120"""
y = (-solar_heat_flux + SIGMA*( temp_absorber **4- T_AIR **4)/10**4

+ H_AIR *( temp_absorber -T_AIR )/10**4
123+ H_ELECTROLYTE *( temp_absorber -T_ELECTROLYTE )/10**4)

return y
def butler_volmer(overpotential , J0_BV , temp_absorber , j_fit , ALPHA):

126"""
Description:
------------

129This function describes the heat balance , using the incoming solar heat
flux , as calculated in calculate_heat_balance and the respective
temperatures of the absorber , electrolyte and ambient air and the

132convective heat transfer coefficients (H_AIR/ELECTROLYTE etc)

INPUTS:
135------------

overpotential: float
overpotential , which needs to be solved

138J0_BV: float
Exchange current density as defined in the butler -volmer equation

temp_absorber: float
141Temperature of the photo -absorber

j_fit: float
current density at which we want to solve for V

144ALPHA: float
asymmetry factor from the butler -volmer equation
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147

OUTPUTS:
--------

150y: float
output of the function that should be 0 to solve for the overpotential ,
such that it is used for root finding in the function

153calculate_iv_curve
"""
y = J0_BV*(np.exp(ALPHA*Q*overpotential/K_B/temp_absorber)

156- np.exp(-(1-ALPHA )*Q*overpotential/K_B/temp_absorber )) - j_fit
# y = J0_BV *((1- j_fit/JLIM_ANODE)
# * np.exp(ALPHA * Q * overpotential / K_B / temp_absorber)

159# - (1-j_fit/JLIM_CATHODE)
# * np.exp(-(1-ALPHA )*Q*overpotential/K_B/temp_absorber )) - j_fit

return y
162

def IV_with_Auger(V, dark_saturation_current , current_limit , j, temp_absorber ):
165"""

Description:
------------

168This function describes the heat balance , using the incoming solar heat
flux , as calculated in calculate_heat_balance and the respective
temperatures of the absorber , electrolyte and ambient air and the

171convective heat transfer coefficients (H_AIR/ELECTROLYTE etc)

INPUTS:
174------------

V: float
voltage , which needs to be solved

177dark_saturation_current: float
dark saturation current of the photo -absober

current_limit: float
180Saturation current of the photo -diode

j: float
current density at which we want to solve for V

183temp_absorber: float
Temperature of the photo -absorber

186OUTPUTS:
--------
y: float

189output of the function that should be 0 to solve for the voltage ,
such that it is used for root finding in the function
calculate_iv_curve

192"""
x = V*Q/K_B/temp_absorber
y = (- dark_saturation_current*np.exp(x)

195- Q*THICKNESS*C_AUGER*N_I **3*np.exp (3*x/2) + current_limit - j)
return y

198

def calculate_iv_curve(current_limit , v_oc , J0_BV , temp_absorber ,
dark_saturation_current , R_SERIES , ALPHA):

201"""
Description:
------------

204This function calculates the IV-curve of the PEC -flow battery , using
various loss inputs and device parameters

207INPUTS:
------------
current_limit: float

210Saturation current of the photo -diode
v_oc: float

open circuit voltage as calculated
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213J0_BV: float
Exchange current density as defined in the butler -volmer equation

temp_absorber: float
216Temperature of the photo -absorber

dark_saturation_current: float
dark saturation current of the photo -absober

219R_SERIES: float
Total series resistance of the SRFB

ALPHA: float
222Asymmetry factor in the butler volmer equation.

----------

225OUTPUTS:
iv_curve: array (2, NUM_IV_POINTS)

current -voltage characteristic , current is found in iv_curve[1, :],
228voltage is found in iv_curve[0, :]

overpotential: array (NUM_IV_POINTS ,)
kinetic overpotential as a function of current (the current is found

231in j_fit , or iv_curve[1, :])
"""

234j_fit = -np.linspace ( -0*0.999999* current_limit ,
current_limit , NUM_IV_POINTS)

# j_fit = -np.linspace (0.9999* JLIM_CATHODE ,
237# 0.9999* JLIM_ANODE , NUM_IV_POINTS)

j_D = current_limit + j_fit
V_D = np.zeros(np.shape(j_fit ))

240j_D[j_D == 0] = 1E-15
if ALPHA == 0.5:

overpotential = 2*K_B*temp_absorber/Q*np.arcsinh(j_fit /2/ J0_BV)
243else:

overpotential = np.zeros((np.size(j_fit , 0), ))
for ii in range(np.size(j_fit , 0)):

246sol = opt.root_scalar(butler_volmer , args=(J0_BV , temp_absorber ,
j_fit[ii], ALPHA),

bracket =[-10, 10], x0=0, method=’brenth ’)
249overpotential[ii] = sol.root

if AUGER_RECOMBINATION:
for ii in range(np.size(j_fit , 0)):

252sol = opt.root_scalar(IV_with_Auger ,
args=( dark_saturation_current ,

current_limit , -j_fit[ii],
255temp_absorber),

bracket =[-1000, 1000], x0=0, method=’brenth ’)
V_D[ii] = sol.root

258else:
V_D = v_oc + K_B*temp_absorber/Q*np.log((j_D)/( current_limit ))

261PV = V_D + overpotential + j_fit*R_SERIES
# j_fit[np.isnan(PV)] = -current_limit

j_fit = np.abs(j_fit)
264iv_curve = np.squeeze(np.array ([[PV], [j_fit ]]))

return iv_curve , overpotential

C.5 Data processing

# -*- coding: utf -8 -*-
2"""

Created on Fri Sep 6 09:39:50 2019

5@author: Richard

general_data_processing can be used to visualize many of the data created by
8simulation.py. Therefore , this file can only be run , when first simulation.py
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is used and created the data.
"""

11import numpy as np
import matplotlib.pyplot as plt
from matplotlib import cm

14from matplotlib.colors import ListedColormap , LinearSegmentedColormap
from mpl_toolkits.axes_grid1.inset_locator import inset_axes
import matplotlib.colors

17from matplotlib import cm
from matplotlib.colors import ListedColormap , LinearSegmentedColormap
from mpl_toolkits.axes_grid1 import make_axes_locatable

20from matplotlib.animation import FuncAnimation
import matplotlib.animation as animation
import matplotlib.colors

23

#%%
# =============================================================================

26# Plot a single contour plot
# =============================================================================
def plot_contour(x, y, f_xy):

29# Editing the colormap
cmap = plt.cm.viridis
cmaplist = [cmap(i) for i in range(cmap.N)]

32cmaplist [0:50] = []
cmap = matplotlib.colors.LinearSegmentedColormap.from_list(’mcm’, cmaplist ,

cmap.N)
35fig , ax = plt.subplots(figsize =(10, 7))

div = make_axes_locatable(ax)
cax = div.append_axes(’right’, ’5%’, ’5%’)

38

contour_opts = {’lw’: 2, ’colors ’:’k’}
41ax.contour(x, y, np.transpose(f_xy),

** contour_opts)
mappable = ax.contourf(x, y, np.transpose(f_xy),

44vmin=0, vmax=np.max(f_xy), cmap=cmap)

cax.cla()
47

fig.colorbar(mappable , cax = cax)
plt.rcParams.update ({’font.size’: 20})

50ax.set_xlabel(’Bandgap␣energy␣(eV)’)
ax.set_ylabel(’Thermodynamic␣potential␣(V)’)
plt.draw()

53

plot_contour(E_G/Q, E_THERM , efficiency [:, :, 0])

56# =============================================================================
#%% Plot a (parameter -dependent) IV-curve , make sure you only have one E_G
# =============================================================================

59cmap = cm.get_cmap(’RdBu’, NUM_TIME_STEPS)
fig = plt.figure ()
ax = fig.add_subplot (111)

62for i in range(NUM_TIME_STEPS ):
plt.plot(np.squeeze(iv_curve[0, :, :, i]),

np.squeeze(iv_curve[1, :, :, i])*1000 ,
65label=’IV␣curve’, color = cmap(i),lw = 3)

plt.xlim ((0 ,1))
68plt.ylim ((0 ,45))

plt.rcParams.update ({’font.size’: 12})
plt.xlabel(’Voltage␣(V)’)

71plt.ylabel(’Current␣density␣(mA/cm$^2$)’)
plt.tight_layout ()
for axis in [’top’,’bottom ’,’left’,’right ’]:

74ax.spines[axis]. set_linewidth (2)
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ax.xaxis.set_tick_params(width =2)
ax.yaxis.set_tick_params(width =2)

77plt.show()

80# =============================================================================
#%% Plot a (parameter -dependent) STC vs E_THERM graph ,
# make sure you only have one E_G

83# =============================================================================
cmap = cm.get_cmap(’Blues’, NUM_TIME_STEPS)
fig = plt.figure ()

86ax = fig.add_subplot (111)
for i in range(NUM_TIME_STEPS ):

plt.plot(E_THERM ,
89np.squeeze(efficiency [:, :, i]),

label=’IV␣curve’, color = cmap(i),lw = 3)

92plt.xlim ((0 ,0.7))
plt.ylim ((0 ,30))
plt.rcParams.update ({’font.size’: 12})

95plt.xlabel(’Voltage␣(V)’)
plt.ylabel(’Current␣density␣(mA/cm$^2$)’)
plt.tight_layout ()

98for axis in [’top’,’bottom ’,’left’,’right ’]:
ax.spines[axis]. set_linewidth (2)

ax.xaxis.set_tick_params(width =2)
101ax.yaxis.set_tick_params(width =2)

plt.show()

104# =============================================================================
#%% Plot a (parameter -dependent) STC vs Daytime graph ,
# make sure you only have one E_G and one E_THERM

107# =============================================================================
plt.plot(DAYTIME , np.squeeze(output_power ))

110#plt.xlim ((0 ,0.7))
#plt.ylim ((0 ,30))
plt.rcParams.update ({’font.size’: 16})

113plt.xlabel(’Time␣of␣day␣(h)’)
plt.ylabel(’Output␣power␣(mW/cm$^2$)’)
plt.tight_layout ()

116for axis in [’top’,’bottom ’,’left’,’right ’]:
ax.spines[axis]. set_linewidth (2)

ax.xaxis.set_tick_params(width =2)
119ax.yaxis.set_tick_params(width =2)

plt.show()

122#%%
# =============================================================================
# Animate a parameter/time -dependent iv_curve (make sure to use only one E_G)

125# If you want to plot multiple bandgaps , the contour animator below is recom -
# mended
# =============================================================================

128fig , ax = plt.subplots(figsize =(8, 6))
plt.xlabel(’Voltage␣vs␣NHE␣(V)’)
plt.ylabel(’j␣(mA/cm$^2$)’)

131plt.grid()

ax.set(ylim =( -20 ,20))
134ax.set(xlim =(0.5 , 1.8))

ax.spines[’bottom ’]. set_position(’zero’)
plt.rcParams.update ({’font.size’: 16})

137plt.tight_layout ()

V = np.squeeze(iv_curve[0, :, :, 0])
140line = ax.plot(np.squeeze(iv_curve [0,:,:,0]),
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1000*np.squeeze(iv_curve [1,:,:,0]), lw =3)[0]

143plt.legend ()
def animate(i):

line.set_ydata (1000* np.squeeze(iv_curve [1,:,:,i]))
146line.set_xdata(np.squeeze(iv_curve [0,:,:,i]))

print("\r␣{}".format(np.round ((i+1)/ NUM_TIME_STEPS *100, decimals =2)),
’%’, end="")

149

plt.rcParams.update ({’font.size’: 16})
152

anim = FuncAnimation(fig , animate , interval =100, frames = NUM_TIME_STEPS)
anim.save(’tmp.mp4’, writer=’ffmpeg ’, fps = 20, dpi = 300)

155plt.draw()
plt.show()

158

161#%%
# =============================================================================
# Animate a parameter/time -dependent contourplot. If you want to animate the

164# output power instead of the efficiency , replace efficiency with output_power
# =============================================================================
fig , ax = plt.subplots(figsize =(10, 7))

167div = make_axes_locatable(ax)
cax = div.append_axes(’right’, ’5%’, ’5%’)
# Change the levels to your own convenience for clearer contour -plots

170contour_opts = {’levels ’: np.linspace(0, 36, 13), ’lw’: 2, ’colors ’:’k’}
contour_opts2 = {’levels ’: np.linspace(0, 36, 13)}

173plt.rcParams.update ({’font.size’: 14})
plt.xlabel(’Bandgap␣energy␣(eV)’)
plt.ylabel(’Thermodynamic␣potential␣(V)’)

176

START_TIME = time.time()
cmap = plt.cm.viridis

179cmaplist = [cmap(i) for i in range(cmap.N)]
cmaplist [0:50] = []
cmap = matplotlib.colors.LinearSegmentedColormap.from_list(’mcm’,

182cmaplist , cmap.N)
def animate(i):

ax.collections = []
185cax2 = ax.contour(E_G/Q, E_THERM ,

np.transpose(efficiency [:, :, i]), ** contour_opts)

188ax.set_xlabel(’Bandgap␣energy␣(eV)’)
ax.set_ylabel(’Thermodynamic␣potential␣(V)’)
mappable = ax.contourf(E_G/Q, E_THERM ,

191np.transpose(efficiency [:, :, i]), vmin=0,
vmax=np.max(efficiency), cmap=cmap ,
** contour_opts2)

194cax.cla()
fig.colorbar(mappable , cax = cax)

197print("\r␣{}".format(np.round ((i)/ NUM_TIME_STEPS
* 100, decimals =2)),’%’, end="")

200

anim = FuncAnimation(fig , animate , interval =100, frames=NUM_TIME_STEPS)
anim.save(’temporary.mp4’, writer=’ffmpeg ’, fps = 20, dpi = 300)

203ELAPSED_TIME = time.time() - START_TIME
plt.rcParams.update ({’font.size’: 14})
print(’\n␣Done!␣The␣elapsed␣time␣=␣’, ELAPSED_TIME)
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