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Abstract

At the child brain facility at the Erasmus Medical Centre, multiple tests are performed with children who
have one of several disorders. Two of these tests are done with electroencephalogram measurements
and are called mismatch negativity and acoustic change complex. After a signal processing pipeline,
the EEG measurements from these tests are shown as waveforms called event-related potentials. The
goal of these measurements is to see if there is any relation between the waveforms and the disorder,
age and other information about the subjects.

These waveforms are measured for each subject, EEG electrode, and in the case of MMN, for dif-
ferent stimuli, which naturally results in a tensor data structure. Algorithms for discriminant analysis
and regression that are developed to be applied to tensors are described and altered to take into ac-
count the properties of the EEG data. Discriminant analysis can be used to improve classification
algorithms that distinguish disorders, while regression can be used to predict variables such as test
scores based on the measured data. The algorithms are first tested on simulated data, which shows
they can have some merit. Classification rates improve in most simulated cases when the discriminant
analysis is applied to the data. Regression can also reliably predict variables when strong correlations
are present between the input tensor and output variable. Based on the data from the child brain facility,
the discriminant analysis still improves classification rates in some cases, but not as significantly as on
the simulated data. Regression using the algorithms described in this thesis is not useful in predicting
test scores from other experiments done with the subjects.

The algorithms are also dissected to discover which specific features in the data tensor are weighted
heavier by the algorithms. This is done to gain new insights into the differences between the disorders.
When comparing the weights that are used for the simulated data with the features that are of impor-
tance, there is some relation, but not a very strong one. When the input tensor is however segmented in
the time mode, the times of interest can be identified. The regression algorithm also resulted in weights
that can be analysed to look at when and where the measurements relate to the output, but this did not
show any interesting results. For real data, the segmented tensor resulted in some interesting insights
about the differences between the various disorders.

For the current dataset, the discriminant analysis algorithms do improve classification rates, but not
by much. The features weighted the most by this algorithm in combination with a segmented tensor
might give some insight into the disorders. The tensor regression methods do not work to predict a test
score and do not give new insights into the disorders.
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1
Introduction

One of the least well-understood parts of the human body is the brain. Looking like a slimy, simple grey
mass from the outside, for most of human history the fact that this object controlled the entire body
wasn’t even known. This changed during the Enlightenment when science got a more central role in
society. Slowly, humanity began chiseling away at the enigma surrounding our most vital organ by
discovering new techniques to study it. One of these new discoveries that allowed us to get completely
new insides on the activity within our grey mass was the electroencephalogram (EEG) in 1929 [1]. This
measurement from the brain was obtained by placing electrodes on the scalp. Although it was first
dismissed as being random correlated noise due to the small and seemingly noisy signal it measured,
over the years this became a vital tool for understanding certain brain processes.

At the Kinderhersenlab (KHL), or child brain facility, in the Erasmus Medical Center (EMC) in Rotterdam,
they aim to better understand various disorders in children, and the underlying brain processes. This
is done by subjecting children to all kinds of experiments and tests in a playful environment, resulting
in a broad range of data. A few of the experiments that are carried out involve an EEG measurement.
Two of which are based on eliciting an auditory event-related potential (ERP). This ERP is a waveform
in the brain that is caused by a stimulus, which is a sound in the case of the KHL. The two experiments
using this sound are the mismatch negativity (MMN) and the acoustic change complex (ACC). Previous
literature has shown that both the MMN and the ACC waveforms can show differences in how auditory
information is processed [2–6]. The goal of this project is to use the ERPs from these experiments to be
able to classify the disorders based on the EEG and get a better understanding of how these disorders
work and develop.

1.1. Problem Statement
The ERP waveform is a broadly researched phenomenon, implying there is already a lot of knowledge
on how to study evaluate ERPs [7]. The classical way of investigating ERPs, however, is based on
fairly simple features of the waveform, such as amplitude and latency of events. The complete complex
underlying behaviour of the brain is not captured by only these two numbers. By combining both clever
signal processing and simple machine learning (ML) tools, the goal is to uncover more information on
disorders than was previously possible. This goal can be more comprehensibly stated in the form of
the following research questions:

1. How can novel signal processing techniques and machine learning involving tensors be used to
classify and evaluate different disorders and their development in children?

2. What can such an algorithm tell us about the underlying processes that differentiate the various
types of disorders?

3. How can these methods be applied to the real-world data from the Kinderhersenlab, and how do
they perform in both classifying different disorders and uncovering information on related brain
processes?

1



1.2. Outline 2

By answering these questions satisfactorily, the KHL can hopefully gain a better understanding of the
children’s auditory and speech processing and the relation to the different disorders. If the machine
learning model’s outcomes show high accuracy, it may even be used to make better predictions on the
further development of cognitive functions related to some children’s disorders.

1.2. Outline
This thesis begins with some important background information in Chapter 2. This background infor-
mation is about the measurements made at the KHL, the signal processing that is done on the mea-
surements and some techniques that can be useful to analyse the data. In Chapter 3 the resulting plots
from applying the signal processing pipeline to the KHL data are shown and analysed. More advanced
methods of analysing this data are described in Chapter 4. These methods are tested on simulated
data, which is described in Chapter 5, and on the real data, which is described in 6. All Chapters will
be discussed in Chapter 7, along with some suggestions to improve on the work in this thesis. Finally
the thesis is summarized in Chapter 8.



2
Background

2.1. The Event-Related Potential and Electroencephalogram
An ERP is a very useful pattern that can be present in an EEG. The EEG is electrical activity mea-
sured in the brain by placing electrodes over the scalp. The signal corresponds with an electric field
generated by groups of pyramidal cells that release neurotransmitters with either a positive or negative
charge. The activity of one such cell is not measurable, but when many of these cells are active at
the same time and produce the same electric field, the resulting potential can be picked up by one or
more electrodes. In most cases, the EEG is measured using a number of electrodes ranging between
16 and 256. These electrodes are placed all over the scalp to get a sense of where the EEG activity
is happening. Pinpointing the exact brain region is, however, very hard due to interfering signals and
uncertainty on the direction of the electric field. The power of measuring using an EEG does, therefore,
not lie in localizing phenomena, but in its high temporal resolution. Most EEG recorders have a sample
rate of > 100Hz, and the electric field travels almost instantaneously from the generation site to the
electrode. This property is often used in ERP research.

An event-related potential is a recorded potential in the brain that is generated by the presentation
of a stimulus. The exact behaviour of the brain depends on the type of stimulus and whether or not a
response to the stimulus is necessary. This brain activity of interest does have a low amplitude, so from
a single trial, it is therefore not visible among other brain activities. This problem is solved by recording
many ERPs, often a few dozen, and averaging them. Brain activity not caused and time-locked by
the stimulus should cancel out, revealing the ERP waveform of interest. In general this results in a
waveform that contains several peaks and valleys called ERP components. The amplitude and latency
after the stimulus of each of these components are what is most often analysed in an EEG study, and
are therefore very important. Each component, therefore, has a name, which often consists of a letter
and a number. The letter indicates whether the component is a positive going (P), negative going (N)
or stimulus-dependent (C). The number can indicate one of either two types of values, higher num-
bers (> 10) often indicate after how many milliseconds the component peak most often occurs while
lower numbers (1 − 10) indicate if it is the nth valley or peak. Some of these components also have
subcomponents, which are specified with different names. To isolate a certain component of interest,
a difference waveform can be used. Such a waveform is created by subtracting the ERP of different
experimental setups. One of the methods that results in such a difference waveform is the mismatch
negativity (MMN) paradigm.

2.1.1. Mismatch Negativity
An experiment and resulting waveform that is often used in ERP research is the mismatch negativ-
ity. Its effects were first discovered by Näätänen in 1978 [8]. This experiment is done by presenting
a series of sounds to a subject. Most of these sounds are the same, but every so often an oddball
stimulus is presented. This can be either a sound that has a different frequency, amplitude or length.
These oddballs create a more negative potential in the ERP [8]. The mismatch negativity is obtained

3



2.1. The Event-Related Potential and Electroencephalogram 4

Figure 2.1: Example of resulting MMN waveforms for different types of oddballs (from [12])

by subtracting the ERP of the oddballs from the ERP of the regular stimulus. Fig. 2.1 shows examples
of different MMN waveforms.

The effects of the oddball stimulus can be observed as early as 50 ms after the onset, with the peak of-
ten between 100-250 ms [9]. The first and largest peak is often a negative one, but the exact amplitude
varies for different stimuli. The location where the negativity is most prevalent is at the frontocentral
electrodes [9], with a tendency to be even more apparent in the right hemisphere.

The mismatch negativity is very useful to examine because there is a lot of available literature on
it. This research also supports the notion that the MMN reflects cognitive processing for sound and
speech [10–12] and that it can be used as a biomarker for certain disorders [2–4,13], making it a useful
tool for the KHL. The large amount of literature on this paradigm is also very useful as a means of
validating the measurements and methods.

2.1.2. Acoustic Change Complex
Another way of eliciting an ERP that can be used to study sound processing by the brain is an ACC
experiment. This effect is a bit newer than the MMN and was discovered by Ostroff, et al. [14] in 1998.
In [14], the ACC effect was elicited by changing phonemes. Since its discovery more research was
done with these phonemes, but also using other sound changes as well such as frequency, amplitude
and source direction. Just like with the MMN, an ACC can be obtained even when no attention or
response is given. It is also believed that the ACC reflects processing in the brain related to auditory
discrimination or speech processing [15].

There are several relevant advantages of studying the ACC relevant for the KHL. First of all, the ACC
has a higher signal-to-noise ratio (SNR) than the MMN [16]. This means it can be more clearly distin-
guished from other brain signals so that it can be analyzed more precisely. Another advantage is the
reproducibility over different trials for the same person [17]. This makes it possible to track differences
over time, that are not distorted by trial-to-trial variability. The third advantage for the KHL is that this
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Figure 2.2: Example of several ACC waveforms induced by stimulating electrodes. A: Stimulus changes location. B: Stimulus
has a pause. C: Stimulus increases in amplitude, starting amplitude is at 50% of the subjects dynamic range. (from [5])

Figure 2.3: Locations of the electrodes used in the analysis.

effect can be seen in children [18,19], who are, of course, the subjects of interest. Some examples of
ACC waveforms are shown in Figure 2.2.

2.1.3. Measurements at Kinderhersenlab
The data used for this project are measurements of both MMN and ACC experiments done at the
Kinderhersenlab. The measurements are done according to the meetprotocol (measurement protocol)
[20]. The EEG recording is done with a geodesic sensor net (GSN), which is available in different sizes
to accommodate different ages of subjects. The GSN used at the Kinderhersenlab has 128 electrodes
or “channels”, two of which are located at the mastoids and together serve as the reference electrode.
This net can be applied very easily because no gel is needed to increase conductivity between the
skin and the electrodes. Instead, the whole cap is submerged in a saline solution that is absorbed
by sponges near the electrodes. Before recording, it is checked that the impedances of electrodes
Fz, F3, C3, M1, M2, C4, F4 are below 50 kΩ. Two of these electrodes, M1 and M2, are used as
reference, and the others, of which the locations are shown in Fig. 2.3, are used in the analysis. All
other electrodes should have an impedance below 100 kΩ. The recording from the EEG cap is stored
using the CURRY8 software. STIM2 is used to control the stimuli, this software sends the desired
sound signals to the Nuevo System Unit and stores the timestamps in the CURRY8 file. The stimuli
are presented according to the parameters that are set for each experiment.

Mismatch Negativity: To elicit the mismatch negativity, a regular stimulus and some oddball stimuli
are used. These were presented by the aforementioned sound system according to the following
parameters:

• The regular stimulus was a 1000 Hz tone, lasting 100 milliseconds,
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Figure 2.4: Visualization of the stimulus that are presented for (a) the MMN and (b) the ACC. The time axis is not to scale in
the MMN image.

• The chance of a stimulus being regular was 80% of the time,
• The other stimuli (occurring with a probability of 20%) were one of three possible oddballs:

1. the frequency of the tone was 900 Hz,
2. the duration was 50 ms,
3. or the frequency was 1100 Hz,

• All oddballs were equally likely to occur,
• A total of 790 tones were played during each trial.

An overview of both stimuli is given in Fig. 2.4.

Acoustic Change Complex: The acoustic change complex stimuli are also delivered using the same
sound system. This experiment is executed a few minutes after the MMN and has the following param-
eters:

• A constant tone of 1000 Hz is presented,
• After 2000 ms, this tone switches to 1100 Hz,
• 500 ms after this frequency change, the frequency changes back to 1000 Hz,
• The above two steps are repeated 129 times.

2.1.4. Disorders Measured at KHL
The goal of the KHL is to measure children with a wide variety of disorders. Currently there are mea-
surements available from subjects with seven different disorders:

• spina bifida (SB),
• GRIN/GRIA,
• Sturge-Weber syndrome (SWS),
• multiple sclerosis (MS),
• crouzon,
• persistent stuttering (PS),
• and brain overgrowth Syndrome (BO).

This section provides a short description of each disorder and the expected MMN and ACC effects from
the literature.
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Spina bifida is a birth defect that affects the vertebral column and often the spinal cord [21]. It often
affects the cognitive abilities of children and adults suffering from this disorder, according to the literary
review by Lindquist et al. [22]. This includes language processing suggesting the MMN and ACC can
show differences for children with this disorder.

No specific studies relating SB with the MMN and ACC were found.

GRIN/GRIA is a group of genetic disorders linked to the GRIN genes responsible for establishing
connections within the brain. It was first discovered in 2010 by Endele et. al. [23]. There are several
different genes that can be affected in different ways to cause various symptoms [24], but the most
common symptoms include developmental delays and delayed or no speech development. It might,
therefore, have an effect on the MMN and ACC waveforms.

Crouzon is a syndrome which causes deformations of the skull, resulting in various other symptoms
[25]. This generally does not decrease mental abilities, but it does in about 12% of cases [25]. In
general it is therefore not expected for the disorder to have a significant effect on the ERP waveforms.

Sturge-Weber Syndrome is an innate disorder of blood vessels with various symptoms and a pro-
gression that is hard to predict [26]. The most apparent symptom is a naevus, often on one side of the
face.

There are no MMN or ACC studies done for subjects with SWS. In general, there is no established
relation between EEGs and neurodevelopment for SWS [27]. This is mainly due to the small number
of patients, which results in low sample sizes.

Multiple sclerosis is a disease affecting the nervous system. This can lead to several symptoms,
e.g. problems with vision and movement [28]. Around 40%-50% of MS patients also have a motor
speech disorder, but it is poorly understood why and how this happens [29].

Jung et al. [30] have shown that the MMN effect is reduced in MS patients compared to controls. This
reduction is stronger for patients with global cognitive impairment than for unimpaired patients. There
are no conducted studies linking ACC effects to MS.

Persistent Stuttering is highly heterogeneous with regard to symptoms, avoidance behaviour, ap-
plied strategies to overcome disfluencies and severity. The symptoms of persistent stuttering have
a high variety, as well as the causes. Key to fluent speaking is a feedback mechanism while speak-
ing [31]. It is therefore not surprising that persistent stuttering causes reduced MMN effect [32]. In the
research done by the EMC however, there is no effect of stuttering on the ERP.

Brain overgrowth syndromes is a group of syndromes that often have a genetic cause, some of
these disorders are linked to neurological anomalies, such as cognitive impairment or autism [33].
Lopez-Arango et al. [34] show that children with brain overgrowth have different auditory event-related
potentials. These differences are more apparent in a spectral analysis of the EEG but are also present
in the ERPs. There is no literature linking brain overgrowth to MMN or ACC.

2.2. Signal Processing for the Electroencephalogram and Event-Related
Potentials

In order to obtain the ERP signal of interest, some important preprocessing and signal processing steps
have to be applied to the measurements. This is necessary because EEGs are always contaminated
with certain types of noise and artefacts, and an ERP is never visible in a single recording. These
processing steps to go from raw EEG data to useful ERP data are explained step-by-step in this section,
and are summarized below:

• Apply a low-order band pass filter with cut-off frequencies of 0.1 and 30 Hz, as well as a notch
filter with a centre frequency of 50 Hz.
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• Reference all electrodes with regards to the specified referencing electrodes.
• Correct artefacts using independent component analysis. Components that contain artefacts are
identified using the algorithm from Pion-Tonachini et al. [35].

• Divide the EEG into epochs that are time-locked by the stimulus onset.
• Remove epochs that contain artefacts that weren’t corrected using several simple off-the-shelf
artefact detection methods from EEGLAB [36] and ERPLAB [37].

• Average together all epochs from the same stimulus type to obtain the ERP waveforms.

2.2.1. Filtering
There are several types of noise that occur in EEG recordings that can be reduced using fairly simple
filters. Low frequencies that are unrelated to brain activity often occur due to perspiration, which causes
slow changes in impedance between the electrode and scalp. High frequencies, on the other hand, are
caused by muscle movement from the face and neck. Both these types of noise can be reduced using
a simple band-pass filter. Brain activity often happens in a few specific frequency bands, that are all
between 1 and 30 Hz, so this would be appropriate cut-off frequencies for the filter. It is, however, im-
portant to note that filtering can distort the onset and offset times of ERP components, so this has to be
kept in mind when analyzing results [7]. One preventative measure against these distortions is to not
use filters with very harsh cut-offs. These hard transitions in the frequency domain, cause smoothing
of the signal in the time domain. Another measure is setting the lower cut-off frequency lower than 1,
e.g. 0.1 Hz.

Another noise source that can be removed using filters is line noise. This is 50 Hz noise (60 in the
U.S. and some other countries), that is caused by the frequency of the power grid. This can be re-
moved using a notch filter, tuned to 50 Hz.

2.2.2. Referencing
An EEG recording is a measure of potentials over the scalp, but a potential is no absolute value. A
voltage is always in reference to some other point, often called the ground. The electronic circuit that
is the EEG recorder is somewhat special in this regard, because it has both a ground and a reference
point. The measured voltage at each channel is the voltage between the channel and the ground
electrode. The voltage analyzed in most research is, however, the potential between a channel and
one or more reference electrodes. This voltage of interest x′i is obtained by simply subtracting away
the reference voltage from each channel:

x′i = xi −
1

R

R∑
r=1

xr, (2.1)

where xi is the original voltage over time on a single channel and xr are the voltages over time over the
R reference electrodes. Taking this approach to referencing allows the researcher to choose different
reference points and cancels out noise from the ground circuit. Just like in a lot of other research, the
KHL uses the average of two mastoid electrodes as a reference.

2.2.3. Artifact Correction
Next to noises, that are continuous random signals in certain frequency bands, an EEG is also distorted
by artefacts. In contrast to noise, artefacts are often aperiodic and only last for brief periods of time [38].
To remove these unwanted signals, another strategy than filtering has to be applied. For EEG signals,
the most apparent artefacts are caused by eye-blinking, but there are also other types of artefacts such
as muscle artefacts, and cardiac activity [39]. When dealing with artefacts for ERP research, correction
often refers to cleaning up the artifactual signals, while removal means discarding all ERP timeframes
that contain an artefact.

Correcting artefacts in EEG signals is a well-researched topic. Lots of different algorithms have been
developed in order to find the underlying signal of interest when an artefact occurs. Mumtaz et al. [40]
lists the following possible processing categories; analogue methods, regression, adaptive filtering, in-



2.2. Signal Processing for the Electroencephalogram and Event-Related Potentials 9

dependent component analysis (ICA), canonical correlation analysis (CCA), principal component anal-
ysis (PCA), wavelet transform (WT) decomposition, empirical mode decomposition (EMD) and hybrid
methods. The hybrid methods combine two or more of the aforementioned techniques and most state-
of-the-art techniques are among them. However, the most commonly used method is still ICA, as it can
work very well and a lot of literature is available on it. Finding and implementing which state-of-the-art
method works best for the data obtained in the KHL is outside the scope of this project, so ICA will be
the method of choice.

Independent component analysis is a form of blind source separation (BSS). This means that it tries
to find separate brain signals that are picked up by EEG electrodes over the skull without any prior
knowledge of these signals. BSS can also be written as solving the following equation:

X = AS, (2.2)

Where X ∈ RN×M is a matrix containing the N measurements xi ∈ RM from each electrode in the
columns, S ∈ RO×M are O independent signals that are picked up by the electrodes, and A ∈ RN×O

represents the relation between each signal and each electrode. This equation is almost always un-
derdetermined and, therefore, has no analytical solution. Independent component analysis solves
this problem by optimizing A, such that the signals, or rows, in S are maximally statistically indepen-
dent. This statistical independence or non-gaussianity can be measured using either kurtosis, skew-
ness or negative entropy. The amount of independent components that are measured has to be pre-
determined, but is the same amount as the number of electrodes in the EEGLAB implementation.

Makeig et al. [41] suggest that some of these components contain artefacts, while others contain sig-
nals of interest. This is very useful because the original channels can be reconstructed from only the
non-artifactual components. There are different algorithms to preprocess the EEG and to apply ICA, as
well as different methods to select which components are artefacts and which are normal brain signals.
More advanced methods such as combining ICA with complete ensemble empirical mode decomposi-
tion [42] or the wavelet transform [43] can in some cases outperform regular ICA.

In order to identify which ICA components are artifactual, a machine learning algorithm developed
by Pion-Tonachini et al. [35] is used. This method is based on a large open-source EEG dataset with
components being labelled by hand to train the ML algorithm.

2.2.4. Creating Epochs
As mentioned above, the ERP is often too small compared to other brain activity to be visible in a single
trial. The common solution to this problem is to average over at least a few dozen trials. The start and
end times of each trial are determined by the timestamp where the stimulus is presented. Often, this
time of interest starts around 100-200 ms before the stimulus onset and lasts until about 600-1000 ms
after the stimulus presentation. This period is called an epoch, and the EEG data is split up into these
epochs before artefact removal.

2.2.5. Artifact Removal
By applying artifact correction methods the amount of artefacts in the recording can be reduced, but it
is likely that some artefacts still remain present. To ensure the averaged ERP waveform is not distorted
by this, epochs where this happened are thrown out. It is common practice to remove all channels of
the epoch when at least one shows an artefact [7]. A few simple algorithms implemented as Matlab
functions in ERPLAB [37] are applied in order to detect the artefacts in any of the channels.

Artefacts often differentiate from normal brain activity by their amplitude. Especially ocular artefacts
can induce potentials far larger than relevant brain signals. These types of large amplitudes can, there-
fore, easily be removed by setting a simple threshold. This threshold has to be determined by visual
inspection of the data because an appropriate one can vary a lot between measurement setups and
recording sessions. If the data is similar enough over different recording sessions, a single threshold
can be chosen for all the data from the same measurement setup. Thresholds for the other detection
methods have to be determined this way as well.
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One of these other methods is a slightly more sophisticated version of threshold detection. This al-
gorithm does not set a threshold for an absolute value but for the difference between the highest and
lowest value within the epoch. This works slightly better in some cases due to two reasons: some
artefacts cause both a positive and negative peak, and it accounts for the normal brain activity being a
bit higher or lower, which can dampen the artefact’s absolute amplitude.

Combining these two fairly simple functions can remove most epochs that contain very apparent arte-
facts. Some smaller artefacts may go undetected, but those also distort the signal less and can be
partially averaged out in the next step.

2.2.6. Averaging
As mentioned above, an individual event-related potential is almost never visible because other brain
activity often has a larger amplitude. This other brain activity is, however, not time-locked to the epoch,
while the ERP waveform is. This means that when the signal is averaged, the brain activity unrelated
to the stimulus onset time cancels out.

Before averaging another step is necessary, which is baseline correction. The ERP waveform can
have a superposition on the other brain processes. These other processes should cancel out as stated
before, except for when there are trends spanning multiple epochs, such as the signal slowly drift-
ing towards a higher or lower value. To correct for this, baseline correction takes the average signal
amplitude before the stimulus onset and subtracts this from the entire epoch:

x(p)i = x(p)i − 1

Tpre-stimulus

0∑
t=−Tpre-stimulus

x
(p)
i (t), (2.3)

where Tpre-stimulus is the number of samples in the epoch before the stimulus, and x(p)i is the signal over
time for channel i and epoch p. After this step, the averaging over different epochs is quite straightfor-
ward:

x̄i =
1

P

I∑
p=1

x(p)i , (2.4)

where x̄i is a vector containing the average epoch for channel i, and x(1)i , x(2)i , ..., x(P )
I are the individual

epochs for channel I.

2.3. Event Related Potential Analysis
Ever since the ERP was discovered, researchers have been analyzing this signal. This research mainly
focuses on studying brain processes, especially in the time domain, and cognitive disorders [44]. Tra-
ditionally, most ERP research on disorders was done by comparing the timing and amplitude of ERP
components- [3, 45–50]. This has already provided vital information on these disorders, but compo-
nents have more properties than just their delay and amplitude. These statistics do not provide enough
precision to classify individual subjects and need relatively large sample groups to find these differ-
ences, so there is a need for better feature extraction and classification. In recent years, there have
been many advancements in this field. Some of the commonly used methods that are relevant to this
thesis are briefly outlined in this section.

2.3.1. Principal Component Analysis
Principal component analysis is a commonly used feature extraction method, often applied as a step be-
fore amachine learning classification algorithm. The idea behind PCA is to transform amatrix X ∈ RI×f ,
containing I samples with f features, such that the variance over the samples is maximized for as lit-
tle features as possible. This is achieved by computing the covariance matrix of X and applying an
eigenvalue decomposition. This results in both eigenvectors and eigenvalues. The eigenvectors are
the new feature vectors that can be used for e.g. classification, and the eigenvalues are an indication
of how much variance is explained by the corresponding eigenvector. By dividing each eigenvalue by
the sum of all eigenvalues, the percentage of the total variance for each feature is obtained.
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This is very useful for data with a huge amount of features or data points, such as EEG data, be-
cause a reduced amount of features can prevent overfitting. The use of PCA in feature extraction has,
for instance, been shown in combination with a Bayesian classifier by Sun et al. [51] and k-nearest
neighbour by Palaniappan et al. [52]. An overview of how PCA can be applied to ERP data is provided
by Dien [53]. It is important to note that PCA is often applied as a first tool in feature extraction and
classification, but very rarely used on its own.

2.3.2. Linear Discriminant Analysis
Just like PCA, linear discriminant analysis (LDA) is a commonly used method to extract features based
on a transformation of the feature space. It is also called Fisher discrimination analysis (FDA) in some
literature when only two classes are present. The transformation done by LDA can be used when all
samples in the data belong to a certain class. LDA is also a bit like PCA in the sense that it tries to
increase variance, but in this case not for all samples but between the different classes. The variance
of all samples within a class is minimized on the other hand. This means in the new feature space,
samples from the same class are more similar while the different classes are better distinguishable.

The way this works is by first calculating two scatter matrices, the between-scatter matrix Sb and the
within-scatter matrix Sw. They are calculated as:

Sb =

C∑
c=1

nc(x̄c − x̄)(x̄c − x̄)T ,

Sw =

I∑
c=i

(xi − x̄c)(xi − x̄c)T ,
(2.5)

where c is one of C different classes, nc is the number of samples in class c, xi is a vector containing
the features of one sample, x̄c contains the average features of all samples within class c, and x̄ is a
vector with the average features of all samples. The larger the differences between the class averages,
the larger the values in Sb will be, and the larger the differences of samples within a class the larger
the values in Sw will be. To better discriminate between classes, LDA aims to find a projection matrix
that can be applied to the data X = [x1, x2, . . . , xI ]. Just like in PCA, the projection matrix U is found
using an eigenvalue decomposition. To deal with both scatter matrices instead of a single covariance
matrix, the generalized eigenvalue decomposition (GEVD) is used:

SbU = SwUΛ, (2.6)

where U ∈ Rf×f contain the eigenvectors and Λ contains the corresponding eigenvalues. To reduce
the number of features, the matrix U can be reduced by only keeping the eigenvectors corresponding
to the R largest eigenvalues, resulting in U ∈ Rf×R.

Effectively applying LDA on EEG and ERP data has been demonstrated [54, 55]. The downside is,
however, that LDA is ill-suited for datasets containing many features and few samples. This is why LDA
is often used in combination with other feature reduction or selection techniques in these cases [56],
such as PCA [51]. Another solution to the small dataset problem is adding a regularization term, which
was used on EEG data by Peterson et al. [57].

2.3.3. K-Nearest Neighbours
A topic that has gained huge attention in many fields of research is machine learning. This is also the
case for EEG and ERP studies [58]. Especially the simpler ML models are suitable for EEG research,
because of the limitations in sample sizes. The model most relevant to this thesis project is described
below.

The k-nearest neighbours (KNN) algorithm is fairly simple. When a new sample has to be classified,
the k nearest samples from the training data are identified. The new sample is then classified as being
the same class as the majority of the k neighbours. In higher dimensional spaces, there are several
methods to define the distance between points and, therefore, which samples are closest to each other.
The most commonly used is the Euclidean distance.
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KNN has also been applied for EEG classification [59–63]. The main advantages of KNN in this field
of study are its suitability for low sample sizes and low computational complexity.

2.3.4. Regression
Machine learning cannot only be used for classification but also for regression when the desired output
is not a class but instead a continuous variable. This means the output of the model will be an approx-
imated outcome based on certain inputs. There are many different types of regression models. Most
of them are based on finding parameters for a specified set of functions that provide a good fit for the
training data. This is often done by minimizing a cost function, that can for instance be mean square
error (MSE):

min
w

1

N
||y− f(X,w)||22, (2.7)

where N is the amount of training samples, y a vector containing the outputs of the training data, X
contains multiple inputs for each training sample and w are the weights of function f(x). This is just
one example of how a regression model can be made, but there is an infinite amount of variations on
this by using different loss functions, constraints and functions. Often a regularization term is added to
the minimization problem to prevent overfitting the function to the training data.

2.3.5. Tensors
A growing field of research is that of tensors and tensor networks. Tensors are data structures, just like
scalars, vectors and matrices, but of a higher order. So where a matrix is always of size A×B, a tensor
can have a size I1 × I2 × ... × IN , where In is called a mode and the order is N . Many types of data
are naturally occurring in this form, such as video (vertical pixels × horizontal pixels × timeframes) or
library indexing (floor × bookcase × shelf × book position). Most methods of analyzing these types
of data are, however, based on vectors and matrices. To still be able to use feature extraction and
machine learning, the higher order data is often “flattened” into vector form, but by doing this valuable
information on the relation between variables can get lost. Dealing with tensors directly does not have
this disadvantage, so it is becoming increasingly popular.

In the study of EEGs and ERPs, tensors are becoming more common as well [64]. An ERP can
be written in tensor form in various ways, e.g. Zhao et al. [65] uses a tensor with modes channel ×
time × frequency × subject. Bonab et al. [66] use a tensor with modes channel × time × trial in order
to denoise ERP waveforms. The ability to deal with tensors directly, instead of vectorizing, in these
and most other tensor studies comes from some uncommon mathematics that are used. In addition,
tensor decompositions are also often used when dealing with this data type. A brief overview of tensor
notation and mathematics is therefore provided below. A short introduction to two of the most common
tensor decompositions can also be found in this section.

Tensor Notation andMathematics: The following notations are used to distinguish between different
types of arrays in this report:

• scalars are denoted as lowercase letters: x,
• vectors are denoted as bold lowercase letters: x,
• Matrices are denoted as bold uppercase letters: X,
• Tensors are denoted as underlined bold uppercase letters: X.

The following operations for tensors A,C ∈ RI1×I2×...×IN and B ∈ RIk×Il are commonly used:

• vec(A) vectorizes a tensor: A ∈ RI1×I2×...×IN → A ∈ R1×I1I2...IN ,
• A(k) denotes the mode-k matricization: A ∈ RI1×I2×...×IN → A(k) ∈ RIk×I1...Ik−1Ik+1...IN ,

• A×k B is the mode-k product: (A×k B)i1...ik−1ilik+1...iN =
∑Il

ik
ai1i2...iN bikil ,

resulting in Y ∈ RI1×...×Ik−1×Il×Ik+1×...×IN .
• A×l

k B is the mode-k, l-product: (A×l
k B)i1,...,ik−1,ik+1,...,il−1,il+1,...,iN

=
∑Ik

ik=1

∑Il
il=1 Ai1,...,ik,...,il,...,iN

· bik,il , resulting in Y ∈ RI1×...×Ik−1×Ik+1×...×Il−1×Il+1×IN .
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Figure 2.5: Visualization of CPD decomposition of tensor with three modes.

• ||A||F is the Frobenius norm: ||A||2F =
∑I1

i1=1

∑I2
i2=1 ...

∑IN
iN=1 a

2
i1,i2,...,iN

• ⟨A,C⟩ is the inner product: ⟨A,C⟩ =
∑I2

i2=1 ...
∑IN

iN=1 ai1,i2,...,iN ci1,i2,...,iN

Tensor decompositions: Two basic and very commonly used tensor decompositions are the canon-
ical polyadic decomposition (CPD), which is sometimes called PARAFAC or CANDECOMP, and the
Tucker decomposition (TD).

Canonical Polyadic Decomposition: The CPD is a very useful tool in signal processing, because it
can decompose a tensor into rank R outer products of vectors:

X =

R∑
r=1

λrb(1)
r ◦ b(2)

r ◦ ... ◦ b(N)
r + E. (2.8)

In this equation, N denotes the order of X, λr are scalars, and E is an error term. This error is added
because not all tensors can be perfectly decomposed as a rank R decomposition. A visualization of
the CPD written as vector outer products is shown in Figure 2.5. The CPD can also be written in terms
of a super diagonal tensor Λ, containing the scalars λr, and matrices:

X = Λ×1 B(1) ×2 ...×N B(N) + E. (2.9)

The CPD can also be denoted as:

X = JΛ;B(1),B(2), ...,B(N)K. (2.10)

The CPD is essentially unique under mild conditions [67]. Applying CPD is often used to extract useful
features from a tensor, which can be applied to ERP data as well [64,68].

Tucker Decomposition: The Tucker decomposition is a bit similar to the CPD, it can also be written
as Eq. 2.9, but the superdiagonal tensor Λ is replaced by a core tensor G:

X = G×1 B(1) ×2 ...×N B(N). (2.11)

The matrices B(n) are called the factor matrices. If X ∈ RI1×I2×...×IN , then G ∈ RR1×R2×...×RN and
B(1) ∈ RR1×I1 ,B(1) ∈ RR2×I2 , ...,B(N) ∈ RRN×IN . The sizes of modes R1, R2, ..., RN are called the
ranks of the decomposition and can have different values. For the TD there is no constraint on the core
tensor, meaning the uniqueness from the CPD is not the case for the TD. A visualization of the Tucker
decomposition is shown in Figure 2.6.

TDs are used for studying EEGs as well. Zhao et al. [65] use a variant of the TD called multilinear
singular value decomposition. In [64] the TD is compared to the CPD with applications in EEG signal
processing.

2.3.6. Discussion
There are many different ways in order to analyze EEG and ERP data. The classical way of using ERP
components peak and latency can show there is a difference in cognitive processing for some disorders.
This is, however, only visible when looking at groups, and not often for individual subjects. By selecting
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Figure 2.6: Visualization of Tucker decomposition for tensor with 3 modes.

and extracting features using linear algebra methods, such as PCA, LDA, and ICA, classification of
specific brain activity with reasonable accuracy becomes possible for individual patients [69–73]. The
classification using these features is often performed by machine learning models. These methods do,
however, often not take into account the naturally forming tensor data structure of ERP measurements.
Tensor networks have also gained popularity for analyzing EEG and ERP signals and have proved very
useful for both analysis and classification.

For this thesis, the tensor data structure of ERP measurements will be further explored. Since LDA is
a very useful tool for classification, but also to find features on which the classification is based, higher
order extensions to this algorithm can be very well suited for EEG data. There is already literature
available on this [74–78], with some studies specifically for EEG signals [79, 80]. These tools can
prove very useful for classifying the different disorders measured at the EMC, as well as finding the
features that distinguish the disorders. In order to find relations between the ERP signals and cognitive
development, regression can be used. Although originally limited to vectors and matrices, methods
for tensor regression have also been developed [81–85]. Both higher-order discriminant analysis and
tensor regression will be further explained in the methodology chapter, along with how they are applied
to the KHL measurements.



3
ERP Analysis

Before moving on to more advanced techniques to analyse the measurements from the child brain
facility, it is wise to first study the ERP waveforms. These waveforms are generated by the method
described in Section 2.2. In this chapter, a short description of the data received by the KHL will be
given. Then the ERP plots coming from this data will be shown and discussed in the subsequent
sections of this chapter.

3.1. Data from KHL
In total, 54 subjects are measured at the KHL at the time of the analysis for this thesis. For some
of these subjects, one of the two tests was cut short or cancelled altogether because sitting still and
listening to a harsh sound was not easy for some children. In the processing pipeline, a selection of
“bad” epochs was made. Subjects that had more than 40% of their epochs removed are excluded for
further analysis in order to prevent low-quality ERPs from polluting the average waveform. This results
in 31 subjects having produced a successful MMN measurement and 14 subjects for the ACC. The
number of successful ACC measurements is lower, which is likely due to the constant ACC tone is
more unpleasant for the children to listen to, resulting in more head movements and shorter trials.

3.2. Mismatch Negativity Waveforms
In this section, the average of all MMN waveforms, called the grand average (GA), will be discussed,
as well as the average per disorder.

3.2.1. Grand Average
The resulting ERPs from the MMN experiment can be seen in two figures. Fig. 3.1 shows the waveform
produced by the regular stimulus, as well as the waveforms produced by the deviants. The figures
indicate that the measurements were successful because they show similarities to what is expected
from the literature. Two large peaks are the main interesting thing, a positive one around 80 ms and
a negative one around 250 ms. these are visible for both the regular and deviant stimuli. The two
frequency deviants look very similar, which is also something that would be expected. The duration
of the deviant waveform deviated from the original waveform a bit later, which is due to the fact that it
takes 50 ms longer for the brain to register this stimulus as different.

From the four different ERP waveforms, the three MMN waveforms can be made. These are the
differences between the regular ERP and the deviants. The resulting difference waveforms can be
seen in Fig. 3.2.

3.2.2. Average per Disorder
The grand average of all subjects indicated that the measurements at the KHL were successful, so in
this section, the measurements are used to see if any conclusions can be drawn about the differences
between the various disorders. For surveyability, this analysis is done at the Fz electrode because this

15
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Figure 3.1: Grand average ERP of 31 subjects that resulted in successful MMN measurement. The columns indicate
measurements from different electrodes, and the rows show either the regular stimulus (1000 Hz, 100 ms) or the regular

stimulus with a deviant that has either a different tone or duration.
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Figure 3.2: Mismatch negativity waveforms at different electrodes. These difference waveforms are made by subtracting a
deviant ERP from the regular stimulus (1000 Hz, 50 ms).

is the centrally placed electrode, and no big differences between electrodes were seen in the GA.

In Fig. 3.3 an overview is given of the regular and deviant ERPs, averaged for each disorder. By
looking at this overview, a few conclusions can be made before looking at the different waveforms.

• Crouzon, MS and brain overgrowth syndrome have a low number of subjects. This could mean
that abnormalities in the waveforms of these disorders can be caused by a single subject, making
it not representative of the disorder in general.

• In general, there are a lot of places where the standard errors of the regular and deviant stimuli
overlap. At these places, drawing conclusions from the difference waveforms is impossible.

With these considerations in mind, a look can be taken at Fig. 3.4. This figure shows a clearer overview
of the different disorders in the form of the MMN difference waveforms, along with the grand average.
For Sturge-Weber, crouzon and stuttering, no effect of the disorder on the MMNwaveform are expected
based on the literature. Comparing these disorders with each other and the grand average, this ap-
pears to be true for the KHL measurements as well. GRIN/GRIA is also fairly similar to these disorders,
but the negative component at 200 ms has a higher amplitude than in most other waveforms. the brain
overgrowth average also stands out from the other ERPs, but these differences cannot be reliably at-
tributed to the disorder itself due to the low number of subjects.

GRIN/GRIA and Sturge Weber are both disorders with a relatively large number of subjects for the
MMN measurements. This results in a waveform in which the N1 component is clearly distinguish-
able, making it possible to compare amplitudes and delays. In Fig. 3.5 the amplitude and delay of the
average waveforms for both these disorders are shown. Because there is a bit of skewness in both
components, the delays of the peaks are not representative of the whole component. It is, therefore,
more interesting to look at Fig. 3.6; in this figure, the delay and amplitude of the “centre of gravity” of
the component are shown.
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Figure 3.3: Overview of regular ERPs and deviant ERPs, averaged for each disorder. The averages were constructed using 7
subjects for spina bifida, 8 for GRIN/GRIA, 8 for Sturge Weber, 3 for crouzon, 2 for MS, 4 for Persistent stuttering and 2 for

brain overgrowth syndrome.
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Figure 3.4: Average MMN waveform for each disorder and the GA.



3.2. Mismatch Negativity Waveforms 20

Figure 3.5: average MMN waveforms at Fz for subjects with GRIN/GRIA and Sturge Weber. The amplitudes and delays of the
peaks of the N1 component are noted in the figure.

Figure 3.6: average MMN waveforms at Fz for subjects with GRIN/GRIA and Sturge Weber. The average amplitudes and
delay of the shaded area that corresponds to the N1 component are noted.
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Figure 3.7: Grand average waveform ACC waveform of 11 subjects, shown for five electrodes.

3.3. Acoustic Change Complex Waveforms
In this section, the grand average waveform of the ACC ERPs is discussed first. The averages of the
various disorders are shown as well and compared with each other and the GA.

3.3.1. Grand Average
The grand average of all successful ACC trials can be seen in Fig. 3.7. The baseline correction before
averaging is done using the signal between 1900-2000 ms because the waveform before 0 seconds
still shows some effects from the acoustic change at 2000 ms. The quality of this GA is a bit lower than
that of the MMN due to the lower number of subjects used in the averaging. Nevertheless, a clear ACC
effect can be seen after 2000 ms, when the frequency changes from 1000 to 1100 Hz. The effect at
0 ms is also apparent in some electrodes, although it is less clear. This is not surprising because at
t = 0, the change from 1000 to 1100 Hz happened only 500 ms ago, and the longer the inter-stimulus
time, the larger the ACC effect is [86].

3.3.2. Average per Disorder
Looking at the ERPs of the different disorders in Fig. 3.8, there are some clear differences between
the disorders. These differences are, however, not that reliable due to the low number of subjects per
disorder. For brain overgrowth syndromes, there are no subjects that have a successful measurement.

Looking at the disorders where no difference from healthy subjects is expected, they are not as similar
as for the MMN measurements. Sturge-Weber syndromes ERP and Persistent stutterings ERP both
have a large negative-going peak around 2200 ms stimulus, but crouzons shows no effect. It is inter-
esting to note that GRIN/GRIAs average shows a large positive going peak before going down again.
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Figure 3.8: Average ACC waveform for subjects with the same disorder, measured at the Fz electrode.

Nevertheless no reliable conclusions can be made from these ERPs due to the low number of subjects
per disorder.

3.4. Relation MMN and ACC Waveforms
When comparing the ERPs from both experiments that are performed at the KHL with each other, some
careful conclusions can be made. Most disorders show no significant differences from each other; in
MMN, this is due to the ERPs being quite similar, and for ACC, this is due to the low number of subjects
and, therefore, unreliable average. In ERPs for both experiments, the disorders that should have no
effect are quite similar to each other, although this is not the case for the ACC average of crouzon. The
most interesting observation is the large amplitude in GRIN/GRIA, which happens around 200 ms in
the MMN ERP and around 2100 ms in the ACC ERP.

3.5. Discussion
The grand averages of both the MMN and ACC waveforms show that the measurements results in
some ERP components that are expected from literature. When looking at the differences between the
various disorders however, no clear conclusion can be made especially for the ACC averages. The one
disorder that stands out compared to the others in both the MMN and ACC waveforms is GRIN/GRIA.
More interesting observations can hopefully be made by using more advanced analysis techniques
described in the next chapter.



4
Methodology

Both discriminant analysis and regression algorithms are developed to deal with samples with their
features described in a vector. When data naturally occurs as a tensor, using these methods requires
the data to be flattened to a vector. Because valuable information on the relations between variables
gets lost by this operation, this thesis aims to explore methods for classification and regression that
can directly operate on a tensor. The algorithms used in this project can be divided into two categories:
tensor discriminant analysis and tensor regression. Tensor discriminant analysis is used to find linear
transformations that make it easier to distinguish the different disorders. The accuracy of classifying the
disorders in individual subjects can be studied for these projections. Alternatively, regression models
should be used when the problem at hand does not involve binary classification or categorical variables
but instead involves a continuous outcome variable. Such a model aims to estimate one or more output
variables based on a (tensor) input.

This chapter first discusses discriminant analysis, starting with a simple algorithm. Alternatives and
extensions to this algorithm are also described in the same section. For tensor regression, a basic
model is also given, which is also extended using assumptions about the KHL data.

4.1. Discriminant Analysis for Tensors
In Chapter 2, linear discriminant analysis is already introduced. This method aims to find a projection
matrix that can be applied to a matrix containing subjects from different classes with some features to
better distinguish them in a lower dimensional space. For LDA, these features have to be in the form
of vectors, which, stacked together, form a matrix. Different algorithms have to be used when the data
is given in tensor form, as is the case for the KHL data. This chapter describes a fairly basic extension
of LDA to tensors called higher-order discriminant analysis (HODA). This algorithm results in several
projection matrices, and by applying constraints to these projection matrices, two alternative algorithms
are described as well.

In this thesis, the classes c ∈ {1, 2, . . . , C} that have to be predicted are the various disorders of
the subjects. The modes of the input tensors vary a bit depending on the experiment and possible
alterations of the input, but are in general time, electrodes and experiment.

4.1.1. Higher Order Discriminant Analysis
Discriminant analysis for higher-order data was first developed by Yan et al. [74], and this is a form of
multilinear discriminant analysis (MLDA). In their research, they coined the term discriminant analysis
with tensor representation (DATER), but in later research, the term higher order discriminant analysis
is used more often. They proposed a method to find a series of projection matrices U1 ∈ RI1×I′

1 ,U2 ∈
RI2×I′

2 , ...,UK ∈ RIK×I′
K that can reduce the size of a tensor containing the features of a subject

X ∈ RI1×...×IK :
X′ = X×1 U1 ×2 U2 ×3 ...×K UK , (4.1)

23
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Figure 4.1: Visualization of feature reduction using higher order discriminant analysis on a third order tensor.

where X′ ∈ RI′
1×...×I′

K is a mapping of the features that contain the most valuable information for
classification. This operation is visualized in Fig. 4.1.

The optimization problem that is solved for U1,U2, ...,UK to find these factor matrices is the following:

(U∗
k|Kk=1) = arg max

Uk|Kk=1

∑C
c nc||X̄c ×1 U1 ×2 ...×K UK − X× U1 ×2 ...×K UK ||2∑I
i ||Xi ×1 U1 ×2 ...×K UK − X̄ci

×1 U1 ×2 ...×K UK ||2
. (4.2)

This problem is solved for I subjects in C different classes. Xi is a tensor for a single subject, X̄c is a
tensor containing the features averaged for all subjects in class c, X̄ci

is the class average of the class
to which subject i belongs, and X̄ contains the average features of all subjects. Eq. (4.2) cannot be
solved analytically for all Uk at once, but it can be solved by iterating over each Uk. At every iteration,
this is done by using the between scatter matrix Sb and within scatter matrix Sw:

Y(k),i = Xi ×1 U1 ×2 ...×k−1 Uk−1 ×k+1 Uk+1 ×k+2 ...×K UK ,

Sb =

∏
o ̸=k Io∑
j=1

Sj
b, Sj

b =

C∑
c=1

nc(Ȳ
j
(k),c − Ȳj

(k))(Ȳ
j
(k),c − Ȳj

(k))
T ,

Sw =

∏
o ̸=k Io∑
j=1

Sj
w, Sj

w =

I∑
i=1

(Yj
(k),i − Ȳj

(k),ci)(Y
j
(k),i − Ȳj

(k),ci)
T ,

(4.3)

where Ȳ(k),ci and Ȳ(k),c are the features averaged over each subject in a certain class, Ȳ(k) contains
the average features over all subjects and j indicates a column slice, as illustrated in Fig. 4.2. Y(k),i is
similar to X′, but the projection matrix is not applied to mode-k.

When the scatter matrices have been found, they can be used to find Uk by solving:

arg max
Uk

UT
k SbUk

UT
k SwUk

, (4.4)

which can be done using the generalized eigenvalue decomposition (GEVD):

SbUk = SwUkΛk. (4.5)

When using the GEVD to find Uk, the projection matrices that are found maximize the trace of Eq. (4.4).

In order to prevent ill-conditioned matrices and make sure the solution converges, a regularization
term times the identity matrix has to be added to both scatter matrices:

S′
b = Sb + λI,

S′
w = Sw + λI.

(4.6)
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Figure 4.2: Visualization of the vectors used to compute the within- and between-scatter matrices in HODA. This is an
example in the case of a third-order tensor, for which U1 is calculated.

This λ is found by inspecting the values in λk and the convergence of U1, . . . ,UK . This results in a
range of possible values that seem suitable; these values are then used in a parameter sweep to find
the λ for which the classification rate is the highest.

Algorithm 1 Higher Order Discriminant Analysis
Input: c ∈ RI0 , X ∈ RI×I1×...×IK , R, λ, stopping criterion
Output: X’, U1 ∈ RI1×I′

1 ,...,UK ∈ RIK×I′
K

Initialisation : U1 → I ∈ RI1×I′
1 ,...,UK → I ∈ RIK×I′

K

1: while stopping criterion is not reached do
2: for k = 1 to K do
3: Y = X ×1U1×2, ...,×k−1Uk−1 ×k+1 Uk+1, ...,×KUK

4: Sb =
∑∏

o ̸=k Io
j=1 Sj

b, Sj
b =

∑Nc

c=1 nc(Ȳ
j
(k),c − Ȳj

(k))(Ȳ
j
(k),c − Ȳj

(k))
T

5: Sw =
∑∏

o ̸=k Io
j=1 Sj

w, Sj
w =

∑I
i=1(Y

j
(k),i − Ȳj

(k),ci)(Y
j
(k),i − Ȳj

(k),ci)
T

6: Sb = Sb + λI, Sw = Sw + λI
7: Solve: SbUk = SwUkΛk, Uk ∈ RIk×I′

k , for Uk

8: end for
9: end while
10: X′

i = Xi ×1U1×2, ...,×KUK

The ranks R in this algorithm that determine the size of the matrices U1, ...,UK can be either set as an
input or be determined based on the eigenvalues found in Λk. This second method is used in the im-
plementation of this thesis. When inspecting the eigenvalues, they are mostly the same value except
for a few lower ones and a few higher ones. The eigenvalue amount higher than the median value
determines the rank I ′k, and the corresponding eigenvectors are used to construct Uk.

In order to have Matlab perform the algorithm described by [74] quicker, another implementation is
made for this thesis. The scatter matrices can also be computed using matrix products instead of a
large number of summations. To do this a matrix C ∈ RI×C is made:

C =
[

1
n1
c1 1

n2
c2 . . . 1

nC
cC

]
, (4.7)

where cc are column vectors of length I, with ones if element i belongs to class c and zeros oth-
erwise. The input tensors Yi are all concatenated for the faster implementation, creating a tensor
Y ∈ RI×I′

1×...×Ik×...×I′
K . Using the matrix C and the mode-1, k-matricization of Y, tensor Y(1,k), it is
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Figure 4.3: Applying singular value decomposition can be used to reduce computational complexity to find scatter matrices

possible to efficiently calculate two tensors YSb and YSw:

YC = Y(1,k) ×1 C

YSb
= YC − Y(1,k) ×1 [

1

N
1 . . . 1

N
1], with [

1

N
1 . . . 1

N
1] ∈ RN×C

YSw
= Y(1,k) − YC ×1 [c1, c2, ..., cC ]T .

(4.8)

These tensors can be used to compute the scatter matrices as follows:

Sb = (YSb
×3 YSb

)×3
2 I

Sw = (YSw
×3 YSw

)×3
2 I

(4.9)

Solving these equations can still be computationally complex when the third mode of the tensors YSb

and YSw is large. The length of this mode is
∏

o ̸=k Io. In these cases, the size can be reduced by per-
forming a singular value decomposition on Y(1,k), this results in the same scatter matrices as illustrated
by Fig. 4.3. This method uses the fact that:

VT IV = I, (4.10)

because VT is orthonormal. Due to the implementation of certain functions with varying computational
complexities, it is hard to determine the computational benefit of this extra step, computing the singular
value decomposition (SVD). By comparing the average time it takes to run each version of the algorithm,
the singular value decomposition reduced the runtime for applying HODA on the simulations described
in the next chapter (Ch. 5). The time difference between the two methods becomes larger when the
reduced mode sizes I ′k are larger.

HODA can also be applied to larger tensors that can account for more relations between features and
the class. An efficient method to do this is by adding an extra mode to the tensor in which extra features
are added. These features can, for instance, be computed using the radial basis function (RBF), which
is often used in machine learning to map data to higher non-linear space. This function can be applied
to any combination of samples:

K(xi, xj) = exp(
(xi − xj)

2

σ
), (4.11)

where sigma is a parameter that can be tuned. In this thesis, σ will be set to one. If nonlinearities are
of importance, it is very likely that this will be the case in the time domain. A tensor that contains this
rbf kernel can be constructed by applying the Kernel function to each row of X(t).

Another interesting method of altering the input, is by applying the wavelet transform. This transform
is a bit like the short-time Fourier transform in the sense that it can find frequency components at cer-
tain times. The advantage of the Wavelet transform over the Fourier transform is that it considers the
trade-off between accuracy in the time or frequency domain by finding high frequencies with high time
precision and low frequencies with low time time precision. The implementation used for this project is
the continuous wavelet transform function in Matlab, “cwt()”, with the default settings. The frequency
bands in the WT are often set so that they overlap with the frequency bands often observed in EEG
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Figure 4.4: Visualisation of how rbf and Wavelet are incorporated in tensor. (a) The tensor for a subject. (b) The vector for a
single electrode. (c) The Wavelet or rbf can be applied to the vector, resulting in a matrix. (d) For each electrode the matrices

can be concatenated, resulting in a tensor with an extra mode.

Figure 4.5: Example of how a mode-2 tensor, or matrix, is segmented in the time domain. This results in a mode-3 tensor.

research, but due to the averaging of the trials, these waves are averaged out. These operations can
only be applied to vectors. How they are implemented in the case of a mode-2 tensor is shown in Fig.
4.4. This method can also be applied to higher-order tensors; the time vector in the second step is then
not only taken for each electrode but also for each electrode-stimulus combination.

A final method used to change the input tensor in this thesis is the use of segmentation in the time
domain. Boussé et al. [87] state that this can be useful for large tensors. In this research, it is not
discussed whether this is also useful in combination with HODA. An illustration of how this segmentation
is done can be seen in Fig. 4.5 for the case of mode-2 tensor. This operation results in an extra mode
to the tensor, but the amount of entries in the tensor remains the same.

4.1.2. Sparse HODA
The expected differences in the ERP effect between different disorders are likely to occur in specific
components of the ERP waveform. Time samples of brain regions that are unrelated to these differ-
ences should theoretically not be taken into account when transforming the tensor to lower dimensions.
To make sure these irrelevant features will go to zero, a sparsity constraint can be introduced as for-
mulated by Wen et. al. [88]:

||Q||2,1 =

k∑
i=1

√√√√ m∑
j=1

q2i,j , (4.12)

where Q is the projection matrix used in LDA. This constraint uses the l1-norm, which is often used to
induce sparsity [89], on the l2-norm of the rows ofQ. The l2-norm of the rows corresponds to the weight
that is given to feature i, so by constraining these norms to be sparse some features will not be given a
weight when the data matrix is reduced in size. For this thesis robust sparse linear discriminant analysis
(RSLDA) ofWen et al. [88] is combined with HODA developed by Yan et al. [74]. This combination starts
by changing the constraint in Eq. 4.12 into:

||Uk||2,1 =

Ik∑
i=1

√√√√√∏K
o ̸=k Io∑
j=1

u2
ki,j

. (4.13)
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This constraint can be added when one or more of the projection matrices Uk. The matrices Uk can be
iteratively solved in the same manner as the LDA optimization problem in [88] is solved:

min
Pk,Uk,Ek

Tr
(
UT

k (Sw − uSb)Uk

)
+ λ1∥Uk∥2,1 + λ2∥E∥1

s.t. Y(k) = PkUT
k Y(k) + Ek, PT

k Pk = I,

where Sw and Sb are defined by Eq. 4.3, Pk matrices that can transform the reduced tensor back to
the original, and Ek is an error term. The trace operator and the function to which it is applied in the
objective function is a rewritten form of Eq. 4.4, with u added as a parameter to balance the importance
of the two scatter matrices. A solution to this problem can be found by transforming it into its Lagrangian
form:

L(Pk,Qk,Ek,νk) = Tr(UT
k (Sw − uSb)Uk) + λ1||Uk||2,1 + λ2||Ek||1

+ ⟨νk,Y(k) − PkUT
k Y(k) − Ek⟩

+
β

2
||Y(k) − PkUT

k Y(k) − Ek||2F ,

(4.14)

where ν is the Lagrangian multiplier and β a penalty term. A solution to this problem can be found by
iteratively solving for Uk, Pk, Ek and Y. This iteration is repeated each time a matrix Ut, the projection
matrix corresponding to the time mode, has to be computed in HODA. Because it is expected that the
differences between the classes in the other modes are not sparse, projection matrices corresponding
to these modes are found the same way as in HODA. The algorithm described above can be found in
algorithm box 2. In this algorithm box, a few variables are present that are not mentioned above. The
matrix D is used to find the projection matrix Uk:

D =


1

||u1||2 0 . . . 0

0 1
||u2||2 . . . 0

...
...

. . .
...

0 0 . . . 1
||uIk

||2

 , (4.15)

where uik are the row vectors of Uk. This matrix D is used to calculate Uk as follows:

Uk = (2(Sw − uSb) + λsparseD+ β)−1. (4.16)

To calculate Pk, The matrix M is used:

Pk = UVT

U,Σ,VT = svd(MY(k)Uk)

M = Y(k) − Ek +
νk

β
.

(4.17)

This algorithm will be referred to as sparse higher-order discriminant analysis (SHODA) in this thesis.

4.1.3. Block sparse HODA
When there are differences in the EEGs of the different disorders, we expect these to occur during
certain components. These components are not only sparse in time but also span several consecutive
time samples. This is why the assumption is made that a block sparse constraint on the projection
matrix related to time can lead to a more optimal solution. The implementation of this block sparse
constraint is very similar to that of the sparse constraint, but ||Uk||2,1 is computed in a different manner:

||Uk||2,1 =

Bk∑
b=1

√√√√√ Sk∑
s=1

∏N
n ̸=Ik

Ik∑
j=1

u2
ki,s,j

. (4.18)
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Algorithm 2 Sparse Higher Order Discriminant Analysis (SHODA)
Input: c ∈ RI , X ∈ RI×I1×...×IK , R, λ, stopping criterion
Output: X’, U1 ∈ RI1×I′

1 ,...,UK ∈ RIK×I′
K

Initialisation : U1 → I ∈ RI1×I′
1 ,...,UK → I ∈ RIK×I′

K

1: while stopping criterion is not reached do
2: for k = 1 to K do
3: Y = X ×1U1×2, ...,×k−1Uk−1 ×k+1 Uk+1, ...,×NUK

4: Sb =
∑∏

o ̸=k Io
j=1 Sj

b, Sj
b =

∑Nc

c=1 nc(Ȳ
j
(k),c − Ȳj

(k))(Ȳ
j
(k),c − Ȳj

(k))
T

5: Sw =
∑∏

o ̸=k Io
j=1 Sj

w, Sj
w =

∑I
i=1(Y

j
(k),i − Ȳj

(k),ci)(Y
j
(k),i − Ȳj

(k),ci)
T

6: Sb = Sb + λI, Sw = Sw + λI
7: if Ik = It then
8: Solve: SbPk = SwPkΛk, Pk ∈ RIk×I′

n

9: while stopping criterion is not reached do
10: Initialisation : Uk = 0,Ek = 0, β = 0.1, ρ = 1.01, βmax = 105, u = 10−4

11: Solve Uk = (2(Sw − uSb) + λsparseD+ β)−1

12: Solve for Pk = UVT where U and VT are obtained from SVD(MY(k)Uk)
13: Solve Ek = shrink(E0, e)
14: Solve ν = ν + β(Y(k) − PUT

k Y(k) − E), β = min(ρβ, βmax)
15: end while
16: else
17: Solve: SbUk = SwUkΛk, Uk ∈ RIk×I′

n , for Uk

18: end if
19: end for
20: end while
21: X′

i = Xi ×1U1×2, ...,×KUK

Here, the projection matrix has columns split over Bk blocks of a size of Sk. Using this new constraint
can be implemented by changing the SHODA algorithm. ThematrixD has to be calculated using blocks
of the matrix Uk, that are written as Ub:

D =


1

||Uk,1||F 0 . . . 0

0 1
||Uk,1||F . . . 0

...
...

. . .
...

0 0 . . . 1
||Uk,Bk

||F

 . (4.19)

The block size is determined by the shortest component length, which is the N1 component in the
simulation. This component lasts around 20 ms, or 5 time samples. The resulting algorithm is referred
to as block sparse higher order discriminant analysis (BSHODA) in this thesis.

4.2. Tensor Regression
As described in Section 2.3.4, the goal of regression is to find a function that has the best fit for a
system’s behaviour. This is often done by first selecting a function or a set of functions, and then using
training data to optimize the parameters of this function. In the usual case, these functions have a
scalar or a vector as input and output, but when data occurs in higher order, this is not ideal. Therefore,
tensor regression models have been developed, that exploit the structure of the tensor and tensor
decompositions in order to find an appropriate model. In the case of the KHL, the input tensors are the
ERP measurements, and the output are scores from other tests. In this chapter, two of these tensor
decompositions, the CPD and the TD, for regression are explored. For both thesemethods, a constraint
is also proposed to make the algorithms more suited to the ERP data.
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4.2.1. CPD Based Regression
Zhou et al. [81] propose a basic format to make tensor regression models. In their work, a regression
model based on a generalized linear model [90] is used with a tensor as input. the model ŷ is used to
relate the input to an output. This link function has the following format for a linear model using tensors:

ŷi = α+ ⟨B,Xi⟩, (4.20)

where B contains the model parameters and Xi is the input for a single subject. In [81] the applications
in neuroimaging are also taken into account, so an extra term is added to account for variables such
as age and gender:

ŷi = α+ γT zi + ⟨B,Xi⟩. (4.21)
This model now has a lot of weights that need to be optimized; in the case of ERPs, this could, for
instance, be 20 subjects×200 time samples×120 trials = 480, 000 weights. Zhao et al. [81] reduce this
by taking a rank R approximation of B, resulting in only R × (20 + 200 + 120) = 340R parameters for
the previously mentioned example. To find a good approximation for the factor matrices B1,B2, ...,BK

a minimum mean square error (MMSE) estimator is used. All samples are assumed to be independent
and identically distributed (i.i.d).

In order to find ŷ using the MLE, the factor matrices are optimized individually using a block relaxation
algorithm [91] as follows:

ŷi = α+ γT zi + ⟨
R∑

r=1

b(r)
1 ◦ b(r)

2 ◦ ... ◦ b(r)
K ,Xi⟩ (4.22)

and to optimize for Bk this can be rewritten to

ŷi = α+ γT zi + ⟨(BK ⊙ BN−1 ⊙ ...⊙ B1)1R, vec(Xi)⟩
= α+ γT zi + ⟨Bk,X(n),i(BK ⊙ ...⊙ Bk+1 ⊙ Bk−1 ⊙ ...⊙ B1)⟩.

(4.23)

This function can now be used to find all parameters using alternating optimisation. Combining alter-
nating least squares with a regularization term to prevent overfitting results in the following problems
that can be solved analytically in series:

min
α (yi − ŷi(α, z,γ,B1, ...,BK ,X)2 + λαα

2

min
γ (yi − ŷi(α, z,γ,B1, ...,BK ,X)2 + λγ ||γ||22

min
Bk
(yi − ŷi(α, z,γ,B1, ...,BK ,X)2 + λB||Bk||22.

(4.24)

These equations are written for the case of one subject, but to apply regression more subjects are used.
This can be done by concatenating outputs ŷi in vector y and concatenating the vectors of variables
zi into a matrix Z. The input tensors for multiple subjects are combined using Eq. 4.25 and Eq. 4.26.
The solutions to each of these problems can be found by vectorizing the dot product terms, and for
simplicity rewriting the combination of the input and CPD terms as:

pk,i = vec(X(n),i(BK ⊙ ...⊙ Bk+1 ⊙ Bk−1 ⊙ ...⊙ B1)), (4.25)

for one subject i. These can be stacked for I input subjects as:

Pk =
[
pk,1 pk,2 . . . pk,I

]
(4.26)

To obtain the parameters, the derivative has to be found for each objective function, and that derivative
is equal to zero. This results in the following equations:

α =
1

I
(y− γZ− ⟨(BK ⊙ BK−1 ⊙ ...⊙ B1)1R, vec(X)⟩)T1/(1 + λα), (4.27)

γ = (ZTZ+ λz)
−1Z(y− α1− ⟨(BK ⊙ BK−1 ⊙ ...⊙ B1)1R, vec(X)⟩), (4.28)

Bk = (PT
k Pk + λB)

−1Pk(y− α1− γZ), (4.29)

where I is the amount of subjects used to train the regression model, the method to find the regression
parameters using CPD is summarized in algorithm 3.
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Algorithm 3 CPD based regression
Input: y, X, λα, λγ , λB, stopping criterion
Output: α, γ, B1,...,Bk

Initialisation : α, γ, B1,...,B1

1: while stopping criterion is not reached do
2: for i = 1 to I do
3: di = ⟨(BK ⊙ BN−1 ⊙ ...⊙ B1)1R, vec(Xi)⟩
4: end for
5: d = [d1, . . . , dI ]
6: α = 1

M(1+λα) (y− γZ− d)T1
7: γ = (zT z+ λz)

−1z(y− α1− d)
8: for k = 1 to K do
9: for i = 1 to I do
10: pki

= vec(Xi(k)(BK ⊙ ...⊙ Bk+1 ⊙ Bk−1 ⊙ ...⊙ B1))
11: end for
12: Pk = [pk1

, ...,pkI
]

13: Bk = (PT
k Pk + λB)

−1Pk(y− α1− γZ)
14: end for
15: end while

4.2.2. Time Sparse CPD Based Regression
Many variables, such as age and cognitive functions, result in certain peaks of the ERP being reduced
or delayed, according to the literature described in the first chapter. This means that the input tensor
only contains features relevant to the output at limited time instances. The weights for features outside
these relevant time samples should be approximately zero. This can be enforced by adding a sparsity
constraint. This constraint is an addition to the method described by [81] made for this thesis. Because
the sparsity is most expected in the time domain, this constraint can be added when finding the CPD
factor matrix representing time:

min
Bt

(ŷ − α− γT z− ⟨Bt,Xi(t)(BK ⊙ ...⊙ Bt+1 ⊙ Bt−1 ⊙ ...⊙ B1)⟩+ λB ||Bt||22
s.t. ||Bt||0 < R

(4.30)

Where R is the maximum amount of time samples relevant for regression. This problem has no easy
solution, but can be relaxed to a convex problem using the l1-norm:

min
Bt

(ŷ − α− γT z− ⟨Bt,Xi(t)(BK ⊙ ...⊙ Bt+1 ⊙ Bt−1 ⊙ ...⊙ B1)⟩
+ λB ||Bt||22 + λt-sparse||Bt||1.

(4.31)

This convex problem has no analytical solution but can be solved using CVX, a package for solving
convex programs [92, 93]. The resulting algorithm is referred to as sparse canonical polyadic decom-
position (SCPD) regression in this thesis.

4.2.3. TD Based Regression
An alternative approach is given by Xiaoshan et al. [83], in which the low-rank approximation is not in
the form of a CPD, but of a TD. This results in a model:

ŷi = α+ γT z+ ⟨
R1∑

r1=1

...

RK∑
rK=1

gr1,...,rNb
(r1)
1 ◦ ... ◦ b(rK)

K ,Xi⟩, (4.32)

where b(rn)
n are column vectors of the factor matrices and gr1,...,rN are the entries of core tensor G. A

solution to this problem can also be found iteratively for each Bk, by rewriting the dot product as:

⟨B,X⟩ = ⟨B(n),X(n)(BK ⊗ ...⊗ Bk+1 ⊗ Bk−1 ⊗ ...⊗ B1)GT
(n)⟩. (4.33)

Using TD increases computational costs, but Xiaoshan et al. argue that their method can still be ben-
eficial due to the increased flexibility of Tucker over CPD [83]. This algorithm is described in algorithm
box 4.
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Algorithm 4 TD based regression
Input: y, X, λα, λγ , λG, λB, stopping criterion
Output: α, γ, B1,...,Bk

Initialisation : α, γ, B1,...,B1

1: while stopping criterion is not reached do
2: for i = 1 to I do
3: di = ⟨G×1 B1 ×2 B2 ×3 ...×N BK ,Xi⟩
4: end for
5: d = [d1, . . . , dI ]
6: α = 1

M(1+λα) (y− γZ− d)T1
7: γ = (zT z+ λz)

−1z(y− α1− d)
8: for k = 1 to K do
9: for i = 1 to I do
10: pki

= vec(Xi(k)(BK ⊗ ...⊗ Bk+1 ⊗ Bk−1 ⊗ ...⊗ B1)G(n))
11: end for
12: Pk = [pk1

, ...,pkI
]

13: Bk = (PT
k Pk + λB)

−1Pk(y− α1− γZ)
14: end for
15: PG = X(1)(BK ⊗ ...⊗ Bk+1 ⊗ Bk−1 ⊗ ...⊗ B1)

16: vec(G) = (PT
GPG + λG)

−1PG(y− α1− γZ)
17: end while

4.2.4. Time Sparse TD Based Regression
Just like in the CPD regression, it can be beneficial to add a sparsity constraint to one or more of the
factor matrices when using the TD for regression. That is why, for this thesis, an alternative method
to that of Xiaoshan et al. [83] is proposed that solves with the inclusion of a sparsity constraint. When
this regards the factor matrix corresponding to the time mode, the problem of finding this matrix is the
following:

min
Bt

(ŷ − α− γT z− ⟨Bt,X(t)(BK ⊗ ...⊗ Bt+1 ⊗ Bt−1 ⊗ ...⊗ B1)GT
(t)⟩+ λB ||Bt||22
s.t. ||Bt||0 < R

(4.34)

Where R is the maximum amount of time samples relevant for regression. Again, just like in the CPD
case, this problem can be relaxed to a convex problem using the l1-norm:

min
Bt

(ŷ − α− γT z− ⟨Bt,X(t)(BK ⊗ ...⊗ Bt+1 ⊗ Bt−1 ⊗ ...⊗ B1)GT
(t)⟩)2

+ λB ||Bt||22 + λt-sparse||Bt||1.
(4.35)

The TD regression algorithm can easily be altered to solve this convex problem instead of finding the
analytical unconstrained solution. This is done using CVX [92,93]. The resulting algorithm is referred
to as sparse tucker decomposition (STD) regression in this thesis.



5
Simulation Results

Before applying the methods described in Chapter 4 on the real data from the Child Brain Facility, it
is useful to test the validity on some simulated data. By using simulated data, all parameters, such as
noise levels and ERP amplitude and delays, are controlled. This allows for careful examination of the
algorithm’s outcomes, especially when investigating the features that are used in the algorithms.

This chapter first describes how simulated data was made using specific software for ERP simula-
tions. These simulations are then used to test both the discriminant analysis and regression methods,
and the results are shown in corresponding sections.

5.1. Simulated Data
In order to simulate ERP data in a realistic manner, software designed for this specific goal is used. This
software is called BESA Simulator and allows the user to create different dipoles in the brain that create
an ERP waveform. The simulator calculates how this waveform is received by each of 32 different
electrodes across the scalp and, in addition, adds noise similar to that of real EEG measurements. Of
these 32 electrodes, the simulations are used only for those also used in the KHL (Fz, C3, C4, F3, F4).
An example of how the dipoles, ERP waveforms, and resulting measurements look can be seen in
Fig. 5.1. Matlab was used to automatically generate models with variations in dipole locations, dipole
directions, ERP amplitudes, and delays to get realistic simulations. A batch script that was interpretable
by the BESA simulator software was used to automically turn these models to simulation data. There
are four different types of simulations made to test the algorithms. Simulations were made for both
discriminant analysis and regression for both the MMN and ACC. The parameters for each of these
types of simulations are described in the following subsections.

5.1.1. Simulation of MMN for Discriminant Analysis
Discriminant analysis is used to differentiate between different classes to which all subjects belong.
There are therefore two types of simulations made, each subject has an ERP for both a frequency and
duration deviant. The difference between the two classes is that one class shows no “effect” from this
deviating frequency and duration, and the other one does. The dipole’s locations and directions are
the same for each of these classes and are based on the locations of N1 dipoles in the MMN model
described by Jemel et al. [94]. The amplitudes and durations are also loosely based on this same
literature but are altered to be more simple and similar to the ERP waveforms from the KHL. This
results in a simulation of three peaks with their properties for each stimulus in Table 5.1. In addition to
what is listed in this table, it is also worth noting that the waveform at the dipole at the right hemisphere
is amplified 1.5 times and that the simulation for each subject slightly varies in amplitude and dipole
location. The resulting ERP waveforms with additional noise can be found in Fig. 5.2.

The simulations for the different types of stimulation are used to make two different classes. The first
class has two regular waveforms, so no MMN effect, while the second class has a frequency deviant
and a duration deviant. This is illustrated in Fig. 5.3.

33
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Figure 5.1: Example of auditory event-related potential made in BESA Simulator software used to make MMN simulations.
Left: dipole locations and orientation. Middle: waveform generated at each dipole. Right: measurements of the dipoles at 32

electrodes, with noise that has a root mean square (RMS) power of 0.15 the signal amplitude.

Table 5.1: properties of ERP components in the simulation of a regular stimulus, frequency deviant and durations deviant. The
component properties where the deviants differ from the regular stimulus are denoted in bold.

Peak regular stim. frequency deviant duration deviant
P1 amplitude 0.2 0.2 0.2
P1 duration 25-85 ms 25-85 ms 25-90 ms
N1 amplitude -1 0.9 -1
N1 duration 85-145 ms 85-145 ms 90-156 ms
P3 amplitude 0.45 0.5 0.45
P3 duration 145-265 ms 145-265 ms 156-286 ms

Figure 5.2: MMN waveform with an SNR of 7 dB
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Figure 5.3: Visualization of a tensor Xi ∈ R2×5×256 from a MMN simulation. (a) Tensor for a class where no MMN effect is
present. (b) Tensor for a class in which an MMN effect is present.

Figure 5.4: Example of ACC model in BESA Simulator. Left: dipole locations and orientation. Middle: waveform generated at
each dipole. Right: measurements of the dipoles at 32 electrodes.

5.1.2. Simulation of ACC for Discriminant Analysis
As mentioned before, there is far less research on the ACC than there is on the MMN. This is also the
case regarding the exact dipole locations from which the acoustic change complex originates. Because
of this, the ACC is modelled a bit simpler, consisting of only an ERP peak originating from the centre
of the brain. The location of the dipole varies a bit between subjects and ERP peaks and an example
of the model in the BESA Simulator can be seen in Fig. 5.4.

Two different classes are made, with the difference between them in the second peak. In one of the
two classes, both peaks have the same mean amplitude. The other class has an amplification of 0.4
times the original amplitude of the second peak. The resulting waveforms for the two different classes
are shown in Fig. 5.5.

5.1.3. Simulations for Regression
In order to test the regression methods, the same type of simulation is used as for the classification.
Only in order to test regression instead of classification, the amplitudes and delays are not changed
according to which class a subject belongs, but these are changed proportionally to some output y,
which in the real data can be the severity of the disorders or ability to process sound. The outputs for
the subjects are distributed according to a normal distribution:

y ∼ N (0, I) (5.1)
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Figure 5.5: ACC waveform for two different classes with an SNR of 7 dB. The first peak, between 50-250 ms, is the same for
both classes on average, while the second peak, between 550 and 750 ms, is 0.4 times lower for the second class.

these outputs are then translated to signal amplitudes in both the ACC and MMN experiments by mul-
tiplying certain peaks in the simulation by:

a = 1+ 0.3 ∗ y. (5.2)

The peaks that are amplified according to these values are the N1 and P3 peak in the MMN simulation
(Fig. 5.1) with the regular parameters in Table 5.1, and the second component in the ACC simulation
(Fig. 5.4). The goal of the regression algorihms is now to estimate the corresponding yi for each
subject.

5.2. Results Discriminant Analysis
This section will show some results to indicate the performance of the proposed discriminant analysis
methods. In order to quantify how well the reduced tensor is after the projection matrices have been
applied, classification is applied to these tensors. Besides looking at classification rates, the projection
matrices are also analysed to see if it is possible to extract features from these methods.

5.2.1. Classification
Looking at the reduced tensor X′ on its own does not tell much about the quality of the discriminant
analysis. It is, therefore, useful to apply a simple machine learning algorithm to this reduced tensor
and the original tensor to see if performance remains the same or even improves. To obtain reliable
classification rates, several rounds of k-fold cross-validation are used in combination with 1-nearest-
neighbour classification.

In general, to test a machine learning method’s performance, the data is often split up into train- and
test data. This way, the weights found by the machine learning algorithm are unbiased regarding the
data that it is tested with. To get an accurate classification rate in this manner would require a relatively
large amount of test subjects. A method to get more test subjects from the same data size is k-fold
cross-validation. In this method, the subjects are split into k groups. This algorithm uses k rounds of
applying machine learning, each round with one of the k groups as the test data and the other groups
as the train data. The amount of folds used is five because, as a general rule of thumb, five and ten
are considered appropriate values. Five is chosen over ten, because of the small size of the dataset,
and the amount of test samples is twice as high for 5-fold cross validation.

In the case of the discriminant analysis used in this thesis, the train subjects are used to find pro-
jection matrices in each k-fold round. As stated before, these projection matrices don’t give any metric
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Figure 5.6: Obtaining classification rates visualized in eight steps

to evaluate the validity of the discriminant analysis. To get a sense of performance, the k-nearest neigh-
bour is applied to the reduced train and test subjects. The goal of this machine learning algorithm is to
give a good comparison between the different discriminant analysis methods, and not to get the lowest
classification rate possible. This is why a simple machine-learning algorithm is sufficient. K-nearest-
neighbour is chosen, because it is very easily extended to tensors instead of matrices. As stated before,
this ML method uses the distance between the train and test data to find a corresponding class, and the
Euclidean distance can also be easily calculated for tensors. 1-nearest neighbour is chosen, because
it requires the least amount of computations.

To get a more reliable classification rate, more subjects result in a lower standard error. This is why
100 subjects per class are simulated. This number far exceeds the expected number of subjects from
the KHL, so this group of 200 subjects is split up into ten groups of 20 subjects that are used in k-fold
cross-validation. Each fold in this cross-validation results in a classification rate. To find a reliable
classification rate, the rate of each fold in each group is averaged together. An overview of how the
classification rates are obtained can be seen in Fig. 5.6.

Classification rates are obtained not only using the reduced features but also using the full tensor.

5.2.2. Results
The classification rates obtained using the method described above can be found in Fig. 5.7 and 5.8
for the MMN and ACC simulations respectively. These figures show the classification rate for each
algorithm, for four different noise levels that are generated using the BESA Simulator. The optimal
hyperparameters for each algorithm are found by minimizing the classification error in a parameter
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Figure 5.7: Classification error of MMN simulations using different noise levels and different discriminant analysis methods.

Figure 5.8: Classification error of ACC simulations using different noise levels and different discriminant analysis methods.

sweep for the simulation with an SNR of 7 dB. These same hyperparameters are then used to obtain
classification rates for all other noise levels as well.

For the mismatch negativity simulation, the HODA algorithm clearly improves classification perfor-
mance over the full feature tensors using the 1-nearest neighbour classification. This indicates that
the lower dimensional space on which the original tensor is projected is better to discriminate between
the different classes. This is, however, not the case for both algorithms that assume sparsity in the
projection matrices. The classification errors are the same or slightly higher than for the original tensor,
depending on the signal-to-noise ratio.

In the ACC simulation, the difference in performance between HODA and the original tensor is smaller.
When looking at the projection matrices, it seems likely that this is due to the algorithm also giving a lot
of weight to the first peak in which the signal does not differ. The two algorithms based on sparsity result
in a much worse classification rate in the case of no noise. This is likely due to ill-conditioned matrices
when little noise is present. For the lowest SNR of 3 dB, SHODA and BSHODA slightly outperform
HODA.

To obtain the scatter matrices for these extended tensors, the SVD is used as described in Fig. 4.3.
The resulting classification rates of applying HODA to these extended and altered tensors for the MMN
simulations are shown in Fig. 5.9. In the 10 and 7 dB, the rbf and wavelet transform appear to improve
results, but not by much. The segmentation does, on the other hand, clearly improve the results. In
Fig. 5.10 can be seen that the segmentation works even better in the case of the ACC simulation.
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Figure 5.9: Classification rates for HODA and KNN applied to the regular input tensor from the MMN simulation and inputs that
have been altered by applying rbf, wt or segmentation.

Figure 5.10: Classification rates for HODA and KNN applied to the regular input tensor from the ACC simulation and inputs
that have been altered by applying rbf, wt or segmentation.
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Figure 5.11: Weights extracted from the projection matrices produced by the different DA algorithms on the MMN simulation
with a SNR of 7 dB. On the left the weights can be seen that correspond to the projection matrix related to time, with a heatmap
of this matrix below. In the middle, the weights corresponding to the locations are plotted on a scalp map. The right shows the

weights for the two different stimuli that are used.

5.2.3. Feature Extraction
Checking the classification rates gives a good indication of the ability of discriminant analysis (DA) to
find a space in which the classes are better separated. However, what is probably even more relevant
for the KHL is to find the underlying mechanisms behind the disorders. We can extract at what times
and locations the classes differentiate from each other by looking at the projection matrices. Each row
of these matrices corresponds to a certain location of the sample in time, so by summing the squared
values of the matrix over the columns, it becomes visible how apparent each sample is in the reduced
feature space.

For the feature extraction, only one group of 20 subjects was used, which should be more comparable
to the KHL data. When averaging all different waveforms, regular, frequency deviant, and duration
deviant, it is possible to look for differences between these waveforms in this group. These waveforms
can be seen in Fig. 5.2, for the case where noise is added to get an SNR of 7 dB.

In order to help find when and where the waveforms differentiate it is possible to use the projection
matrices by summing over the columns of Uk which is the same as:

wk = diag(UT
kUk). (5.3)

Fig. 5.11 shows this weight vector for all the projection matrices that are found after applying the
different DA methods to the MMN simulations, for the same data that was used to obtain Fig. 5.2. This
group was used in 5-fold classification, and for each fold the weights were calculated using Eq. 5.3.
The weights displayed in Fig. 5.11 are calculated for the projection matrices corresponding to time,
location and stimulus. Despite the decent improvement in the classification rate of HODA, no specific
times, locations or stimuli are clearly indicated to be of importance by this figure.

The same analysis done on the MMN simulation can also be applied used on the ACC simulation. In
Fig. 5.12, the weights extracted from the projection matrices are shown. In this plot, it can be seen
that the projection matrix found by HODA corresponding to time has a higher amplitude around 620
ms. This is where the two classes differentiate, so this is what the algorithm should do.
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Figure 5.12: Weights extracted from the projection matrices produced by the different DA algorithms on the ACC simulation
with a SNR of 7 dB. On the left the weights can be seen that correspond to the projection matrix related to time, with a heatmap
of this matrix below. In the middle, the weights corresponding to the locations are plotted on a scalp map. The right shows the

weights for the two different stimuli that are used.

When using the wavelet transform to create an extramode for the input tensor, this results in a projection
matrix corresponding to the frequencies in the signal. The weights in this projection matrix are shown
in Fig. 5.13. The weights of the frequencies in this plot look fairly similar to a Fourier transform of an
EEG or ERP signal.

Weight can also be computed for the projection matrices that are found using the segmented tensor.
Especially the mode corresponding to the segments is interesting, as shown in Fig. 5.14 for the MMN
simulation. Although the resolution in the time domain is reduced, very clear peaks can now be seen
where the two classes differ. In Fig. 5.15, these weights can also be seen for the ACC simulation. Here,
it can be clearly seen that the classes differ around the second simulated ACC peak.

5.3. Results Tensor Regression
To validate the usefulness of the proposed regression methods, they are applied to simulated data.
The performance of these algorithms is compared using the mean square error. The resulting models
based on tensor decompositions are also analysed to find which time samples and locations are being
weighted the most to estimate the output.

The mean square error is the performance metric used to evaluate the regression methods. The MSEs
are obtained in a similar fashion to how the classification rates are obtained for discriminant analysis
by first splitting all the simulations into groups and then applying k-fold cross-validation. Two groups
of 50 subjects are made, which are then tested using 5-fold cross-validation. For each estimated test
subject, the square of the difference between the estimate and the true output is calculated, and all
these values of all groups and folds are averaged to obtain the mean square error.

5.3.1. Results
In Fig. 5.16 and 5.17, the resulting mean square errors for each method for different SNRs are shown.
In the case of low noise and the MMN simulation, the regression model is able to predict the output
with a relatively low error. An example of how these estimates compare to the real output can be seen
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Figure 5.13: Weights corresponding to different frequencies in the projection matrix that are created by applying HODA on
tensor with wavelet transform.

Figure 5.14: Weights found from the projection matrix corresponding to time segments.

Figure 5.15: Weights found from the projection matrix corresponding to time segments.



5.3. Results Tensor Regression 43

Figure 5.16: Results from applying the regression algorithms to the MMN simulations. The mean square error is calculated
using predicted outputs from the regression models and the real simulated outputs using 5-fold cross-validation.

Figure 5.17: Results from applying the regression algorithms to the ACC simulations. The mean square error is calculated
using predicted outputs from the regression models and the real simulated outputs using 5-fold cross-validation.

in Fig. 5.18. For both the MMN and ACC simulations, the regression model using the CPD performs
the best in most cases. Using the TD instead of the CPD results in the same performance at best but
often in a higher MSE. The sparsity constraint does only improve the accuracy of the model in a few
cases, but in general the algorithms perform worse with this extra constraint.

5.3.2. Feature Extraction
Just like for the classification algorithms, the regression algorithms provide the possibility to find un-
derlying mechanisms on which the decisions are made. In both the CPD and TD-based regression
algorithms, factor matrices are created to correspond to each mode of the tensor. These matrices con-
tain the weights corresponding to the samples of each mode and therefore can tell something of the
importance of location or time samples in computing the estimated output.

These factor matrices are displayed in Fig. 5.19 and 5.20 for the MMN and ACC simulation, respec-
tively, with an SNR of 7 dB. The regression algorithms that perform the best, CPD and TD, show the
largest peak at around 125 ms, where the peaks relevant to the output can be found. In terms of loca-
tion and stimulus, no such strong signs can be seen that the regression weights correspond to what is
expected from the simulation. The sparse constraint results in weights for the time mode with only a
few nonzero matrix entries, which approximately correspond to the expected locations. In general the
sparsity constraint results in less useful features.

When inspecting the weights of regression on the ACC simulation, the main thing to notice is the that
both CPD and TD indicate the times where the ACC peaks happen. Especially in the TD case the peaks
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Figure 5.18: An example of what the estimate test output looks like next to the real test output.

are clearly visible around 120 and 620 ms, but only the second peak should be considered relevant for
the regression output. The sparsity constraint does not make these peaks more clear, just like for the
MMN simulation.

5.4. Discussion
The discriminant analysis algorithms can help distinguish between different classes. HODA appears
to be more suitable for ERPs of a higher quality, while SHODA and BSHODA show better classifica-
tion rates for a lower SNR. This indicates that these tensors can distinguish times and locations that
are different between classes from samples that are not of importance. When analyzing the resulting
projection matrices, it is nevertheless not possible to identify these samples reliably. It will still be inter-
esting to look at the projection matrices, but it is not expected that new insights will be provided by this.
Only the projection matrix related to the different segments, that is obtained by applying HODA to the
segmented tensor, shows really clearly where the classes differ.

Trying to find a reliable relation between an input tensor and an output using the described tensor
regression methods does work for lower higher SNR. The regression algorithm based on the CPD
works best in general. The weight matrices that are found by the regression algorithms do not show
any relevant information.
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Figure 5.19: Weights of features from applying regression to MMN simulation. The projection matrices corresponding to time
are displayed as heatmaps, with the squared sum of the R columns above. The weights from the projection matrices

corresponding to the location are displayed in the head plots, and the ERPs produced by the different stimuli are in the bar
graphs.

Figure 5.20: Weights of features from applying regression to ACC simulation. The projection matrices corresponding to time
are displayed as heatmaps, with the squared sum of the R columns above. The weights from the projection matrices

corresponding to the location are displayed in the head plots.



6
Results from KHL data

In this chapter, the ERPs from Chapter 3 and the algorithm from Chapter 4 are combined to try and
gain new insights on the data from the KHL. Because of the very low number of successful ACC trials,
only the results obtained from the MMN measurements are discussed in this chapter. The accuracy
of the DA methods will be shown and discussed, and for the regression results some short comments
will be made. The only method to find new insights about the KHL data is by analysing the projection
matrix of the segmented tensor, because this was the only method that showed time samples that were
relevant according to the simulations.

6.1. Discriminant Analysis
Discriminant analysis is performed on subjects belonging to different classes. Each disorder that was
measured can be considered such a class. This does, however, result in a low number of subjects per
class. To solve this disorder, it can be grouped in classes as well. One of the groupings that is used
is the three disorders that are considered to have no effect on the MMN and ACC. This class is used
together with classes for each of the other disorders in DA. Another grouping of classes is to compare
GRIN/GRIA to all other disorders combined in a group because the results from Chapter 3 show that
this disorder deviates the most from the others. In the case of the MMN measurements, the two best
ERPs are from GRIN/GRIA and Sturge Weber syndrome, so these are also compared to each other.
An overview of these classes that are considered for discriminant analysis is shown in Fig. 6.1

Figure 6.1: Different combinations of disorders are used to make different classes. (a) All disorders are considered a separate
class. (b) The disorders which are expected to have no effect on the MMN waveform are used as a “control group” class. (c)
The disorder that stood out the most in the analysis of the ERP waveforms, GRIN/GRIA, is treated as a separate class from all

other disorders. (d) For the analysis of the MMN measurements, GRIN/GRIA and Sturge Weber are considered different
classes.

46
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Figure 6.2: Classification errors for the different DA methods on the MMN data, by using 5-fold cross-validation and 1 nearest
neighbour classification. DA is used on different groupings of disorders as classes.

Figure 6.3: Classification errors when HODA and classification are applied to regular and extended tensors.

6.1.1. Results
The same methods that are used to analyse the discriminant methods for the simulated data are used
for the KHL data as well. The only difference is that no different groups are made because the data
is limited. This, unfortunately, results in higher standard errors. The resulting classification rates are
shown in Fig. 6.2. It is important to note that the lower classification rates for different groupings of
classes are due to the lower number of classes the algorithm has to choose from, and not that the
performance is better on these groups. For all disorders as a separate class and GRIN/GRIA versus
the others, the discriminant analysis methods improve on classification rate but not significantly. When
three classes are considered as a control group, the DA methods do result in a better classification
rate.

To see if any nonlinearities or frequency bands differentiate the different classes, HODA is also applied
to the altered tensors described in Chapter 4. The results from this can be seen in Fig. 6.3, which
shows that no significant improvements are made in comparison to using the regular tensor.

6.1.2. Features Extracted
In Chapter 5, the features that could be extracted from the projection matrices are not very useful. Only
when the tensor is segmented can the segments indicate which groups of time samples are of most
importance when differentiating between the various classes. For the different groupings of disorders
the weights of the segments are shown in Fig. 6.4, 6.5, 6.6 and 6.7. All these figures, except the last,
indicate that time segments are important within the range that is expected. Fig. 6.4 does not show any
very large peaks, but the main difference between all classes happens around 300 ms. Fig. 6.5 shows
that the difference between the control classes and the other disorders also happens around 300 ms.
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Figure 6.4: Weights of each time segment, from the projection matrix corresponding to the segments found by HODA.

Fig. 6.6 indicates that GRIN/GRIA differs from the other classes a bit later, around 400 ms. This is a
bit surprising since visual inspection shows that this disorder has a higher negative peak around 200
ms as the most obvious difference with the other disorders. The last figure (Fig. 6.7) Does not give
useful information since it indicates the main difference between GRIN/GRIA and SWS occurs before
the stimulus is presented. When looking at the MMN waveforms, this might be explained by a small
peak in the GRIN/GRIA MMN around 20 ms before the stimulus.

6.1.3. Discussion
The discriminant analysis algorithm does improve on the classification rate a bit, but this classification
rate is, in all cases, far too high to be considered useful. With better machine learning algorithms, the
classification rate might become better, and the discriminant analysis is still a useful tool for prepro-
cessing the data.

When inspecting the projection matrices related to time segments, some interesting observations can
be made. These can be used to take a second look at the ERP and MMN waveforms with these obser-
vations in mind. Considering the classification rates and visual inspection of these projection matrices,
this should not be used to make any hard conclusions on when the differences between the classes
occur.

6.2. Tensor Regression
The children that are measured in the KHL also undergo other tests. One of these tests is their ability
to hear sounds while noise is played. These test results in scores that can be related to the measure-
ments using tensor regression. This section will explore if the tensor regression methods from Chapter
4 can predict these test scores and can relate certain samples from the input tensor to the scores. Of
the successful MMN measurements, 12 children have test scores, and for the ACC measurements, it
is 7 children. The test scores that are used are digit-in-noise (DIN) scores, which is an increasingly
popular method to quantify hearing loss [95].

Unfortunately, the tensor regression methods were not able to generate models that could predict these
test scores. The “best” MSEs between predictions and test scores are obtained by having the regular-
ization parameter set to a value that results in the prediction always being very close to zero. A lower
regularization parameter results in overfitting to the subjects used to fit the model. This could be the
case due to the low number of children with successful measurements and test scores or the lack of a
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Figure 6.5: Weights of each time segment, from the projection matrix corresponding to the segments found by HODA.

Figure 6.6: Weights of each time segment, from the projection matrix corresponding to the segments found by HODA.
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Figure 6.7: Weights of each time segment, from the projection matrix corresponding to the segments found by HODA.

strong relation between the test scores and measurements, but likely due to both.



7
Discussion and Future Work

Working with the data from the Kinderhersenlab provides some interesting challenges. A relatively low
number of successful measurements is obtained, and the quality of the measurements that are used
is relatively low.

Because of the tensor structure of the data, it can be beneficial to use methods that can be applied di-
rectly on tensors. These measurements can be combined with other information from the KHL, mainly
the disorders and various test scores. The disorders can be viewed as different classes, making it
interesting to try and optimize classification. Doing this using discriminant analysis instead of complex
machine learning models also gives insight into the underlying mechanisms of how the algorithm tries
to differentiate the classes. This insight can be extracted from the projection matrices produced by
higher-order discriminant analysis. The test scores from the KHL are continuous variables and can,
therefore, be used in combination with the measurements in a regression model. Tensor networks can
be used to reduce the amount of weights that have to be estimated in this model.

Due to the limited number of subjects available, both discriminant analysis and regression can suf-
fer from over-fitting or result in a locally optimal solution. Therefore, the methods found in the literature
are altered in this thesis to include constraints tailored to the specific data. These constraints are based
on the principle that the ERPs of the different disorders are likely to be different in certain components
and not in the whole waveform. This is implemented by applying a relaxed cardinality constraint, the
l-1 norm, to the projection matrices in HODA and to the factor matrices of the weights in regression.
Because each of these matrices is related to only one mode of the input tensor, this constraint can be
set to the matrices related to time. This promotes only sparsity in time, where it is expected based on
the nature of the data.

Simulations show that applying higher-order discriminant analysis before using the data in a 1-nearest
neighbour classification algorithm increases the classification rate. This suggests that the algorithm
is doing what it is supposed to: project the tensor to a space in which the different classes are more
separated from each other. The additional constraint does, in most cases, decrease the classification
rate compared to HODA, meaning that the constrained solution is limited to a point where the optimal
solution is no longer found. When more noise is added, the performance gap between HODA and
(B)SHODA becomes smaller, and in one ACC simulation, the latter algorithms even perform better.
This suggests that the sparsity constraint might have some use in specific noisy cases.

When applying tensor regression to the simulations, a suitable model can be found in the case of a
high SNR. The regression works best when it is based on the CPD, but the TD also performs nearly
as well in most cases. Just like for HODA, adding sparsity constraints does worsen the performance
in most cases.

When applying the HODA algorithms to the real data, the classification rate is improved in some cases.
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This is dependent on which types of classes are constructed using the various disorders. Classification
rates are, however, far too high to be useful in any way. When the tensor containing the measurements
is altered to be segmented in time before applying HODA, certain windows in time are highlighted as
more important. These time segments are both within and outside the time windows where the disor-
ders are expected to differ. Although the projection matrices do not guarantee what are the most or
only important time segments, they can be used to examine the ERP waveforms in a new light.

Regression can not be used to reliably predict test scores. This is likely due to the low number of
subjects that can be used to find a suitable model.

7.1. Future Work
The measurements from the KHL produce a grand average that is consistent with the literature for both
the MMN and ACC. The more interesting question is whether differences between the disorders that
are measured can be seen. With the current amount of subjects that are measured, this is not clearly
the case. The only disorder that stands out quite a bit is GRIN/GRIA. When more data is available in
the future, a new look should be taken at the resulting ERP plots to get more reliable results.

The algorithms that are used to try and find some more interesting results from the data show rea-
sonable results when applied to simulated data, but these results can be improved. For both the tensor
discriminant analysis and regression, algorithms are used from the literature that is not the most state-
of-the-art anymore. These basic algorithms were chosen, however, because it is less complicated to
tailor them to perform better on ERP data. When optimizing classification and regression performance,
other more recently developed algorithms might work better.

While the reasoning for the usefulness of sparsity constraints might be valid, in practice, this addi-
tion to the algorithms does not improve the performance in most cases. It is still interesting that these
alternative approaches do, in some cases, improve the algorithms. Other implementations of these
sparsity constraints or slightly different constraint might therefore work in some cases as well.

When dealing with larger tensors, the faster approach to HODA in the methodology section does speed
up the algorithm by quite a bit. This is, however, very dependent on the input data and the hyperpa-
rameters that are chosen, as well as the specific implementation Matlab uses for certain operations.
Mathematical proof that this algorithm is faster still has to be found.

Using extended versions of the input tensor using the radial basis function and wavelet transform still
has more potential. Very basic versions of these functions are used in this thesis, while other versions
might work better. the σ in rbf can be tuned for optimal performance, instead of being simply set to
one. For the Wavelet transform there is an even greater variety of options instead of Matlabs default
cwt implementation. Different wavelets can be used, as well as other frequency bands.

Due to the time limitations of this project, the altered input tensors are only applied to the HODA al-
gorithm. These inputs can however also be used on the regression algorithms in the future.

The proposed algorithms were applied to the KHL data in the hope of uncovering new insights into
the disorders. However, the features resulting from both the DA and regression algorithms do not give
clear hints as to what the main differences between the disorders are. For discriminant analysis, how-
ever, this is a little better than in the case of regression. The results will hopefully be better by using
more subjects in the future.



8
Conclusion

In conclusion, working with the data from the Kinderhersenlab presented some interesting challenges,
including a relatively low number of successful measurements and low measurement quality. The
tensor structure of the data provided an opportunity to use methods directly applicable to tensors, and
combining these measurements with other information from the KHL, such as disorders and test scores,
opened possibilities for classification optimization and regression modelling.

The limitations of subjects available for the study might be countered by having the algorithms tailored
with constraints specific to the data to address overfitting and locally optimal solutions. Simulations
provided insights into the effectiveness of higher-order discriminant analysis and regression algorithms,
and results indicated the potential for sparsity constraints in specific noisy scenarios. However, chal-
lenges were encountered in applying regression algorithms to the simulated data, highlighting areas
for future exploration and improvement.

Moving forward, future work with the KHL measurements will benefit from an increased subject pool,
enabling a more comprehensive analysis of the differences between the measured disorders. Further-
more, utilizing more state-of-the-art algorithms for tensor discriminant analysis and regression, specifi-
cally tailored for ERP data, could lead to improved results.

Overall, the methodologies used in this study have the potential for further exploration and refine-
ment, particularly with the prospect of more comprehensive data and advancements in algorithmic
approaches.
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