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Local Reaction Environment Deviations within Gas Diffusion
Electrode Pores for CO2 Electrolysis
Esaar N. Butt, Johan T. Padding, and Remco Hartkampz

Department of Process and Energy, Delft University of Technology, Delft, 2628 CB, The Netherlands

The local conditions inside a gas diffusion electrode (GDE) pore, especially in the electrical double layer (EDL) region, influence
the charge transfer reactions and the selectivity of desired CO2ER products. Most GDE computational models ignore the EDL or
are limited in their applicability at high potentials. In this work, we present a continuum model to describe the local environment
inside a catalytic pore at varying potentials, electrolyte concentrations and pore diameters. The systems studied in this work are
based on an Ag catalyst in contact with KHCO3 solution. Our study shows that steric effects dominate the local environment at
high cathodic potentials (=−25 mV vs pzc at the OHP), leading to a radial drop of CO2 concentration. We also observe a drop in
pH value within 1 nm of the reaction plane due to electrostatic repulsion and attraction of OH− and H+ ions, respectively. We
studied the influence of pore radii (1–10 nm) on electric field and concentrations. Pores with a radius smaller than 5 nm show a
higher mean potential, which lowers the mean CO2 concentration. Pores with a favourable local environment can be designed by
regulating the ratio between the pore radius and Debye length.
© 2024 The Author(s). Published on behalf of The Electrochemical Society by IOP Publishing Limited. This is an open access
article distributed under the terms of the Creative Commons Attribution 4.0 License (CC BY, http://creativecommons.org/licenses/
by/4.0/), which permits unrestricted reuse of the work in any medium, provided the original work is properly cited. [DOI: 10.1149/
1945-7111/ad1cb4]
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With the growing awareness of the impact of climate change, the
demand for cleaner and non-fossil fuel-based energy sources is also
increasing, and storing renewable energy over a long period of time is
becoming of utmost importance. In this regard, CO2 electrochemical
reduction (CO2ER) is one of the most attractive technologies to
replace fossil fuels.1–3 This process results in the formation of
molecules that can be utilized as fuels and as chemical feedstock in
various industries such as pharmaceutical, cosmetic, and plastic.4–6

Although extensive research has been performed to make the CO2ER
process commercially viable, large-scale implementation is still not
possible due to the inherent complexity of the process.

Conventional metal electrode cells are limited in their applic-
ability due to severe mass transfer limitations for CO2. Gas diffusion
electrodes (GDE) overcome the limitation by delivering CO2 in the
gas phase directly to the catalytic pore in contact with the
electrolyte.7 This significantly reduces the distance CO2 has to
travel and has been shown to increase the current densities of desired
CO2ER reactions.8,9

Optimal design of a GDE is at the forefront of CO2ER research.
Most of the experimental research in this field focuses on the
optimization of catalyst metal composition.7,10 The goal is generally
to optimize for stability and selectivity of the desired CO2ER
products;11 however, because of the small length scales involved
in such an electrochemical cell configuration, it is extremely
challenging to probe the local environment inside a pore using
experimental techniques. Continuum models are a cheap and reliable
alternative to not only study the GDEs but also to optimize their
design. The main interest in CO2ER models lies in the cathodic half
of the cell, where the CO2ER process takes place.12–17 The cathodic
GDE is made up of a macroporous gas diffusion layer (GDL) for the
distribution of CO2 from the gas inlet to the catalytic pores and for
the transport of products from the catalytic pores to the outlet stream.
A hydrophobic microporous layer (MPL) composed of carbon
nanoparticles is deposited on top of the GDL, acting as a current
collector and barrier for the liquid electrolyte. The catalyst nano-
particle layer (CL) is coated directly on top of the MPL. Gaseous
CO2 is introduced via an inlet stream that flows along the GDL. It
passes through the GDL/MPL sections to reach the catalyst layer
where the reaction takes place. The aqueous electrolyte is circulated
via the electrolyte flow channel alongside the catalyst layer.

Most of the research on GDE flow cells is based on one-
dimensional (1D) models that do not incorporate the influences of
pore size on the local reaction environment8,18–20 and thus are unable
to capture the complete spatial variation in the concentration. Some
models assume an infinitely thin CL in contact with the electrolyte,
hence bypassing the modelling of ion transport inside the CL.21

There have been some attempts to include the 2D effects along the
flow channel; however, such models often do not account for pore-
scale transport22 or do not consider the influence of steric effects on
the local concentrations and pH profiles.23,24 Furthermore, most of
these models assume electroneutrality throughout the simulation
domain. This condition is generally valid for modelling the transport
of solution species within the diffusion layer. However, this is not
valid for transport within the diffuse layer of the electric double
layer (EDL). This region is defined by charge separation which
results in large concentration gradients near the pore wall. This local
environment within the catalytic pore is a key factor determining the
overall performance and selectivity of desired products.25–28 Bohra
et al.29 attempted a pore-scale model that did consider the EDL and
steric effects inside a nanopore; however, the authors faced
numerical instability beyond a potential value of −25 mV vs pzc
on the outer Helmholtz plane (OHP). This severely limited the
descriptive capabilities of their model as many industrially relevant
CO2ER reactions become thermodynamically favoured at higher
potential ranges.30

In this work, we present an approach to model the CO2ER process
inside a single cylindrical nanopore of a GDE-based electrolyzer. We
use the size-modified Poisson-Nernst-Planck (SMPNP) framework as
described in our previous work for a flat metal-based electrode system
and modify it for a GDE nanopore.31 Our aim with this study is to
highlight the variation in the predicted local properties inside a
nanopore due to changes in key performance-controlling parameters
such as the size of the pore, electrolyte concentration, and the applied
electrode potential. We first highlight the influence of the applied
potential on the concentration profiles of solution species inside a
nanopore. By doing so, we emphasize the importance of steric effects
for such nanoporous spaces in CO2ER. We then point out the radial
trend of the local pH and show its variation with applied potential. We
also show a strong influence of ionic strength on the amount of
dissolved CO2 inside the nanopore. Finally, we highlight the effect of
pore size on the local reaction environment and demonstrate the
importance of the ratio between the pore radius R and the Debye
length λDebye in regulating the pH behavior inside a nanopore.zE-mail: r.m.hartkamp@tudelft.nl
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Model Description

Figure 1a illustrates the idealized CL, assumed to be in the shape
of an axisymmetric cylindrical nanopore. Since the studied catalyst
pores are very small (1-10 nm) and hydrophilic, they are completely
flooded by electrolyte.18,29 The pore entrance on the left-hand side
serves as the location of gas/liquid interface. The model is adopted
for an Ag(111)-based catalytic pore. Silver is chosen because it is
one of the more extensively researched metals in GDE-based
CO2ER studies due to its high selectivity toward CO.18,29,32 The
axisymmetric pore is conveniently described in a two-dimensional
model (Fig. 1b). Furthermore, we introduce a reservoir section at the
right-hand side of the domain between the pore and the bulk
electrolyte region. The reservoir section not only allows for a
realistic transport of solution species into the catalyst layer but it
also facilitates numerical convergence by allowing a gradual
development of ionic concentration profiles at high applied poten-
tials, thus enhancing stability. The risk of instability is highest at the
pore entrance near the reaction plane B2. By applying the same
potential on the reservoir wall B3 as on the reaction plane B2
(Fig. 1b), we allow a smooth gradient in the potential fields which
makes the overall system numerically stable even at high applied
potentials. The applied potential ranges from −0.12 to −0.3 V vs
pzc at the OHP. The boundaries in the reservoir section do not take
part in the CO2ER reactions. The transport Eqs. and the homo-
geneous reactions are solved throughout the simulation domain.

KHCO3 is chosen as the electrolyte in this work because it is one
of the most commonly used electrolytes in Ag-based CO2ER
processes.18,29,32 The following homogeneous equilibrium reactions
occur in the electrolyte:
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Here, kn and k−n are the forward and backward rate constants,
respectively. All the rate constant values are listed in the supple-
mentary information (Table S2). The model solves for the mass
transport of the following 8 species: CO2, CO, OH

−, H2,
−HCO3 , K

+,
−CO3

2 and H+ throughout the simulation domain (Fig. 1b). The
following set of SMPNP equations (Eqs. 4–7) is used to model the
transport:
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Ci represents the concentration of solution species i. zi is the
valency of species i, aj represents the effective hydrated size of all
ionic species. However, for j= CO2, aj represents the size of the
unhydrated CO2 molecule because CO2 has a very weak
solvation shell in polar solvents. Φ is the local electric potential. F
is Faraday’s constant, R is the gas constant, T represents the absolute
temperature of the system and NA is Avogadro’s number. Ri

represents the formation rate for species i in the homogeneous
reactions (Eqs. 1–3) (see supplementary information for detailed
methodology). Di is the diffusivity of species i. Values of all
diffusivities and sizes of all the solution species are given in the
supplementary information (Tables S4 and S5, respectively). The
first two terms on the right-hand side of Eq. 4 are the diffusion and
migration terms, respectively. The third term comes from the
excluded volume effect.33–38 The βi factor in the excluded volume
term is given by:

Figure 1. (a) Schematic of an idealized catalyst layer in the shape of a cylindrical pore along with reservoir section. (b) 2D simulation domain based on the
axisymmetry condition. (c) A zoomed-in visual of the catalyst pore wall including cation-bound Stern and Diffuse layer. The reservoir section has width = 5 nm
and a height of height = R + 5 nm. B1 to B6 represent the boundaries of the simulation domain.
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Here, a0 is the effective size of H2O molecules. βi acts as a
magnification factor for the steric repulsion acting on species i inside
the solution (Refs. 31, 39, 40). Equation 4 is solved self-consistently
with the Poisson equation:
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Here, ϵ0 is the permittivity of the vacuum and ϵr is the relative
permittivity of the aqueous electrolyte. ϵr varies with the local cation
concentration (K+, H+)27,41,42 and it is evaluated at every time step:
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MH O2 and ϵr
0 represent the molarity and the permittivity of pure

water at room temperature. wi is the number of cation-bound water
molecules. ϵr

min is the dielectric constant of water under the condition
of dielectric saturation.41,42 Based on the Gouy-Chapman-Stern
theory for the EDL, an immobile layer of adsorbed cations is formed
at the pore wall due to an applied surface potential. This layer is
called the Stern layer and its thickness is assumed to be slightly
larger than the radius of a solvated K+ ion (≈0.4 nm).27

Consequently, the outer Helmholtz plane (OHP) marks the plane
of closest approach for the solution species and also the CO2ER
reaction plane. The potential drop across the Stern layer is often a
modelling parameter as it requires assuming the relative permittivity
and thickness of the Stern layer, both of which are hard to measure
experimentally. A mixed Robin boundary condition based on the
experimental data on Stern layer capacitance under similar condi-
tions can be used to calculate the drop.43 Since this work mainly
focuses on resolving the local environment within the diffuse layer,
we fix the potential values at the OHP rather than at the electrode.
Note that the OHP corresponds to boundary B2 in Fig. 1b, and that
therefore the radius R of the simulation domain is slightly smaller
than the physical pore radius. The electrochemical reactions occur-
ring at B2 are as follows:

( ) + + ⇌ ( ) + [ ]− −CO aq H O 2e CO g 2OH , 82 2

+ ⇌ ( ) + [ ]− −2H O 2e H g 2OH . 92 2

The mass transport model presented in this work can also be used for
CO2ER processes based on other catalytic metals such as Cu, Sn and
In. This can be achieved by accounting for heterogeneous reactions
and products specific to the catalyst being used, instead of Ag (111)
(Eqs. 8 and 9). The next subsections detail the boundary conditions
implemented in the simulation domain.

Gas/Liquid interface (B1).—This boundary exists at the inter-
face of the MPL and the CL. The inlet gas stream passes through the
GDL/MPL region to reach the gas/liquid interface B1. The flux of all
solution species, except CO2, CO and H2, is assumed to be 0.

= = [ ]− + + − −J i0, HCO , K , H , OH , CO . 10i 3 3
2

The CO and H2 concentrations at the B1 boundary are determined by
the following Dirichlet boundary condition:

ρ= = [ ]C H p y i, CO, H . 11i
B

i i elec
1

1 2

Here, Hi is Henry’s constant, p1 is the gas stream pressure and ρelec
is the electrolyte density, taken to be the density of water. yi is the

gas phase fraction of species i (Table S7). For CO2, a Neumann flux
condition based on Sechenov-corrected Henry’s law is used.8,29,44,45

κ= ( − ) [ ]( )J C C . 12B
B

B
CO

1
1 CO

1
CO aq2 2 2

Here, C B
CO

1
2
, is the saturated concentration of CO2, evaluated at every

time step using the Sechenov-corrected Henry’s relation (see
supplementary document for the methodology). ( )CCO aq2 is the local
concentration of CO2 inside the pore. κB1, is the gas/liquid interface
mass transfer coefficient and is calculated based on film theory.8,23

κ
σ

= [ ]
D

. 13B1
CO2

Here, the film thickness (σ) depends on the level of saturation (S)
inside the pore:8,18

σ = ( − − ) [ ]
d

S
2

1 1 . 14
p

A zero electric field condition is adopted for the B1 interface:

∇Φ = [ ]0. 15

Reaction plane (B2).—The flux of the species involved in the
charge transfer reactions at OHP (r= R) and time t is given by:

∑ ν
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νi,p represents the stoichiometric coefficient for species i in reaction
p (Eqs. 8 and 9). np is the number of overall electrons transferred in
reaction p. IECSA is the current density of the electrochemically
active surface area and is calculated as:29

= [ ]I
I

f
. 17ECSA

GEOM

r

IGEOM is the geometric current density and fr is the electrode
roughness factor. The electrochemically active surface area increases
with increasing roughness of the electrode. fr depends on the type of
catalyst material used as well as the thickness of CL. FEp is the
Faradaic efficiency of reaction p.

For the species that do not take part in the charge transfer
reactions:

= = [ ]( )
− + − +J i0, CO , K , HCO , H . 18i OHP t, , 3

2
3

The fixed potential at the OHP is given by:

Φ = [ ]E . 19OHP App

Bulk electrolyte/pore interface (B5).—The flux of species i
depends on the concentration difference between interface B5 and
the bulk electrolyte:

κ= ( − )
= [ ]− − + − +

J C C

i

,

CO , CO, H , OH , CO , K , HCO , H . 20
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B
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2

3

i B BULK5

Here, CiB5 and CiBULK are the concentrations of species i at the
interface B5 and the bulk of electrolyte, respectively. The bulk
concentrations of all the species except the products (CO and H2),
are calculated by solving the rate of reactions associated with
Eqs. 1–3 at steady state. The product species will leave the liquid
phase immediately due to their low solubility. To facilitate the
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simulations, an arbitrarily low value is set for the product species in
the bulk of electrolyte. A more sophisticated approach can be
coupled with the present model to simulate the mass transfer of
these species into the bulk electrolyte. However, this would not
influence the results presented in this study because these product
species do not take part in the homogeneous reactions and they do
not influence the electric field since they are charge neutral.29 κB5i is
the convective mass transfer coefficient of species i, calculated as:

⎜ ⎟
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2
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Lc is the length of the catalyst layer over which the electrolyte flows.
Lcross is the width of the flow channel. Re and Sc represent the
Reynolds and the Schmidt numbers, respectively, given by:

ρ
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L V
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Re , 22elec c elec
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μ
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D

Sc . 23i
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Across is the electrolyte flow cross-section. Velec is the flow rate and
μelec is the viscosity of the electrolyte. The potential at the boundary
B5 is set to 0:

Φ = [ ]0. 24B5

Other boundaries (B3, B4, B6).—For the remaining boundaries
(B3, B4, B6), zero flux is assumed for the species’ transport:

= [ ]J 0. 25i
B B B3, 4, 6

For the reservoir boundary B3, a fixed applied potential, similar to
that at OHP (B2), is adopted in order to avoid a discontinuity in the
potential at the interface between boundaries B2 and B3. Such a
boundary condition is consistent with the properties of a conducting
electrode.

Φ = [ ]E . 26B App3

For the remaining two boundaries (B4, B6), zero electric field is
assumed:

∇Φ = [ ]0. 27

Numerical solver details.—All concentrations will initially
(t= 0) be at their bulk values throughout the domain. The OHP

potential is referenced with respect to the potential of zero charge
(pzc) and ranges from −0.12 to −0.30 V vs pzc. The finite element
package FEniCS is used to solve the weak formulation of the non-
linear SMPNP equations. Temporal discretizations are carried out
using the backward Euler scheme. A time step of 10−7 s is used until
a steady state is attained. For the presented system, this time will be
in milliseconds (supplementary results Fig. 7). Variable mesh
spacing is used in the simulation domain, with finer mesh near the
high-potential boundaries. To overcome instability, the potential
values at boundaries B2 and B3 are increased in a step-wise manner.
In the absence of a stepwise potential increase, extremely sharp
potential gradients will be present in the initial stages of the
simulation. A very small initial time step of ≈10−9 s (corresponding
to the capacitative charging of EDL) would then be required to
resolve the evolution of the potential profile.

Results and Discussion

In this section, we quantify the dependence of the local reaction
environment on changes in key control parameters such as applied
potential, bulk electrolyte concentration and pore radius. All radial
profiles are evaluated at a distance of 25 nm from the gas/liquid
interface B1.

Influence of applied potential.—Figure 2a represents the radial
profile of CO2 inside the nanopore against a range of applied
potentials (−0.12 to −0.30 V vs pzc). The potential is applied at the
OHP. It can be observed that the concentration of CO2 remains

Figure 2. Radial variation of concentrations as a result of changing OHP potential (vs pzc) for an Ag (111) catalytic nanopore (R = 2.5 nm, L = 45 nm) in a 1.0
M KHCO3 solution at IECSA = 2 mAcm−2 and 1 bar CO2 pressure. (a) CO2, (b) K

+.

Figure 3. Radial variation of pH for different OHP potentials (vs pzc) for an
Ag (111) catalytic nanopore (R = 2.5 nm, L = 45 nm) in a 1.0 M KHCO3

solution at IECSA = 2 mAcm−2 and 1 bar CO2 pressure.
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constant from the centre of the pore (2.5 nm) up to ≈1 nm away
from the OHP, but decreases from this point onward. The radial drop
in the CO2 concentration is due to the presence of a dense layer of
K+ ions near the OHP. Electromigration drives K+ ions to form a
concentrated diffuse layer beyond the OHP. This imposes strong
steric hindrances onto the CO2 molecules based on Eq. 4, leading to
a drop in CO2 concentration near the electrode. Without these steric
effects, pore models fail to capture the large radial variation of the
CO2 concentration.

22,46 This trend becomes even more pronounced
at increasing applied potentials due to the fact that more K+ ions are
now attracted toward the OHP (Fig. 2b). This behavior was predicted
by Bohra et al.29 for a similar model; however, they did not observe
an influence of steric effects in their pore model because their model
was limited to very low applied potentials (≈25 mV vs pzc).
Figure 3 depicts the pH profile along the radial direction. A decline
in the pH is observed as we move toward the reaction plane. This
decline is caused primarily by the increased presence of H+ ions in
the vicinity of the OHP under negative applied potential.
Furthermore, OH− ions are electrostatically repelled from the
reaction plane, causing a drop in the local pH near the reactive
surface. This effect increases with applied potential. Notably,
CO2ER studies often report an increase in local pH when going
from the bulk toward the surface due to the production of OH−

ions.18,32

We have seen that steric effects play an important role in the
EDL at high applied surface potential. This also affects the
interfacial pH. In the absence of steric effects (i.e. point charges
assumption), there will be no limitation on the possible concentra-
tion of attracted H+ ions near the OHP, leading to an underestimated

pH value at high applied potentials. It is also worth mentioning that
the pH behavior in Figure 3 is based on a fixed current density value.
In reality, the current density depends on the applied potential and is
described by Butler-Volmer type kinetic expressions. A more
sophisticated, microkinetic model might be necessary to accurately
account for such reactions.43 A higher current density results in a
greater production rate of OH− as shown in Fig. 4. This would not
change the trend of local pH within the EDL as the potential changes
because the repulsion of OH− ions is the dominating factor.

Influence of bulk electrolyte concentration.—Figure 5a shows
the influence of bulk electrolyte concentration on the radial
concentration profile of CO2. Increasing the electrolyte concentra-
tion from 0.01 M to 0.50 M KHCO3 reduces the CO2 concentration
at the reaction plane. As shown in Fig. 2a, the interfacial CO2

concentration decreases due to steric effects as more K+ ions
accumulate near the electrode (Fig. 5b). It can also be observed
that beyond a certain distance from the OHP, the influence of the
electric field and thus steric effects diminish and the concentrations
reach their bulk values.

Apart from the steric effects, the electrolyte also affects the CO2

concentration by reducing the dissolution of the incoming CO2 at the
gas/liquid interface. A higher electrolyte concentration would result
in a lower CO2 mass transfer rate across the B1 boundary based on
the Sechenov correction of Henry’s law.

The CO2 mass transfer rate at B1 is calculated using Eq. 12,
where C B

CO
1

2
is evaluated at every time step using the Sechenov-

corrected Henry’s law (see Eqs. 1–6 in the supplementary
document). This relation depends on the ionic concentration of
electrolytic species at the B1 interface. A higher ionic presence in
the pore reduces the value of C B

CO
1

2
, which in turn reduces the mass

transfer rate of CO2 across the interface.
In order to quantify this effect, we show the longitudinal

variation of CO2 concentration (Fig. 6). We take the measurement
at the axisymmetry boundary (solid red line in Fig. 6b), which is the
farthest away from the applied potential source. As a result, the
steric effects would be the least at this boundary. We can observe
that there is a linear drop in the CO2 concentration from the gas/
liquid interface at z= 0 nm until z= 45 nm for both electrolyte
concentrations. This trend follows from a balance between the rate
of CO2 consumption and the rate at which CO2 dissolves and
diffuses back into the pore. The concentration of CO2 at the gas/
liquid interface already shows a significant difference for the two
electrolyte concentrations used. The CO2 concentration at this point
(gas/liquid interface (z= 0) and axisymmetry axis (r= 0)) primarily
depends on the ionic concentration inside the pore via the mass
transfer condition in Eq. 12. Thus, for a high electrolyte concentra-
tion solution, we end up with an overall lower CO2 concentration
inside the pore.

Figure 4. Radial variation of pOH as a result of changing IECSA for an Ag
(111) catalytic nanopore (R = 2.5 nm, L = 45 nm) in a 1.0 M KHCO3

solution at a fixed ΦOHP = −0.24 V vs pzc and 1 bar CO2 pressure.

Figure 5. Radial concentration profiles for different electrolyte concentrations, for an Ag (111) catalytic nanopore (R = 5 nm, L = 45 nm), under ΦOHP =
−0.24 V vs pzc at IECSA = 2 mAcm−2 and 1 bar CO2 pressure.
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Influence of pore diameter.—The influence of pore size on the
radial CO2 concentration profile can be seen in Fig. 7a. The radial
profile is evaluated at a distance of z= 25 nm from the gas/liquid
interface. Pore size has a negligible effect on CO2 concentration at
the reaction plane. This is because CO2 concentration at high applied
potentials largely depends on the concentration of K+ ions. For a
fixed value of ΦOHP and bulk electrolyte concentration, the K+ ions
reach a concentration at the OHP that is independent of the pore size
(Fig. 7b). However, moving away from the reaction plane, the K+

concentration profiles for different pore sizes diverge.
The K+ concentration in the centre of the pore increases when

going from a larger pore radius of 10 nm to a smaller pore radius of 1
nm (Fig. 7b). This is because the mean potential inside the pore
relative to the bulk potential is higher for a smaller pore compared to
a larger-sized pore (supplementary results Fig. 2). This results in a
stronger pull for K+ ions from the bulk of electrolyte into the pore.
This in turn lowers CO2 concentration values. We can observe this
behavior in Fig. 7a, where a smaller pore leads to a smaller mean
CO2 concentration inside the pore. For a pore radius of 5 nm and
beyond, the concentration profiles become largely independent of the
pore size. This is because the electric field gets screened near the
reaction plane, as shown in supplementary Fig. 2. We can see that
bulk potential values (=0 V vs pzc) are reached at the central axis of
the pore (r = 0). This is why a similar concentration of K+ is
observed at the centre of both the 5 and 10 nm pores. The higher

mean cation concentrations in larger pores, in turn, influence the
homogeneous reactions and the average pH inside the pore.

Figure 8a shows the radial variation of pH for various pore sizes
in a 0.5 M KHCO3 solution. Based purely on the idea of smaller
pores having a higher mean potential, the expected trend in pH
should be opposite to the trend in K+ concentration shown in
Fig. 7b. A higher mean potential inside the pore should result in a
higher concentration of H+ ions and, thus a lower pH. This trend can
indeed be observed in Fig. 8a, when looking at the pores of at least
2.5 nm radius. These pores show a slight increase in the interfacial
pH with an increasing pore size. However, the pore of 1 nm radius
completely deviates from this trend by showing a higher interfacial
pH than each of the larger pores. This is because, besides the mean
potential, there are several other competing phenomena that influ-
ence the overall makeup of the pH. For example, a smaller pore
would have a lower mean CO2 concentration (Fig. 7a), this would
lead to a decrease in bicarbonate production and consequently a
decrease in the consumption of OH− ions (Eq. 1), making the pore
more basic. Furthermore, a smaller pore would have a higher
surface-to-volume ratio; hence, for a fixed IECSA value, a smaller
pore would have a higher mean OH− concentration. Another factor
to consider is that the potential drop from the OHP to the centre of
the pore is extremely small for the pore of 1 nm radius.
Consequently, this would result in a more basic pore via the
decreased overall pull for H+ ions toward the reaction plane. This

Figure 6. Longitudinal concentration profile of CO2 taken at the axisymmetric axis (B6) as a result of changing electrolyte concentration, for an Ag (111)
catalytic nanopore (R = 5 nm, L = 45 nm), under ΦOHP = −0.24 V vs pzc at IECSA = 2 mAcm−2 and 1 bar CO2 pressure.

Figure 7. Radial variation of concentrations as a result of changing pore size for an Ag (111) catalytic nanopore in a 0.1 M KHCO3 solution under
ΦOHP = −0.24 V vs pzc, IECSA of 2 mAcm−2 and 1 bar CO2 pressure.
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behavior can be modulated by the ratio:

γ
λ

= [ ]R
. 28

Debye

Here, R is the radius of the pore (upto the OHP) and λDebye is the
Debye length, defined as:

λ
ϵ ϵ
ϵ

= [ ]
k T

C N2
. 29Debye

r B

elec A

0
0

0
2

kB is Boltzmann’s constant and Celec is the concentration of the
electrolyte. When γ is ≈2.3 (for 1 nm pore in Fig. 8a) or less, the
influence of the mean potential is expected to be less relevant
compared to the counteracting phenomena discussed above,
resulting in pores becoming more basic as seen in the case of the
1 nm pore in Fig. 8a. To test this theory, we lower the electrolyte
concentration from 0.5 M to 0.01 M KHCO3 (Fig. 8b).
This increases the Debye length from λDebye ≈ 0.43 nm to
λDebye ≈ 3 nm and consequently decreases γ. As a result, pores of
radius 2.5 nm and 5 nm, both show a more basic pH trend near the
reaction plane as compared to the 10 nm pore. Considering the
importance of the local pH in maintaining a favourable reaction
environment inside the pore, the ratio γ can provide crucial insight
into the optimal design of a GDE. One can regulate the ratio by
varying either the pore size or the ionic strength of the system, in
order to get a desired pH trend inside the catalyst layer.

The presented GDE model involves multiscale mass transport
coupled with homogeneous and heterogeneous reactions. Our pore-
scale model describes the mass transport in the pore subject to
imposed reaction rates. It can be used to predict the local environment
inside the EDL of the pore. This model could be coupled to
descriptions of the larger length scales as well as an explicit
description of the molecular transport and reaction processes on the
smaller scales. The pore model can be seamlessly integrated with a
gas transport model such as convection and mixed average diffusion
model18,22 to account for the GDL. The GDL model will inform the
amount of gaseous species at the gas/liquid interface (Eqs. 11–12).

The 2D pore-scale model can also be coupled to a microkinetic
model to43,47 to quantify the influence of GDE structural properties
on faradaic efficiencies of the desired products. If the rate-deter-
mining steps of the CO2ER reactions are known, then a simplified
Frumkin-corrected Tafel relation can also be used to get an accurate
estimation of the current densities.31,48–51 Currently, the model does
not account for the specific adsorption of ions on the surface of the
catalyst. This is theorized to have an impact on the concentration and
potential profiles.27,52,53 Even though the continuum hypothesis does
hold for the smallest pore size used in this work (which has a

diameter of 2 nm, excluding the Stern layer),54 the consequence of
not being able to capture the exact molecular effects at the surface,
including ion-ion correlations, may be substantial in this smallest
pore due to the large surface-to-volume ratio. A coupled approach
with molecular dynamics simulation should be developed to inform
the continuum scale transport models.

Conclusions

This work presents a 2D GDE nanopore model for CO2ER based
on a set of size-modified PNP equations. Traditionally, GDE models
for CO2ER tend to ignore the formation of the EDL and hence fail to
accurately describe the local environment such as concentration
profiles and pH inside the pore. Our approach overcomes this
limitation by incorporating the EDL region near the reaction plane.

The study was performed based on Ag(111) catalyst in contact
with a KHCO3 solution. Our model predicts a significant drop in the
CO2 concentration near the reaction plane due to the high local
concentration of K+ ions. This effect increases with applied cathodic
potentials. Most of the literature on GDE models for CO2ER fail to
account for this drop that is induced by steric effects. We also
observed a drop in pH going from the centre of the pore to the
reaction plane. This is because the region near the OHP has a
stronger electric field and thus a stronger pull for H+ ions relative to
the centre of the pore. The attraction of H+ ions inside the pore and
repulsion for OH− ions from the walls of the pore increase with
cathodic potentials, making the pore more acidic at higher potentials.
The CO2 concentration inside the pore also drops with increased
electrolyte concentration due to both increased steric effects as well
as due to the decreased dissolution of CO2 in the liquid phase. This
decrease was quantified using the Sechenov-corrected Henry’s law.

The model also describes the influence of pore size on the local
environment. Four different pore sizes were simulated. The differ-
ence in CO2 and cation concentration at the reaction plane is found
to be independent of the pore size, while the smaller pores showed a
higher mean cation concentration relative to a larger pore due to a
greater potential difference between the pore and the bulk of
electrolyte. This increases the steric repulsion for CO2 and thus a
decreased mean concentration is observed for CO2 in a smaller pore.
The effect of pore size on the pH is, however, not entirely dictated
by the mean potential as several competing phenomena can influence
the local pH. For example, even if the potential value at any given
point is high in a smaller pore, making the pore more acidic, the
carbonate balance and increased surface-to-volume ratio would
impart a more basic character to the pore. This is why a pore radius
of 1 nm shows a more basic pH near the reaction plane compared to
larger pores. The γ factor, which is the ratio between the pore radius
and the Debye length, can be used to predict the pH trend. Below the
threshold value of 2.3, even pores of 2.5 and 5 nm radius became

Figure 8. Radial variation of pH as a result of changing pore size for an Ag (111) catalytic nanopore under ΦOHP = −0.24 V vs pzc, IECSA of 2 mAcm−2 and
1 bar CO2 pressure. (a) 0.5 M KHCO3 solution, (b) 0.01 M KHCO3 solution.
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more basic near the reaction plane than the larger 10 nm pore. This
factor can be extremely useful for researchers focusing on the
optimal structural design of the pore as it allows them to regulate the
pH trend inside the catalyst layer of a CO2ER process.

The cost-effective methodology presented in this work allows us
to gain key insights into the local environment within a nanopore
and can be used to make informed decisions regarding the inputs for
larger pore network models.
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