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Abstract

Flow control is a critical challenge in enhancing the performance of aerodynamic devices
across various sectors, including aeronautics, automotive, and energy production. The pri-
mary objective of this research is to delay flow separation by enhancing mixing within the
boundary layer and restoringmomentumnear the wall, thusminimizing or preventing sepa-
rationwithin an Adverse Pressure Gradient (APG). In order to achieve this goal, this research
focuses on the use of deployable vortex generators (VGs) actuated by shape memory alloys,
combining the benefits of both passive and active VGs to improve aerodynamic efficiency.

A comprehensive review of existing literature highlighted a significant gap in understanding
the aerodynamic and structural dynamics of shape-adaptive vortex generators. To address
this, the project investigates the optimal aerodynamic configurations for VGs that can retract
and extend, aiming to overcome the limitations of traditional static designs.

The conclusions drawn from the Computational Fluid Dynamics (CFD) analysis and exper-
imental studies provide critical insights into VG performance. The skew angle sensitivity
analysis revealed the robustness of various VG designs against axial loads, notably with the
vane design showing reduced sensitivity to inflow angles. However, challenges related to
normal and side loads, especially for configurations like the hollow ramp, underscore the
need for durable actuation mechanisms.

Experimental tests of uncontrolled flow dynamics along a curved backward-facing ramp in-
dicated a three-dimensional flow regimewith intermittent separation bubbles, influenced by
the ramp’s geometry. Controlled flow studies identified counter-rotating vanes as the most
effective VG configuration, producing consistent flow control results despite side load chal-
lenges. Co-rotating vanes and backward ramp designs exhibited varied effectiveness, neces-
sitating further optimization.

In response to these findings, a novel design approach is proposed, leveraging rigid vane
actuators constructed fromdurablematerials and strategically utilizing shapememory alloys
for precise skew angle adjustments. This proposed solution offers a pragmatic alternative to
traditional VG configurations, mitigating side load issues while maintaining adaptability and
control over flow dynamics.

In summary, this research advances the understanding of shape-adaptive vortex generators
in flow control applications. The findings emphasize the potential of counter-rotating vane
arrays while highlighting the need for robust actuation mechanisms and further design opti-
mizations to address the identified challenges.
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1
Introduction

1.1. Motivation
In the field of fluid dynamics, the phenomenon of flow separation is crucial, with profound
implications for the aerodynamic performance of various systems. As a boundary layer de-
celerates under an adverse pressure gradient (APG), the risk of separation emerges, leading
to potential performance detriments. Instances such as wing stall, limitations in diffusers,
and the threat of structural fatigue highlight the critical importance of understanding and
controlling flow separation in engineering applications.

Conventional methods to address flow separation primarily involve altering the flowfield
through mechanisms like vortex generators or steady-blowing jets. While these approaches,
in particular the use of vortex generators, have found practical use, their static design in-
troduces limitations. For example, static vortex generators increase drag during the cruise
phase of aircraft flight, reducing overall aerodynamic efficiency in aircraft. Additionally, the
complexity of setting up and controlling mechanical systems restricts the implementation of
adaptive solutions that could optimize performance across diverse flight conditions.

The motivation for this research project arises from the recognition of limitations within
existing methodologies and the quest for more effective strategies to control flow separation.
This project aims to transcend the constraints of conventional static designs by exploring
deployable vortex generators based on active hybrid composites. The focus of this project
revolves arounddeveloping anoptimal aerodynamic design for vortex generator devices that
dynamically respond to varying flight conditions without the need for elaborate mechanical
systems. This approach not only seeks to delay or suppress flow separation but also aims to
optimize aerodynamic performance throughout the entire flight envelope.

In the pursuit of this objective, inspiration is drawn from the potential offered by active
hybrid structures, particularly those incorporating shape memory alloys (SMA) and fiber-
reinforced composites (FRP) as active elements. This innovative approach allows for simpli-
fication of mechanical systems, reduction in weight, and scalability, providing a promising
avenue for overcoming the limitations of traditional static vortex generators. In addition to
enhanced aerodynamic efficiency, potential benefits also encompass improved safety and

1
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reduced noise during take-off and landing.

Thus, the preliminary research question for the project arises:

Preliminary research question

To what extent can the aerodynamic efficiency of vortex generators be enhanced by
incorporating shape-adaptive materials, and what design features are critical for opti-
mal performance?

In summary, this research aims to push the boundaries of flow separation control by ex-
ploring novel methods based on adaptive vortex generators and active hybrid composites.
Through a comprehensive understanding of the limitations of currentmethodologies and the
pursuit of innovative solutions, we aim to contribute to the advancement of aerodynamic
technology, offering more efficient and adaptable means of managing flow separation in
aeronautical applications.

1.2. Research methodology
This research explores the technical feasibility surrounding the aerodynamic characteriza-
tion of vortex generators manufactured using shape-adaptive materials. The project aims
to leverage advanced computational tools, specifically Computational Fluid Dynamics (CFD),
as well as flow measurement techniques such as Particle Image Velocimetry (PIV), to solve
the intricate interplay between aerodynamics and material dynamics in shape-adaptive vor-
tex generators. The ultimate goal is to contribute valuable insights that could enhance the
aerodynamic performance of aeronautical systems.

Therefore, this project aims to fill this knowledge gap by exploring the aerodynamic complex-
ities of shape-adaptive vortex generators, particularly those utilizing shape memory alloys
for retraction and extension. The goal is to identify and achieve the optimal aerodynamic
configuration, pushing the boundaries of conventional flow control methods and paving the
way for new innovations.

To address the gap in academic knowledge and simultaneously contribute to resolving this
aviation industry challenge, the subsequent thesis work establishes the following research
objective:

Research Objective

Investigate the aerodynamic features of deployable vortex generators employing
shape memory alloy actuation, aiming to identify the optimal aerodynamic configu-
ration and advance the understanding of flow separation control.

In order to guide the research process, make sure the necessary tasks are completed, and
eventually verify that the goal of the research objective has been accomplished, the following
research questions and subquestions have been established:

Q.1 How does an array of vortex generators influence the prevention of flow separa-
tion over a backward-facing ramp?

Q1.1 What quantitative metrics can be employed to assess the effectiveness of vortex
generators?
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Q1.2 How do variations in the shape and size of individual vortex generators influence
the overall aerodynamic efficiency of the array?

Q1.3 Howdoes the spacing between individual vortex generators impact their collective
aerodynamic performance?

Q1.4 Howdoes the spacing between the vortex generator array and the separation point
impact their flow control capabilities?

Q.2 What is the optimal aerodynamic configuration for a deployable vortex generator
based on shape memory alloy actuation for enhancing performance?

Q.2.1 What are the distinct effects of deployable vortex generators compared to static
vortex generators in preventing flow separation?

1.3. Report outline
Beginning with the introduction, the present chapter sets the stage by outlining the context
and significance of the study. The remainder of this report is structured into four interrelated
parts to provide a comprehensive overview of the research conducted:

Part I Background

• Chapter 2 delves into the fundamentals of turbulent boundary layers and the phe-
nomena of separation, covering aspects such as boundary layer scaling and turbu-
lent separation bubbles, including flow detachment and reattachment.

• Chapter 3 explores separation control techniqueswith a focus on vortex generators,
discussing passive and active methods along with vortex dynamics.

• Chapter 4 investigates various design concepts for vortex generators, including con-
ventional, sub-boundary layer, and deployable configurations.

• Chapter 5 concludes with a summary of key findings.

Part II Methodology

• Chapter 6 details the computational fluid dynamics (CFD) methodology employed
in the study, including the modeling approach, key performance indicators, com-
putational setup, mesh independence study, and verification procedures.

• Chapter 7 describes the experimental methodology, covering the test section, sep-
aration ramp, actuators, and particle image velocimetry (PIV) techniques used for
flow characterization.

Part III Results and Discussion

• Chapter 8 examines numerically the sensitivity of multiple VG designs to skew an-
gle using CFD.

• Chapter 9 focuses on the experimental characterization of uncontrolled flow.

• Chapter 10 discusses the characterization of controlledflow throughvarious stream-
wise and crossflow planes, comparing computational and experimental data.

• Chapter 11 proposes a design concept for deployable VGs based on the study’s find-
ings.

Part IV Conclusions and Recommendations
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• Chapter 12 summarizes the key conclusions drawn from the study’s findings.

• Chapter 13 provides recommendations for future research directions based on the
insights gained from the investigation.
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Part I

Background

6



2
Turbulent boundary layers and

separation

This chapter delves into the phenomena of turbulent boundary layers and separation, foun-
dational aspects critical to understanding advanced flow control techniques. Section 2.1 be-
gins with an overview of boundary layer fundamentals, providing essential insights into the
development and characteristics of boundary layers. Section 2.2 addresses turbulent bound-
ary layer scaling, which is crucial for accurately predicting and modeling turbulent flows.
Following this, in Section 2.3, the discussion moves to turbulent separation bubbles, exam-
ining their formation, dynamics, and impact on flow behavior. This includes a concise de-
scription of the flow detachment and reattachment processes. Together, these topics offer a
comprehensive understanding of turbulent boundary layers and separation, setting the stage
for subsequent chapters on flow control methodologies.

2.1. Boundary layer fundamentals
As an object moves through a fluid, or as a fluid moves past an object, the fluid molecules
near the object are disturbed and move around it. In particular, the molecules in the imme-
diate vicinity of a surface adhere to this surface, inducing a no-slip boundary condition (zero
velocity at the wall). The molecules just above the surface are slowed down by collisions
with the molecules sticking to the surface. These molecules, in turn, slow down the flow just
above them. The farther one moves away from the surface, the fewer the collisions affected
by the object surface. This creates a thin layer of fluid near the surface in which the velocity
increases from zero at the surface until it reaches the the freestreamvalue away from the sur-
face. The thin layer, consisting of fluid whose velocity has not yet returned to the freestream
velocity, is called the velocity boundary layer.

The Reynolds number (Re) expresses the ratio of inertial to viscous forces. Boundary lay-
ers are prevalent in flows characterized by relatively high Reynolds numbers and low fluid
viscosities, which are common in many technical applications. While the Re → ∞ limiting
solution is often a useful approximation, it fails to satisfy the no-slip condition, requiring the
consideration of viscosity effects that enforce null velocity directly at the wall. By dividing

7
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the flow field into the inviscid outer flow and the boundary layer, the theoretical treatment
of high Reynolds number flows is simplified. This division is based on the fact that viscosity
effects become increasingly confined to narrow regions near the solid wall as the Reynolds
number increases, resulting in a thinner boundary layer.

The boundary layer thickness (δ) represents the distance normal to the wall to the point
where the flow velocity has essentially reached the freestream velocity, U∞ (sometimes de-
noted as ue, where the subscript e denotes flow conditions at the edge of the boundary layer).
Figure 2.1 presents a schematic representation of the velocity distribution across a thin flat
plate (with an exaggeratedwidth in thewall-normal direction). At the leading edge, the veloc-
ity is constant and parallel to the plate. As the distance from the leading edge increases, the
layer of particles slowed down by friction grows larger, as more fluid particles are affected
by the retardation. Consequently, the boundary layer thickness increases as a function of the
development length, i.e. δ(x).

Figure 2.1: Boundary layer at a flat plate at zero incidence [From Schlichting and Gersten (2017)]

For lower Reynolds numbers, the boundary layer is laminar and the streamwise velocity
changes uniformly as one moves away from the wall. For higher Reynolds numbers, the
boundary layer is turbulent and the streamwise velocity is characterizedbyunsteady swirling
flows inside the boundary layer. In the context of TBLs, alternative physical interpretations
of the boundary layer thickness are often preferred, since the upper part of the velocity pro-
file is so level that even minor alterations or inaccuracies in the profile can cause consider-
able discrepancies in the measured thickness. Despite this uncertainty, the parameter δ is
still widely used due to its simple physical interpretation and ease of determination.

Other commonly employedmeasures are the integral properties of the velocity profile. As de-
scribed byWhite (2006), an integral analysis of a control volume over a flat plate yields these
properties. By applying mass conservation principles, the displacement thickness, denoted
as δ∗, is formally defined (see Equation 2.1). Similarly, conservation of momentum in the x
direction provides the definition of themomentum thickness, denoted as θ (see Equation 2.2).

δ∗ =

∫ ∞

0

(
1− u

ue

)
dy (2.1)

θ =

∫ ∞

0

u

ue

(
1− u

ue

)
dy (2.2)

The displacement thickness δ∗ represents the amount bywhich the non-viscous external flow
is pushed outward due to the decrease in velocity in the boundary layer, whereas themomen-
tum thickness θ represents the distance that would need to be traversed in an inviscid fluid
for the total flow momentum to be equivalent to the momentum of the actual flow (Schlicht-
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ing and Gersten 2017). Various Reynolds numbers can be defined based on the aforemen-
tioned magnitudes:

Re =
U∞x

ν
, Reδ =

U∞δ

ν
, Reδ∗ =

U∞δ
∗

ν
, Reθ =

U∞θ

ν
(2.3)

The shape factor H is defined as the ratio of the displacement thickness to the momentum
thickness. It serves as a non-dimensional measure of the velocity profile shape, and is partic-
ularly relevant as an indicator for stability against transition and separation. A high shape
factor indicates an empty profile, approaching separation, while a low shape factor indicates
a thin, full, high wall shear stress boundary layer. In line with the definitions of the integral
boundary layer parameters, since the velocity u at any point within the boundary layer is
always smaller than the velocity at the edge ue, the value of the displacement thickness δ∗

consistently exceeds the value of the momentum thickness θ. Consequently, the shape factor
H invariably exceeds unity.

H =
δ∗

θ
> 1 (2.4)

2.2. Turbulent boundary layer scaling
A turbulent boundary layer can be categorized into two distinct sections: the inner layer and
the outer layer, complemented by an intermediate overlap region situated between the two.

The behavior of the inner layer is strongly influenced by conditions near the wall. According
to Prandtl (1933), the velocity profile in this region depends on fluid properties (ρ and µ),
the distance y from the wall, and the wall shear stress τw, which is the only direct influence
from the freestream flow. Introducing the wall-friction velocity, defined as uτ =

√
τw/ρ, and

performing a dimensional analysis over this dependence leads to the formulation of the law
of the wall:

u

uτ
= f

(yuτ
ν

)
(2.5)

In contrast, the outer layer behavior is described by the Von Karman (1931) theory, which
posits that the wall primarily acts as a source of resistance, reducing the local velocity u(y)
below the freestream velocity U∞ without being directly influenced by viscosity µ. However,
it is affected by wall shear stress, boundary layer thickness, and the pressure gradient of the
flow. A dimensional analysis over these dependencies leads to the formulation of the defect
law:

ue − u

uτ
= g

(y
δ
, ξ
)

(2.6)

where the pressure gradient parameter ξ is defined as ξ = δ

τw

dpe
dx

.

Clauser in 1954 and 1956 demonstrated, through experimental trial and error, that for bound-
ary layer flows characterized by pressure gradients, the self-similarity of the defect profile
can be achieved by maintaining a constant value of the Clauser pressure-gradient parame-
ter β, based on the displacement thickness. This parameter, distinct from the Falkner-Skan
parameter, is defined as β =

δ∗

τw

dpe
dx

.

Assuming the existence of a zone within the boundary layer where both the inner and outer
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laws hold true simultaneously, the overlap law can be established:

u

uτ
= f

(
y

δ

δuτ
ν

)
=
ue
uτ

− g
(y
δ
, ξ
)

(2.7)

where f and gmust be logarithmic functions, according to functional analysis. Consequently,
in the overlap layer:

• in inner variables:
u

uτ
=

1

κ
ln

(yuτ
ν

)
+B (2.8)

• in outer variables:
ue − u

uτ
= − ln

(y
δ

)
+A(ξ) (2.9)

where κ and B are near-universal constants for smooth walls (κ ≈ 0.41 and B ≈ 5.0) and A
varies with the pressure gradient ξ.

An additional examination of the inner law reveals that three more subregions can be iden-
tified, as depicted in Figure 2.2:

• Linear (or viscous) sublayer. Very close to the wall, i.e. y+ ≤ 5, turbulence is suppressed
and the boundary layer is governed by viscous shear, resulting in a linear velocity pro-
file.

• Buffer layer. Between the linear sublayer and the logarithmic (overlap) layer, i.e. 5 ≤
y+ ≤ 30, the velocity profile is neither linear nor logarithmic, but rather a gradual tran-
sition between the two.

• Logarithmic (overlap) layer. In the sublayer furthest from the wall, i.e. y+ ≥ 30, the
inner law gradually blends into the overlap layer.

Figure 2.2: Inner law expression for a ZPG TBL expressed in inner variables [FromWhite (2006)]

Shifting the focus to the outer law, an additional examination reveals its sensitivity to the
pressure gradient parameter ξ. Coles (1956) addressed this challenge by noting that, when
viewed from the freestream perspective, the surplus velocity within the outer layer relative
to the log layer exhibited a nearly uniform wake-like pattern. This insight permitted the
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transformation of the entire velocity profile into the following expression:

u+ =
u

uτ
= f(y+) +

2Π

κ
· w

(y
δ

)
(2.10)

where f(y+) represents the inner law (including the overlap region), and 2Π
κ ·w(yδ ) represents

the wake component. Here, Π denotes the Coles’ wake parameter, representing the wake
strength, and w the wake function encoding the deviation from the law of the wall, i.e. null
at y = 0, and unit at y = δ.

2.3. Turbulent separation bubbles
ATurbulent SeparationBubble (TSB) is a complexflow feature commonly encounteredwithin
TBLs over curved surfaces or abrupt geometric changes. It represents a distinctive region
where the flow partially or fully separates from the surface, creating a re-circulation zone
characterized by the coexistence of turbulent and separated flow structures. Understand-
ing the intricate mechanisms governing TSB formation, evolution, and dissipation is crucial
for optimizing the performance of diverse engineering devices, including airfoils, diffusers,
and heat exchangers, and is of paramount importance in addressing flow control challenges
in fluid mechanics research. In this section, the detailed aspects of TSBs are introduced, fo-
cusing on flow detachment and flow reattachment to describe the underlying physics and
implications of these phenomena within TBLs.

2.3.1. Flow detachment
Separation in boundary layer flows encompasses the departure, breakaway, or breakdown
of the flow from a surface, as defined by Simpson (1989). At moderate Reynolds numbers,
separation bubbles occur when the shear layer detaches from the surface and then reat-
taches downstream, likely due to turbulence entrainment (Dovgal et al. 1994; Tani 1964).
For steady-freestream two-dimensional flows on low curvature or flat surfaces, separation
initiates intermittently, with flow reversal occurring only part of the time at certain points.
Simpson (1981) proposed quantitative definitions of detachment states near the wall, based
on the fraction of time with reverse flow, characterized by the backflow coefficient χ. These
include Incipient Detachment (ID), Intermittent Transitory Detachment (ITD), Transitory De-
tachment (TD), and Detachment (D), corresponding to χ values of 0.01, 0.20, 0.50, and τw = 0,
respectively.

Data suggest that when instantaneous backflow exists 50% of the time (χ = 0.50), the time-
averaged wall shear stress τw tends to null, marking both the Transitory Detachment (TD)
and Detachment (D) points. Furthermore, the lengths of regions between these points can
varywith geometry and flow conditions but their definitions remain consistent. Analogously,
points of Transitory Reattachment (TR) occur when χ = 0.50 in the reattachment region, In-
termittent Transitory Reattachment (ITR) when χ = 0.20, and Complete Reattachment (CR)
when χ = 0.01.

Two primary mechanisms leading to flow separation are pressure-induced separation and
geometry-induced separation. The former, termedpressure-induced separationbubbles (PISB),
occurs in the presence of largeAPGs around streamlinedbodies. On the other hand, geometry-
induced separationbubbles (GISB) are generateddue to geometric features, such as the stream-
wise curvature of a surface, or the presence of singularities, such as a sharp corner/blunt
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leading edge/rounded leading edge.

In this study of a backward-facing ramp, the presence of amild streamline curvature prompts
consideration of both geometry-induced and pressure-induced separation. Given themodest
curvature, it is likely that the predominant factor driving separation is the associated pres-
sure gradient. This underscores the intricate interplay between geometric features and pres-
sure gradients in cases where a clear distinction between geometry-induced and pressure-
induced separation is less evident.

Geometry-induced separation
When it comes to separation caused by geometry, two scenarios can be identified: boundary
layer separation caused by the curvature of a surface, and boundary layer separation caused
by a geometric singularity, such as a sharp point (e.g. a backward-facing step, fence, or blunt
face).

In the absence of streamwise pressure gradients, convex surface curvature induces a positive
pressure gradient normal to the wall, reducing downstream entrainment, while concave cur-
vature results in a negative pressure gradient, enhancing entrainment,mixing, and turbulent
shearing (Simpson 1989). However, in situations involving both convex curvature and APGs,
such as airfoil flows, the influence of curvature on entrainment diminishes compared to zero-
pressure gradient cases. Nonetheless, the interaction between surface curvature, APGs, and
TBL detachment remains context-dependent, particularly for low-curvature surfaces. Stud-
ies indicate minimal curvature effects for low-curvature surfaces (Schubauer and Klebanoff
1951; Deutsch and Zierke 1986), while convex curvature δ/R ≥ 0.1 has been proven to lead
to detachment farther upstream than on flat plates (Baskaran et al. 1987; Sandborn and Liu
1968; Chou and Sandborn 1973). This phenomenon arises because rapid changes in surface
curvature near convex surfaces induce a sudden shift in flow direction and magnitude due
to local increases in flow cross-sectional area and surface pressure.

In the context of a geometric singularity, such as a backward-facing step, quick, abrupt changes
in the curvature of the surface may appear, and these can yield a very unsteady and complex
flow field, as depicted in Figure 2.3a. As the boundary layer departs the surface, the location
of the maximum shear point no longer resides at the wall, and the separated shear layer
resembles a standard plane-mixing layer. However, it differs in the fact that the low-speed
side of the shear layer is highly turbulent. Additionally, a portion of the shear layer fluid is
deflected upstream into the recirculating flow, giving rise to a region beneath the shear layer
that exhibits substantial backflow velocity.

Pressure-Induced separation
Pure pressure-gradient-induced turbulent boundary layer separation occurs due to an APG
on a smooth surface instead of a geometric singularity. Near thewall, flow slows down under
an APG until backward flow emerges at the onset of detachment. Small three-dimensional
flow components brieflymove against the primary flow direction before being carried down-
stream. These reverse flows occur in regions with reduced kinetic energy and stem from
forces generated by large-scale structures and the APG (Simpson 1996). These structures
provide turbulent energy to the detaching flow, allowing the separation front to fluctuate
in space and time. Even on smooth curved surfaces when surface geometry primarily influ-
ences separation, separation points can fluctuate, adding complexity to the separation pro-
cess.
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(a)

(b)

Figure 2.3: Illustrations of: (a) Features of a backward-facing step flow [From Driver et al. (1987)], (b)
Pressure-induced boundary layer detachment process on a flat plat [From Simpson (1996)]

In a steady freestream with separating TBL over a low-curvature or flat surface, the mean
flowupstreamof the ID point adheres to the law of thewall and the law of thewake, provided
that themaximum shearing stress remains below 1.5τw. Sandborn and Kline (1961) observed
that a family of power-law-type mean-velocity profiles closely fits regions with significant
intermittent backflow. This family of profiles is characterized by the relation:

h =
H − 1

H
=

(
2− δ∗

δ99

)−1

(2.11)

According to Simpson (1989), in flows near equilibrium that satisfy the Coles velocity profile
model, ITD occurs at δ∗/δ = 0.42 and H = 2.70. Alternatively, another widely used parameter
for quantifying the pressure gradient is the Clauser pressure-gradient parameter, where a
value of β > 30 typically indicates upcoming boundary layer separation.

Typically, pressure-induced separationhas been studied extensively in two-dimensional flows.
Low-speed diffusers are a good example of essentially pressure-induced TSBs, which is why
most of the literature focuses on this topic, see Kaltenbach et al. (1999), Buice and Eaton
(2000), Herbst et al. (2007). Recent efforts have been devoted to studying these flow condi-
tions also in three-dimensional diffusers in order to provide accurate and detailed informa-
tion on the flow physics of pressure-induced separation. For example, Ohlsson et al. (2010)
present the direct numerical simulation (DNS) of a separated flow in a 3D diffuser, offering
valuable insights into this complex phenomenon.

2.3.2. Flow reattachment
In the context of boundary layer behavior, particularly as it departs from a surface, it is
pertinent to also consider the implications of this phenomenon further downstream the sep-



2.3. Turbulent separation bubbles 14

aration point. If a favorable pressure gradient is recovered past the separation point, then
the flow may reattach. However, a favorable gradient alone may not always be enough for
reattachment. As discussed in Section 2.3.1, the separated shear layer undergoes significant
changes in the reattachment zone, the flow sharply bends downward to reattach to the sur-
face, leading to APGs and significant disturbances due to its proximity to the wall.

Westphal et al. (1984) reports a significant backflow close to the surface under the separated
shear layer before reattachment. The substantial value of the backflow skin-friction coeffi-
cient indicates that the flow near the wall exhibits characteristics similar to laminar flow,
particularly at the Reynolds numbers considered in this and earlier research.

According to Simpson (1996), in the case of flow reattachment downstream of a geometrical
singularity such as a backward-facing step, the distance from the step to the reattachment
spot (γpu = 0.5 andCf = 0) serves as an important length scale for normalizing streamwise po-
sitions. Additionally, the ratio of reattachment length to step height (XR/H) in such scenarios
is notably influenced by the expansion ratio (ER), exhibiting significant Reynolds number de-
pendence under certain conditions. Nevertheless, instantaneous reattachment locations can
vary streamwise by multiple times the step height. For instance, DNS of a backward-facing
step by Le et al. (1997) atReH = 5100 andER= 1.2 indicatesmean instantaneous reattachment
location occurring at 6.28H from separation.

Despite a significant increase in Reynolds stresses as reattachment is approached, down-
stream of the reattachment point, Reynolds stresses decay rapidly over several step heights.
Meanwhile, a new sub-boundary layer begins to form within the reattached shear layer. Em-
pirical evidence suggests that even up to approximately 50 step heights downstream of reat-
tachment, the outer portion of the reattached shear layer retains characteristics typical of a
free-shear layer, highlighting the persistence of eddies originating within the initially sepa-
rated free-shear layer.



3
Separation control using vortex

generators

This chapter provides a review of research findings and concepts relevant to the use of vor-
tex generators (VGs) for controlling flow separation, a critical aspect to enhance aerodynamic
performance. Section 3.1 begins with an overview of various methods of control, setting the
context for the application of vortex generators. Section 3.2 distinguishes between passive
and active vortex generators, detailing their respective mechanisms and operational differ-
ences. A comparative analysis follows, highlighting the advantages and limitations of each
type. Finally, Section 3.3 delves into vortex dynamics, exploring the underlying physical pro-
cesses that govern the effectiveness of vortex generators in mitigating flow separation. This
comprehensive examination provides a solid foundation for understanding the role of VGs
in flow control applications.

3.1. Methods of control
Flow control poses challenges in both industrial and academic domains, aiming to enhance
device performance in various sectors like aeronautics, automotive, naval, chemical, and
energy production. Lachmann (1961) defines boundary layer control as any method alter-
ing boundary layer behavior from its natural development on a smooth surface. Examples
include: delaying or triggering laminar-to-turbulent transition, managing separation, mod-
ulating skin friction or pressure drag, regulating heat transfer, optimizing lift generation,
and manipulating acoustics (Gad-el-Hak and Bushnell 1991). Among these, controlling flow
separation is crucial for aerodynamic devices, reducing energy losses and enhancing perfor-
mance, especially in high-load scenarios.

The two-dimensional integral boundary layer (IBL) approach elucidated by Drela (2014), of-
fers a theoretical framework for understanding separation controlmechanisms (seeAppendixA).
Increasing the maximum tolerated pressure gradient, or conversely, minimizing the most
negative streamwise velocity gradient helps prevent boundary layer separation. This can
be achieved by increasing dissipation, notably through enhancing turbulent kinetic energy.
This is precisely the effect of vortex generators (Lengani et al. 2011).

15
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The primary focus of this project is delaying flow separation by enhancingmixing and restor-
ing lost momentum near the wall, ultimately minimizing or preventing separation within an
APG. Schubauer and Spangenberg (1960) demonstrated the efficacy of variousmixing devices
in mitigating separation in TBLs, enabling them to withstand more substantial pressure gra-
dients, thus delaying or preventing separation. Various approaches can achieve this goal by
enhancing vorticity magnitude near the wall, as discussed by Ashill et al. (2002):

• Enhancingmixing between upper and lower boundary layers, such as using vortex gen-
erators.

• Directly increasing energy in the lower layers, e.g., through tangential blowing near the
wall.

• Introducing vorticity within or just above the boundary layer, with opposite sign to that
at the wall, to increase velocity in this region.

• Mitigating the APG upstream of the separation point, often achieved through body shap-
ing.

In particular, in the field of external aerodynamics, flow control mechanisms to prevent
boundary layer separation are classified into two categories: passive and active flow con-
trol. Passive flow control (PFC) techniques, like vortex generators, operate without external
power, are simple and low-maintenance, and widely used for delaying separation, according
to Ashill et al. (2005). Active flow control (AFC), requires an energy input, but offers advan-
tages such as adaptability and deactivation when not needed but is more complex due to
actuators. Key AFC techniques include tangential blowing and suction to add or remove mo-
mentum near the wall according to Lengani et al. (2011).

3.2. Vortex generator devices
3.2.1. Passive vortex generators
Fixed vane-type vortex generators are commonly used to control flow separation on com-
mercial aircraft wings. These devices consist of small plates oriented perpendicular to the
surface, generating streamwise trailing vortices that enhancemixing between the outer flow
and near-wall region, reducing separation risk (Baldacchino 2019). Early research by Taylor
(1947) laid the foundation for understanding vortex generator physics, followed by signifi-
cant contributions from Gould (1956), Jones (1957), Schubauer and Spangenberg (1960), and
Pearcey (1961). Research in subsequent decades, notably by NASA and Stanford, furthered
understanding of vortex generator properties and design methodologies. Introduction of
Particle Image Velocimetry (PIV) in the 2000s allowed for very detailed studies of vortex gen-
erator structures and their effectiveness (Lin 2002; Godard and Stanislas 2006; Lögdberg et al.
2010; Lengani et al. 2011).

Early vortex generators were typically larger than boundary layer thickness, resulting in
strong vortices, three-dimensional flow structures, and increased drag. Recent studies favor
smaller configurations, smaller than δ and sometimes as small as 0.2δ, strategically placed
within the inner logarithmic region of the boundary layer where y+ < 300. Despite their
shorter vortex lifespan, these smaller vortex generators effectively control separation while
inducing lowerdrag compared to larger ones (Lin 2002). Optimal deployment of sub-boundary
layer vortex generators near the separation region requires stability in the separation region.
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3.2.2. Active vortex generators
Active flow control devices offer the advantage of on-demand operation, avoiding drawbacks
like additional drag during cruise flight, unlike passive techniques. Gad-el-Hak and Bushnell
(1991) outlines active momentum addition techniques involving: discrete blowing or injec-
tion to generate streamwise vortices, increase turbulence/Reynolds stress with dynamically
activated devices, and injection of high-velocity fluid tangentially. Control of vortex genera-
tors depends on the actuator type, including acoustic, plasma, and fluidic actuators. Fluidic
actuators, particularly synthetic jets and pulsed-jet actuators, are the most commonly used
options.

Synthetic jets, also known as ZeroMass Flux (ZMF) jets, transfer linearmomentum to the flow
system without mass injection across the flow boundary (Glezer and Amitay 2002). They
generate periodic alternating pressure drops across an orifice using acoustic waves or di-
aphragm/piston motion. Pulsed-jet vortex generators produce periodic bursts of jets to initi-
ate vortical structures within the boundary layer. Operational parameters like pulsing fre-
quency and duty cycle are crucial for optimizing performance (Ortmanns et al. 2008; Eroglu
and Breidenthal 2001).

Pulsed jets offer advantages over continuous jets, including altering flowfield topology and
showcasing initial velocity overshoot during start-up, contributing to a robust starting struc-
ture (Ortmanns et al. 2008). The discrete vortex ring structure enables greater penetration
and stronger control effects with reduced mass flux requirements (Eroglu and Breidenthal
2001). Control impact primarily occurs during start-up, allowing for shorter duty cycles with-
out adverse effects.

Various system parameters influence the efficacy of active vortex generators, including geo-
metric characteristics, jet pitch, skew angles, orifice shape, and spacing, as well as velocity
ratio and pulse duty cycle (Kostas et al. 2007).

3.2.3. Comparison
The choice between passive and active vortex generators plays a key role in determining the
effectiveness of boundary layer management. Each approach offers a unique set of advan-
tages and disadvantages. Passive vortex generators are known for their simplicity and lack
of auxiliary power requirements, while active vortex generators provide enhanced control
and adaptability. However, the decision between these techniques should be made carefully,
as both have their limitations. Table 3.1 provides a concise overview of the key advantages
and disadvantages associated with each method.

3.3. Vortex dynamics
Shifting the focus towards the vortical fluid dynamics downstream of vortex generators, in-
vestigations by Velte et al. (2016) have presented the intricate interplay between viscous ef-
fects near the wall and the emergence of complex vortex systems. These revelations under-
score the need to extend the knowledge beyond idealized monopole flows.

In the study by Wendt et al. (1993), the downstream development of embedded vortices is
compared to that of isolated vortices, revealing several key differences. Isolated vortices
maintain their circulation as they progress downstream, whereas embedded vortices expe-
rience a decrease in circulation due to the wall’s influence. This reduction is attributed to a
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Table 3.1: Advantages and disadvantages of passive and active vortex generators.

Advantages Disadvantages
Passive VGs

• Simple setup
• No need for auxiliary
power and hardware

• Moderate sensitivity to ar-
rangement

• Continuously protrude into the
flow

• Cannot be turned off when not
needed

• Potential additional parasitic
drag

Active VGs
• Can be turned offwhen not
needed

• Enhanced control and
adaptability

• Potential for improved per-
formance

• Complex setup and control
• Require auxiliary power and
hardware

• High sensitivity to arrangement
and settings

spanwise component of wall shear stress that generates a torque opposing the vortex rota-
tion.

Additionally, the growth of the core radius is significantly greater in embedded vortices than
in isolated ones with the same Reynolds number. This accelerated growth is likely due to
enhanced diffusion within the vortex core, driven by the turbulent boundary layer, and in-
creased turbulence intensity inside the core region, caused by a streamwise velocity deficit
or wake. Furthermore, the core vorticity profile of isolated vortices remains circular, while
embedded vortices exhibit elliptically shaped profiles downstream. This ellipticity could re-
sult from the presence of the wall or indicate unsteady phenomena like vortex oscillation or
meandering.

In the particular case of two counter-rotating vortices in close proximity to each other, the
interaction with the wall introduces a shearing effect, which is only partially mitigated by
the presence of the opposing vortex. Vortices in a common upwash configuration tend to
direct the secondary flows upwards, away from the wall, causing the vortices to rise rapidly
due to the mutual interaction and thus reducing the wall shearing effect. Beyond a certain
distance, the overlapping of vortices causes dissipation, altering the strength and lateral dis-
placement of the vortices. Contrarily, vortices in a common downwash configuration direct
the secondary flows towards the wall, leading to their trajectories diverging in the spanwise
direction without moving far away from the wall.

To comprehend the temporal evolution of vortices in the wake of vortex generators, it is im-
perative to examine the phenomenon of vortex decay. Ashill et al. (2005) presents an investi-
gation into the decay of vortices, considering factors such as device height, deflection angles,
and streamwise positions. Their findings reveal that generally the vortex height increases
with streamwise distance. This insight prompts researchers to consider the influence of the
wall-induced vorticity layer, as depicted in Figure 3.1a. The intricate relationship between
vortex height, streamwise position, and the induced vorticity layer highlights the complexity
of modeling accurately vortical flows, as evidenced by the empirical adjustments made in
their study.



3.3. Vortex dynamics 19

(a) (b)

Figure 3.1: Illustrations of: (a) Counter-vorticity layer at wall induced by vortex; (b) Flow over split vanes showing
the dissipation of vorticity. [From Aider et al. (2010)]

Focusing on the topology of the vortex systems generated by vortex generators, research ex-
emplified by Velte et al. (2012), consistently identified a basic vortex system constituted by the
primary (wing tip) vortex and a horseshoe vortex generated from the roll-up vortex around
the leading edge of the vane. This topology, reproduced in Figure 3.2, comprises the primary
vortex (P ) shed by the VG wing tip and the pressure side and suction side horseshoe vortices
(HP and HS , respectively). Generally, the primary vortex tends to capture and sweep the
suction side horseshoe vortex of opposite rotation beneath it during its early formation. On
the other hand, the pressure side horseshoe vortex often evolves without significant disrup-
tion from the rest of the vortex system. Under certain circumstances though, the disturbance
introduced by the vane might not be strong enough, and this can cause both sleeves of the
horseshoe vortex tomerge into a unique vorticity track, generating one unique primary struc-
ture (Velte et al. 2016).

Figure 3.2: Topology of the basic vortex structure [From Velte et al. (2012)]

Nevertheless, measurements conducted using SPIV show that, in certain flow configurations,
beyond the basic vortex system, secondary vortex structures can arise due to localized bound-
ary layer separation in the lateral direction between the primary vortex and the wall. These
secondary structures can draw vorticity from the primary vortex, altering the characteristic
variation of the strength with uV G. Notably, the presence of these structures relies heavily on
the geometric arrangement of the vortex generator system, especially the vane’s angle and
height, and the Reynolds number. In some instances, the arrangement of counter-rotating
vortex generators in cascade can be employed to eliminate secondary structures, impacting
the boundary layer control. The article depicts four predominant states observed through
measurements, offering an overview of their development in the wake via streamwise vor-
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ticity plots, as depicted in Figure 3.3.

Figure 3.3: Regime map of the different vortex structures in the far wake [From Velte et al. (2016)]

Moreover, according to studies such as Ashill et al. (2005), APGs have a pronounced impact
on vortex characteristics. In cases of single and spaced vanes, changes in vortex strength
downstream of the device are associated with variations in wall friction velocity. However,
when vanes are joined, an additional adverse effect arises, likely related to boundary layer
separation upstream of the device. APGs promote the growth of vortices, causing them to
merge earlier upstream in counter-rotating devices. Adjusting vane spacing proves effective
in mitigating this adverse tendency, emphasizing the role of geometric configurations in op-
timizing vortex behavior under adverse pressure conditions.



4
Vortex generator design concepts

This chapter provides an overview of vortex generator design concepts and guidelines, exam-
ining various design trends. Section 4.1 begins with an introduction to the fundamental con-
cepts underlying VGdesign, providing the necessary theoretical background. This is followed
by Section 4.2, which provides a discussion on conventional vortex generator designs, high-
lighting their characteristics and typical applications. Section 4.3 examines sub-boundary
layer vortex generators, detailing their design considerations and performance benefits. Fi-
nally, Section 4.4 investigates deployable vortex generators, exploring their innovative de-
sign features and potential advantages in dynamic flow environments. This comprehensive
overview of VG design concepts aims to facilitate a deeper understanding of their roles in
flow control strategies, and highlight the potential of deployable VGs as an alternative to ac-
tive systems.

4.1. Fundamentals of VG design
The downstream evolution of the streamwise vortices and the effectiveness of flow control
are significantly impacted by multiple VG design parameters. These variables can be classi-
fied into two categories: vane shape and array setup, as illustrated in Figure 4.1. According
to the literature, the most influential variables are:

• Vane form.

• Vane height h. Commonly expressed as a fraction of the boundary layer thickness, h/δ.

• Vane length L. Commonly expressed as the length-to-height aspect ratio, L/h.

• Skew angle β.

• Intra-spacing d. Commonly normalized with the vane height, d/h.

• Inter-spacing D. Commonly normalized with the vane height, D/h.

• Streamwise position xV G. Considered as the distance from the baseline separation point,
and normalized with the vane height, ∆xV G/h.

Moreover, common configurations of vortex generator arrays can be categorized into two
primary classes. In the co-rotating (CoR) arrangement, all blades have consistent angles of
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Figure 4.1: Conventional VG configuration of the counter-rotating rectangular vanes. (left) Isometric view; (right)
Planar view. [From Zhu et al. (2023)]

attack relative to the stream direction, leading to trailing vortices with uniform circulation.
As a consequence, the low momentum fluid is transported away from the wall, whereas the
high momentum fluid is directed towards the wall. In the counter-rotating (CtR) arrange-
ment, blades are arranged in a single row with alternating angles of attack, resulting in the
induction of trailing vortices with opposite circulation about adjacent blades. As a conse-
quence, the high momentum fluid is transported towards the wall between devices of the
same pair, contributing to a thinner boundary layer in this region, and away from the wall
between two pairs, contributing to a thicker boundary layer (Gould 1956, Cathalifaud et al.
2009). Both configurations are depicted in Figure 4.2.

Figure 4.2: Conventional VG configuration. (left) Co-rotating triangular vanes; (right) Counter-rotating triangular
vanes. [From Godard and Stanislas (2006)]

4.2. Conventional VGs
Shifting the focus towards the so-called conventional concepts of vortex generators, the con-
cept of passive vortex generators has a long history, and its initial demonstration for control-
ling separation dates back to Taylor (1947). In his work, H. D. Taylor introduced the concept
of traditional passive vortex generators, characterized by vane-type structures with a height
on the order of magnitude of the boundary layer thickness (h ∼ δ). These devices typically
featured a series of small plates or airfoils that protrude perpendicular to the surface and
are set at an angle of incidence (β) relative to the local flow, in order to generate a sequence
of streamwise trailing vortices.

The vortex system generated by a VG vane is predominantly characterized by its vortex
strength, decay rate, and trajectory. These specific parameters have been employed by many
researchers as indirect measures to evaluate the performance of vortex generator designs.
Gould (1956) established ametric to assess the effectiveness of VG designs by considering the
flow of streamwise momentum in the direction normal to the wall, taking into consideration
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factors such as image vortices, spacing between VGs, the impact of diffusion, and vortex tra-
jectories. Based on this, Gould’s design recommendations suggested that: the optimal spacing
between VG pairs should be approximately 6 times the vane height (D = 6h), with a ratio of
the vane pair inter-spacing (D) to the vane intra-spacing (d) close toD/d = 3. Additionally, the
author suggested angles of incidence within the range of 15◦ to 20◦. For scenarios involving
incipient separation within 15h of the VGs, a counter-rotating configuration with a common
downwash was advised. These design criteria closely align with those proposed by Godard
and Stanislas (2006) through experimentation approximately 50 years later.

Some years later, Pearcey (1961) examined a wide range of vortex generator configurations
and expanded these design recommendations, providing design guidelines for both co-rotating
and counter-rotating arrangements. The study suggested that counter-rotating VGs with a
common upwash configuration resulted inefficient, compared to a common downwash ar-
rangement, due to premature vortex ejection, resulting in a low near-wall residence time.
While CtR VG arrays offered potential for separation elimination, they were also noted to be
more complex to optimize. In contrast, CoR VGs, were identified as better suited for situa-
tions where the local flow direction is unpredictable or subject to change. These CoR VGs
demonstrated versatility and adaptability, making them a favorable choice in environments
where flow characteristics may vary.

Specifically, concerning the versatility of vortex generators in controlling separation, subse-
quent investigations conducted by Lögdberg et al. (2010) explored how sensitive the control
mechanism is to variations in the dimensions and placement of the TSB relative to the VGs.
These studies made use of counter-rotating, common downwash VGs and revealed that the
use of vane-type arrays is robust when facing alterations in pressure gradients and shifts
in separation points. However, if the system is optimized for maximum efficiency, it might
show sensitivity to changes in flow conditions at the location of the VG array.

Figure 4.3 presents a variety of VG design concepts, as discussed in studies such as Lin (2002)
and Kleissl (2013), which can be adapted to different contexts. Among these, vane-type de-
signs are the most widely used, especially in aeronautical applications. The focus of this
report is on VGs capable of being implemented using shape memory alloy actuation. This
constraint necessitates simple structures. Consequently, this report will focus specifically on
vane-type and wedge-type VGs, as these shapes can be achieved with a simple deformation
of a flat plate.

4.3. Sub-Boundary Layer VGs
The use of conventional vortex generators of considerable size, on the order of the bound-
ary layer thickness, has been a common practice in aerodynamic applications to prevent
localized flow separation. However, this can lead to increased residual drag. Therefore, re-
cent studies have focused on reducing the drag caused by VGs. It has been observed that
smaller VGs tend to generate less form drag, hence this has led to the increasing popularity
of actuators with a relative height h/δ < 1, which are referred to as low-profile, embedded,
submerged, or sub-boundary layer VGs (SBVGs). These devices can be advantageous in sit-
uations where the separation point is relatively fixed and there is no need to cover a long
downstream distance.

Lin (2002) provides valuable insights into this area. In this study, the author reviews several
research efforts on boundary layer flow separation control using SBVGs with 0.1 ≤ h/δ ≤
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Figure 4.3: Multiple vortex generator designs. [Adapted from Kleissl (2013) and Lin (2002)]

0.5. The effectiveness of SBVGs in managing flow separation, within a limited downstream
span, is evident when placed approximately 100h upstream of the baseline separation point.
However, when compared to conventional VGs, they require adjustments in parameters like
the vane aspect ratio (L/h), the inter-separation (D/h), and the skew angle (β) to ensure the
generation of strong enough streamwise vortices for effective flow control.

Figure 4.4: Summary of relative flow separation control effectiveness for different VG design concepts. [From Lin
(2002)]

In Figure 4.4, an overview of the relative flow control effectiveness of the devices examined
in Lin’s study is presented. The diverse geometries and VG designs are also depicted in Fig-
ure 4.3. In terms of performance across distinct flow regimes, SBVGs prove effective in both
two-dimensional and three-dimensional flowseparation scenarios. Specifically, counter-rotating
VGs show superior performance in two-dimensional flow separations (such as those on a
curved ramp), while co-rotating VGs excel in three-dimensional flow separations (such as
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those on swept wings or inside compact-duct inlets).

Additionally, Lin (2002) also studies a set of different vane shapes, including rectangular, tri-
angular, and trapezoidal profiles. Among these, trapezoidal devices emerge as the preferred
choice for low-speed applications, particularly in controlling separation on aircraft wings.
Triangular and rectangular vanes produce comparable vortices, but the latter introduce un-
desirable extra drag.

Based on the design guidelines presented by Lin, later studies from Godard and Stanislas
(2006) presented a detailed parametric study of passive VGs for both CtR and CoR config-
urations. This optimization study is based on the criteria of the skin friction improvement
(∆τ/τ0) relative to the skin frictionwithout actuation at the location ofminimum skin friction
coefficient (Cfmin) along a 2D bump (which mimics the APG on the suction side of an airfoil
close to separation). This test campaign led to optimal configurations which are presented
in Table 4.1 for both arrangements. These insights will provide the foundational baseline for
designing the vortex generators investigated in the current research.

VGs h/δ ∆XV G/h L/h d/h D/h β [◦] ∆τ/τ0 [%]
Min. Max.

CtR Triangular vanes 0.37 57 2 2.5 6 18 110 200
CoR Triangular vanes 0.37 57 2 − 6 18 55 105

Table 4.1: Optimal parameters for both configurations of passive devices. [Adapted from Godard and Stanislas
(2006)]

4.4. Deployable VGs
Fixed-vane vortex generators have been a longstanding and effective tool as flow control
devices for more than half a century. Despite their established utility, a significant limitation
emerges: optimizing fixed VGs for improved performance in one flow regime frequently
results in performance penalties under different conditions. Consequently, ongoing efforts
are dedicated to the development of VGs that can be selectively deployed on demand.

One example of a deployable vane actuated by means of a mechanical system is presented
in the work of Aider et al. (2010), which explores the implementation of active vortex gener-
ators on a 3D bluff-body. In their study, the authors introduce an innovative configuration
featuringmotorized vortex generators, leading to a substantial reduction in both drag and lift.
Notably, the VGs under study possess an unconventional geometry compared to the typical
vane-type VGs employed in aeronautics. Vorticity generation is initiated by the formation of
a horseshoe vortex around the VG’s base, facilitated by a junction flow mechanism. Interac-
tion among the arms of these horseshoe vortices ultimately results in the generation of pairs
of counter-rotating longitudinal vortices, with the potential to modify boundary layer char-
acteristics depending on the device spacing. Figure 4.5a provides a representation of two
vortex generators, along with the associated inflow and outflow regions formed between the
counter-rotating vortices.

Another noteworthy example of a deployable VG system is presented in the research con-
ducted by Le Pape et al. (2012). Their work explores the implementation of active dynamic
stall control based on leading-edge vortex generation. The actuator designed in this study
consists of a row of deployable vortex generators, each comprising small blades positioned
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(a) (b)

Figure 4.5: Active vortex generator system from Aider et al. (2010). (a) Vortex generators together with the
induced streamwise counter-rotating vortices; (b) Motorized rotating axis system. [From Aider et al. (2010)]

at the leading edge of the airfoil, as depicted in Figure 4.6. These blades conform to the air-
foil shape when retracted. The height of the actuators can be actively controlled, enabling
adjustments in height, phase, and frequency concerning airfoil oscillation. The focus of this
study is not to dynamically generate vortices on a static airfoil configuration but to deploy,
when needed, the VGs on an oscillatory airfoil. This feature offers flexibility in achieving
various trade-offs between lift and pitching moment, contingent on the phase actuation of
the deployable VGs. For a more detailed exploration of flow control through dynamic vane
VGs, the study by Barth et al. (2011) provides comprehensive insights, in this case employing
piezoelectric actuators.

Figure 4.6: Sketch of deployable vortex generator system from Le Pape et al. (2012). [From Le Pape et al. (2012)]

Nevertheless, a notable drawback associated with the aforementioned approaches is the ne-
cessity for ample space and an energy supply to accommodate the motors and mechanical
components essential for controlling VG actuation. For instance, the method described by
Aider et al. (2010) requires a complete mechanical system to actuate the VGs. Similarly, Le
Pape et al. (2012) not only requires a mechanical system but also a complex control system to
actuate the VGs at the correct height, phase, and frequency. Due to these limitations, another
subset of vortex generators, which includes deployable vanes using Shape Memory Alloy
(SMA) actuation, presents a compelling alternative. This relatively less explored category of-
fers the advantages of active systems while eliminating the need for mechanical couplings,
hinges, and additional hardware.
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Over the past two decades there has been a growing demand for compact and intelligent
structures in a variety of applications, including mechanical, biomedical, and structural do-
mains. Integration of SMAs into composite materials has led to the emergence of smart com-
posites (SCs), which are characterized by their ability tomonitor and respond to environmen-
tal stimuli within a single compact structure (Santosh et al. 2022). These SCs offer a range of
functionalities, such as self-healing, vibration control, and actuation by shape or position con-
trol. This project focuses on SC actuators, which are powered by SMAs and offer a lightweight,
compact, and reliable alternative to traditional actuators, presenting immense potential for
addressing technical challenges in multiple fields.

In particular, this project focuses on the design and evaluation of a specific type of SC actu-
ator: the bending actuator employing SMA wires. This choice is based on the broad appli-
cability of bending actuators shaped as vortex generators in the context of flow separation
control. The significance of a bending SC actuator is explained through studies by Lee et al.
(2019), who investigated the shape control of a composite beam with embedded SMA wire
actuators. Their findings underscored the shape control capability of SMA wire actuators
and their influence on the behavior of composite structures under different loading condi-
tions. The potential for precise control, lightweight construction, and the unique properties
of SMAs, such as shape memory effect and pseudoelasticity, further reinforce the rationale
behind the focus on bending SC actuators. Figure 4.7 shows a schematic drawing as well as
an example of a cured SC actuator.

(a) (b)

Figure 4.7: SC with SMP body. (a) Schematic drawing: 4. Heating area with embedded heating wires, 5. SMP body;
(b) Cured SMP. [From Lelieveld et al. (2016)]

One pioneer example of this approach is the concept presented by Barrett and Farokhi (1996),
where a ramp VG configuration integrated with SMA actuators, a shear-flow stall sensor, and
an optimal controller were combined to form a smart vortex generator (SVG) system. This
systemwas able to generate a significant increase in αstall andCl,max over a NACA 4415 airfoil
while inducing a negligible rise in Cd0 with very little weight and power consumption. The
versatility of the smart vortex generators was underscored by their ability to improve Cl,max

through two distinct modes of operation: either by actuating the VGs to modulate airflow at
low angles of attack and facilitate a smooth transition through the stall regime, or by main-
taining the VGs retracted during stall onset and subsequently deploying them to relieve stall
effects on the wing.
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Building upon this work, Ikeda et al. (2006) presented a similar approach to employing smart
vortex generators, in which the deployment of VGs was optimized for specific flight phases.
Leveraging the properties of SMAand exploiting the difference in temperature between cruis-
ing altitudes and ground conditions, this study proposed a mechanism for deploying VG ar-
rays during critical flight phases such as takeoff and landing, while retracting them during
cruise, thereby optimizing aerodynamic performance across varying operational conditions.
In this case, this concept was demonstrated only with a simplified mathematical model and
a conceptual demonstration model.

Subsequent studies, such as Quackenbush et al. (2010), have further expanded the scope of
deployable vortex generator technology by focusing on the development of Pop-Up Vortex
Generators (PUVGs) utilizing modified SMA wire actuators. Diverging from previous VG de-
signs, PUVGs employ a self-locking, two-position mechanism, facilitated by a flat plate ele-
ment notched to induce elastic buckling upon actuation. This innovative approach enables
continuous deployment of VGs with minimal power requirements, as the self-locking mech-
anism obviates the need for sustained power input once the desired position is attained.

Moreover, in this study, the author lays the foundations for successful deployable vortex gen-
erators by outlining crucial requirements essential for their viability across both new and
existing aircraft.

• Flush Stowage: The device must seamlessly stow flush with the mold-line of the mount-
ing surface to maintain an aerodynamically sleek profile.

• Minimal Intrusion: The device should exhibit minimal intrusion below the mounting
surface, ideally with no below-surface intrusion, ensuring unobtrusive deployment.

• Simplified Power Leads: The device must not require complex and bulky power leads,
prohibiting the use of hydraulic lines or mechanical activation devices.

• Practical Control: Simple control and zero power requirement for holding position are
deemed ideal for practical implementation, emphasizing ease of use and operational
efficiency.

In agreement with these requirements, The study conducted by Nissle et al. (2018) proposed
a system of adaptive vortex generators capable of hinging and lifting on demand, achieved
through the combination of shape memory alloys and fiber-reinforced composites (FRP). As
illustrated in Figure 4.8, the integration of SMA elements into flat FRP parts creates active
hybrid composites. These lightweight active VGs, weighing around 1.5 grams each, can be
seamlessly incorporated into the wing structure, requiring only an electrical connection for
operation.

The study demonstrated that a tip deflection of 8mm is achievable even underwind load, and
that an overload scenario has minimal influence on the tip deflection. Furthermore, cyclic
activation was conducted for 1000 cycles without any noticeable reduction in the maximum
tip deflection or the heating time required to reach the maximum deflection. Experimental
flight tests confirmed the functionality of the system, showing that the VG elements could be
deployedwithin 10 seconds and remain in the deployed position for severalminutes. Stowing
the VG elements also took only 10 seconds, facilitated by the cooling effect of airflow.

These findings represent a promising path for the development of deployable vortex genera-
tors, aligning with the goals of this research in optimizing aerodynamic performance under
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Figure 4.8: FE model of the deployable vortex generator system from Nissle et al. (2018). [From Nissle et al. (2018)]

challenging conditions and setting the baseline for the study presented in this report.



5
Summary

Flow control poses challenges in both industrial and academic domains, aiming to enhance
device performance in various sectors like aeronautics, automotive, naval, chemical, and
energy production. Among these, controlling flow separation is crucial for aerodynamic de-
vices, reducing energy losses and enhancing performance, especially in high-load scenarios.
The primary focus of this project is delaying flow separation by enhancing mixing between
the upper and lower layers of the boundary layer and restoring lost momentum near the
wall, ultimately minimizing or preventing separation within an APG.

A review of the state of the art in separation control has proved that vortex generators are
the most common and well-established method to achieve this goal. Both passive and active
vortex generators offer a unique set of advantages and disadvantages. Passive vortex gener-
ators are known for their simplicity and lack of auxiliary power requirements, while active
vortex generators provide enhanced control and adaptability.

Deployable vortex generators using shapememory alloy actuation offer the potential to com-
bine the advantages of both passive and active methods. However, existing research on
passive vortex generators focuses heavily on traditional static devices, overlooking the im-
provements that shape-adaptive materials could bring to vortex generator performance. In
particular, there is a lack of in-depth exploration into the relationship between aerodynam-
ics and structural dynamics specific to deployable vortex generators. This knowledge gap is
significant because static designs used in conventional passive vortex generators limit aero-
dynamic efficiency under different flight conditions. The recognized knowledge gap arises
from the dynamic features of vortex generators constructed with shape memory alloys that
allow them to retract and extend. This dynamic behavior suggests that the ideal aerodynamic
configuration for these vortex generators may deviate from that of conventional static coun-
terparts, particularly when the drag penalty is not a primary constraint for the design.

Therefore, this project aims to fill this knowledge gap by exploring the aerodynamic and
structural difficulties of shape-adaptive vortex generators, particularly those utilizing shape
memory alloys for retraction and extension. The goal of this project is to identify and achieve
the optimal aerodynamic configuration, pushing the boundaries of conventional flow control
methods and paving the way for new innovations.
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6
CFD methodology

This methodology chapter is structured into five key sections to comprehensively outline the
approach and procedures employed in the CFD simulations presented in this report. Begin-
ning with the modeling approach, Section 6.1 illustrates the theoretical framework guiding
the simulation, including any simplifications or assumptions made. Subsequently, the Sec-
tion 6.2 defines the metrics used to assess the accuracy and efficacy of the simulation results.
Section 6.3 provides a detailed overview of the simulation environment, covering aspects
such as the general details of the numerical method, geometry, boundary conditions, mesh
generation, and the implementation of the turbulent modeling. Following this, Section 6.4
investigates the sensitivity of the results to variations in mesh resolution, ensuring the ro-
bustness of the numerical solution. Finally, Section 6.5 examines the fidelity of the numeri-
cal model through comparison with benchmark results and analytical solutions, confirming
its accuracy and reliability for subsequent analysis and interpretation. Collectively, these
sections establish a rigorous methodology for the numerical investigation of fluid dynamics
phenomena, laying the groundwork for the analysis presented in this report.

6.1. Modeling approach
Most of the research concerning VGs is purely based on experimental studies, mainly involv-
ing wind tunnel measurements of backward-facing ramps, airfoils, and diffusers. As a conse-
quence, there is a need for the development of computational tools that can assess the effect
of VGs on the aerodynamic performance of multiple devices and allow the necessary modifi-
cations and optimizations without having to perform expensive full-scale experiments.

The simplest approach to investigate the impact of VGs in a flow simulation is to integrate
them into the computational geometry and accurately compute the flow around each VG.
Nonetheless, it isworthnoting that thismethoddemands significant computational resources.
Furthermore, the challenges associated with accurately predicting TBL separation and reat-
tachment using CFD are widely acknowledged. This complexity is particularly pronounced
in cases of smooth-body flow separation, where intricate interactions between surface cur-
vature and pressure gradients occur within the incoming boundary layer, as mentioned in
Gray et al. 2023. Moreover, the process of modeling VGs itself is also considered a challeng-
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ing task. The primary difficulty in simulating flow around VGs lies in their small dimensions,
with vane heights often comparable with (or even smaller than) the local boundary layer
thickness. Moreover, the intricate nature of three-dimensional vortical flows can introduce
complexities, especiallywhen employing eddy viscositymodels in Reynolds-AveragedNavier
Stokes (RANS) simulations (see Manolesos et al. 2016).

In response to these challenges, various approaches to VG modeling have been explored re-
cently. According to Manolesos et al. (2020), VGmodels can be broadly categorized into three
groups:

• Statistical Modeling. Such models focus on statistically representing the impact of the
shed vortex (e.g., Stillfried et al. 2012 and Nikolaou et al. 2005).

• Vortex Profile Modeling. This category concerns modeling the profile of the vortex shed
by the VG (e.g., Velte 2013, Zhang et al. 2011, and May 2001).

• Modeling VG Shape Influence. Here, the focus is onmodeling the effect of the VG’s shape
on the flow (e.g., Jirasek 2005, Bender et al. 1999 and Smith 1994).

It is worth mentioning that, among all the aforementioned approaches for VG modeling, the
Bender-Anderson-Yagle (BAY) model, as introduced by Bender et al. (1999), has stood out
as the most favored approach, both in academic and industrial communities, for capturing
the impact of VGs on the flow. This model’s reputation primarily derives from its efficiency,
straightforward implementation, and remarkable ease of use. The main concept behind this
model is to include a source term that is dependent on the local flow into the momentum
equations, based on the lifting surface theory.

Nevertheless, when using the BAY model in RANS simulations, the generated streamwise
vortices may be relatively weak compared to those obtained from fully resolved (FR) simu-
lations, even when using the same computational mesh. According to Florentie et al. (2018),
this is because the BAY model assumes that the generated vortex can be described by an
idealized-vortex model (usually the Lamb-Oseen model) combined with empirical relations.
This method does not fully consider the specific characteristics of the situation of interest,
such as the VG geometry. As a result, source-term VGmodels are advantageous for determin-
ing the optimal macroscopic properties of VG arrays, such as the streamwise location, but
not as useful for VG shape determination.

In a relevant study, Spalart et al. (2015) conducted comprehensive simulations of flat-plate
flow controlled by VGs, exploring both RANS and Direct Numerical Simulations (DNS). Their
findings provide substantial support for the notion that RANS simulations can accurately
capture the evolution of streamwise vortices generated by VGs over a flat surface. Given the
focus of the current project on optimizing vane designs for shape-adaptive material VGs, the
spotlight shifts to the specific geometry of the device. Consequently, the most promising path
forward is the utilization of fully resolved RANS simulations over a flat plate.

6.2. Key performance indicators
To facilitate a comprehensive evaluation of the different design concepts of VGs, it is essential
to establish a series of key performance indicators (KPIs). These indicators provide quanti-
tative metrics for comparing different VG configurations and their effects on the flow field.
In this chapter, a selection of KPIs based on a review of existing literature is presented, with
the aim of identifying the most suitable metrics for this study.
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Previous researchers have typically employed oil-flow visualization, streamwise pressure
readings, and velocity-profile measurements to evaluate the efficacy of VGs in boundary-
layer flow separation studies, such is the case in most of the studies reviewed by Lin (2002).
Nevertheless, because the core emphasis of this numerical investigation centers on the im-
pact of VGs in a flat plate configuration, the attention should shift toward the precise quan-
tification of vortex development, their influence over the near-wall flow, and the associated
loads imposed by their geometry.

Ashill et al. (2005) provides a set of parameters, known as vortex descriptors, used to char-
acterize vortices. These descriptors encompass the strength of vortices immediately down-
stream of the device, the streamwise decay in vortex strength, and the vortex trajectories.
These parameters, all quantifiable in numerical simulations, serve to evaluate the mixing
efficiency of the vortices and streamwise extent of their effectiveness.

Furthermore, in the study by Godard and Stanislas (2006), due to the limited number of skin
friction measurements available at the time, hot film probes were used to measure the wall
shear stress in order to gain quantitative information on the efficiency of each configuration
tested. These measurements were mainly conducted at the location of the minimum shear
stress of the smooth configuration. The effect of the VGs was quantified by means of the
parameter∆τ/τ0, which represents the relative difference between the measured wall shear
stress with and without VG actuation.

Finally, the primary objective of this project is to explore the application of shape-adaptive
materials in the design of vortex generators. This innovative approach offers a significant
advantage: VGs can be selectively deployed or retracted based on flight conditions. This
adaptability minimizes the drag typically associated with these devices, thereby alleviating
design constraints.

To evaluate the performance of the shape-adaptive VGs, the aerodynamic coefficients will be
analyzed to characterize the actuator’s response under varying flow conditions. Specifically,
this involves assessing the trends in aerodynamic efficacy which can be related to the flow
control capabilities. The analysis will focus on non-dimensional lift, drag, and lateral force
coefficients to comprehensively evaluate lift, drag, and lateral forces:
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However, in order to meet the material requirements, it is essential to measure the loads on
the geometry, namely the normal (N ), axial (A) and side (S) forces. For this specific test, the
body axis measurements can be related to the wind axis measurements, namely lift (L), drag
(D) and lateral (Q) forces, through the following equations (as depicted in Figure 6.1):

N = L (6.2a)
A = D cosβ −Q sinβ (6.2b)
S = Q cosβ +D sinβ (6.2c)
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Figure 6.1: Vortex generator’s coordinate systems: wind axis in blue and body axis in red.

Hence, the non-dimensional shape of normal, axial, and side forces will be monitored:
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Overall, the chosen KPIs encompass vital aspects of the flow and collectively contribute to a
comprehensive evaluation of VG performance:

• Vortex strength just downstream of the device: |ωx|max.

• Vortex trajectories.

• Skin friction: Cf .

• Aerodynamic coefficients: CL, CD, CQ.

• Normal, axial and side force coefficients: CN , CA, CS .

6.3. Computational setup
The computational setup of this experiment takes inspiration from various previous studies
of the effect of VGs on flat plate flow, see Fernández-Gámiz et al. (2012), Spalart et al. (2015),
Fernández-Gámiz et al. (2016) and Manolesos et al. (2016).

6.3.1. General numerical method
The numerical simulation framework employed in this study is the open-source code Open-
FOAM v2106, a computational tool widely acknowledged for its versatility and robustness in
simulating fluid dynamics phenomena. In particular, the solver of choice is simpleFoam, a
steady-state solver for incompressible, turbulent flow.

This choice is particularly apt for low-speed scenarios where the variation in fluid density
across the computational domain is negligible, allowing for simplification of the governing
equations and enhancing computational efficiency. Moreover, the interplay between the
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pressure and velocity fields is addressed through a segregated approach, specifically em-
ploying the SIMPLE (Semi-Implicit Method for Pressure Linked Equations) algorithm. This
method decouples the pressure and velocity fields, iterating between them to achieve a con-
sistent solution while ensuring mass conservation and enforcing the continuity equation.

While the natural evolution of the fluid flow phenomena under study is inherently unsteady,
the simulation strategy pursued in this study opts for a steady-state approach. This decision,
often necessitated by practical considerations such as computational resources and time con-
straints, offers the advantage of computational efficiency and stability, particularly in scenar-
ios where transient effects may not be of primary interest or relevance.

6.3.2. Geometry
For the analysis of the skew angle sensitivity of the VGs, three primary actuator concepts
were individually tested in isolation over a flat plate with zero pressure gradient: the single
vane, the backward ramp, and the forward ramp.

The rationale behind selecting these specificmodels from the broad spectrum of VG concepts
illustrated in Figure 4.3 stems from their perceived suitability for implementation using SMA
actuation. These concepts are deemedmore amenable to SMA actuation as the desired shape
can be achieved through simple hinge motion along a single axis, without necessitating addi-
tional surface curvature. Moreover, in addition to these designs, in anticipation of potential
future implementations, three secondary designs were examined: the curved vane and the
hollow ramp (in both forward and backward configurations).

These additional designs aim to replicate a fully deployed VG, actuated by SMAs to attain
an optimal form akin to that of solid devices. To emulate SMA actuation, the correspond-
ing bending areas were incorporated to represent the hinge. The radius of curvature of the
hinge of the curved vane is 1mm, facilitating its positioning perpendicular to the groundwall,
whereas the curvature of the hinge in the hollow ramp is slightly less pronounced, featuring
a radius of curvature of 13 mm. A 3D sketch of all four of the tested geometries is presented
in Figure 6.2. Comprehensive details of the tested geometries are available in Appendix C.

Figure 6.2: Tested geometries (β = 0 degrees). Left-to-right: single vane, single curved vane, backward ramp,
backward hollow ramp, forward ramp, forward hollow ramp.

Regarding the design of the computational domain, Figure 6.3 illustrates the computational
strategy proposed by Manolesos et al. (2016) to minimize computational demands in fully
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resolved modeling of vortex generators. By leveraging the geometric symmetry of counter-
rotating VGs, the study focuses on resolving only one vane in a VG pair, applying symmetry
conditions to the sides of the computational domain.

Figure 6.3: Sketch of the top view of a VG array. [Adapted from Manolesos et al. (2016)].

This approach is particularly effective for conducting skew angle sweeps and characterizing
the sensitivity of the designs to the inflow angle in isolation. However, for the remainder
of the study, which involves the analysis of full actuator arrays and subsequent comparison
with experimental results, the influence of neighboring vanes becomes critically important.
This influence affects vortex decay and the trajectories of the vortices. Therefore, to accu-
rately capture the induced flow field, it is necessary to simulate at least one-half of the ac-
tuator array, using the central plane as a symmetry plane. Both scenarios are depicted in
Figure 6.4.

The computational setups illustrated in Figure 6.4 feature a single VG and an array of VGs
mounted on a flat plate where the dimensions of the domain are normalized based on either
the VG height (h) or the vane inter-spacing (D). In this setup, the freestream flow aligns
with the x-axis, the y-axis denotes the wall-normal coordinate, and the z-axis represents the
spanwise coordinate. The VG shown is a triangular or delta vane with a length twice its
height (L/h = 2). It is mounted on the wall at a position where the boundary layer thickness
approximately matches the VG height (h ≈ δ). The same considerations are assumed for the
isolated ramp concepts, with the only exception being the length-to-height ratio, which is
increased up to L/h = 2.5. The rest of the details of the tested geometries are available in
Appendix C.

6.3.3. Boundary conditions
The accuracy of CFD simulations strongly depends on the appropriate setting of boundary
conditions. It is crucial to select and define boundary conditions meticulously to ensure that
the simulation aligns with the physical realities it seeks to represent. Neglecting this aspect
can lead to significant inaccuracies in the simulation results.

Figure 6.5 illustrates the specific boundary conditions relevant to the geometry under study,
as outlined in the previous section. In this depiction:

• The inlet and outlet faces are designated as inlet and outlet surfaces, respectively. The
inlet boundary condition is used to prescribe inflow properties such as velocity, pres-
sure, and turbulence characteristics to establish the desiredflowconditions. Conversely,
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Figure 6.4: CFD computational domain: single vane (left) and half array (right).

the outlet boundary condition defines the behavior of the fluid as it exits the computa-
tional domain.

• A no-slip wall boundary condition is applied to both the flat plate and the VG walls
to ensure adherence to the no-slip condition, where the fluid velocity relative to the
boundary is null.

• A slip wall boundary condition is specified at the top face of the domain as well as at
the precursor ground wall, enabling tangential movement of the fluid at the boundary
to simulate infinite-extent conditions effectively.

• In cases where the individual VGs are studied in isolation over a flat plate, both lateral
walls are defined as symmetry planes according to the approach proposed byManolesos
et al. (2016). This utilization of symmetry conditions takes advantage of the problem’s
symmetry, reducing computational effort. These conditions assume that fluid behavior
across the boundary is symmetric, allowing for the extension of the domain infinitely
spanwise, if needed. In cases where the full one-half of the domain is simulated, the
symmetry plane remains defined using a symmetry boundary condition. However, the
external lateral wall is also defined as a slip wall boundary to facilitate tangential move-
ment of the fluid at the boundary and effectively simulate infinite-extent conditions.

6.3.4. Mesh
Considering the significance of flow characteristics near the VG and ground walls within the
project’s scope, mesh resolution is a critical factor. The grid system utilized in this study is
generated using cfMesh, a software known for its robustness and simplicity in generating
high-quality meshes for CFD simulations. The coordinate system employed is Cartesian, pro-
viding a straightforward framework for defining spatial coordinates in three dimensions.
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Figure 6.5: CFD computational domain: boundary conditions.

The grid system itself adopts a hexahedral unstructured grid type, offering flexibility in cap-
turing complex geometrieswhilemaintaining grid quality and computational efficiency. Con-
sistently applied across all simulations are two refinement areas: one encompassing the
ground wall up to a wall-normal distance of 4 cm, and another delineated within a 5 mm
radius around the body of each VG (visible in Figure 6.6b). Two grid resolutions are consid-
ered, comprising approximately 75 million cells for the single actuator case, and 120 million
cells for the full half-array, respectively. This range of cell counts allows for a comprehen-
sive exploration of the flow field, balancing computational resources with the desired level
of detail and accuracy in the simulation results.

It is widely acknowledged that employing cell clustering near the wall and maintaining a
value of the nearest-to-the-wall step in wall units, ∆y+, around 1.0 is crucial for accurately
resolving flow physics within the viscous sublayer. This ensures capturing the behavior of
the flow near solid surfaces, contributing to the fidelity of simulation results in regions of sig-
nificant velocity gradients. In this scenario, achieving this configuration involves situating
the initial grid point at a dimensionless distance from thewall of approximately y ≈ 4.5×10−5

meters. This yields an average value for the first cell of y+ ≈ 0.5 along all the domain, demon-
strating careful consideration of near-wall mesh refinement to ensure accurate modeling of
boundary layer flow phenomena.

(a) (b)

Figure 6.6: Computational grid of the single vane case: (a) Isometric view of the VG and the lower wall; (b) Lateral
view of proximity refinement around the VG surface.
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6.3.5. Turbulent modeling
In the evaluation of the effect of vortex generators on flat plate flow, fully resolved Reynolds-
Averaged Navier-Stokes (RANS) simulations are employed. RANS equations, however, pose
the problem of their closure, as the Reynolds stress terms need to be modeled. Two primary
approaches are prevalent: the Boussinesq hypothesis and Reynolds stress transport equation
modeling. Generally, RANS simulations favor the Boussinesq hypothesis due to its computa-
tional efficiency, linking Reynolds stress to mean flow velocity gradients via turbulent viscos-
ity (µt). Turbulent viscosity can be determined through algebraic relations (zero-equation
models) or by solving modeled transport equations for turbulence quantities (one or two-
equation models), with the latter being the most common approach.

Table 6.1 summarizes the reference studies along with the associated computational codes
and turbulence model combinations used to investigate the effect of vortex generators on
flat plate flow. These studies include Fernández-Gámiz et al. (2012), Spalart et al. (2015),
Fernández-Gámiz et al. (2016), and Manolesos et al. (2016). Among these, the k−ω SSTmodel
(Menter 1994) is themost frequently employed turbulencemodel for analyzing VGflows over
flat plates. This two-equationmodelmerges the k−ωmodel, applicable in the inner boundary
layer, with the k − εmodel, used in the free shear flow region.

Despite its prevalence, it is prudent in CFD studies to test various turbulence models to eval-
uate their suitability for the specific case under investigation. In this study, the Spalart-
Allmaras (SA) model, a one-equation model, has been selected as an alternative due to its
renowned performance in applications involving wall-bounded flows and boundary layers
subjected to adverse pressure gradients. The comparison between these models is presented
in the verification section (see Section 6.5).

Table 6.1: Studies and Associated Code-Turbulence Model Combinations

Study Code Turbulence model(s)
Fernández-Gámiz et al. (2012) EllipSys 3D k − ω SST
Spalart et al. (2015) NTS code (compress-

ible)
SA, k − ω SST, SARC, and
k − ω SST-RC

Fernández-Gámiz et al. (2016) EllipSys3D k − ω SST
Manolesos et al. (2016) EllipSys3D k − ω SST

6.4. Mesh independence study
One critical aspect of ensuring accuracy in the CFD results lies in conducting a mesh inde-
pendence study. This process involves systematically varying the grid resolution to assess
its impact on the numerical solution. Convergence is achieved when further grid refinement
produces minimal changes in the solution, indicating independence from the mesh resolu-
tion.

This process serves as a fundamental validation step in CFD simulations, ensuring that the
results are not overly dependent on the grid resolution. It is important to ensure that the
refinement between subsequent meshes is significant enough to discern meaningful differ-
ences in the results. Otherwise, excessively similar refinementsmay yield negligible changes,
falsely suggesting mesh independence.

In this project, the mesh sensitivity study has been performed using the forward ramp geom-
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etry at a null angle of incidence (β = 0 deg.) for simplicity. To assess grid independence, the
aerodynamic coefficients of the ramp (CD, CS , CL) and the maximum streamwise vorticity
(|ωx|max) downstreamof the actuatorweremonitored and compared across different grid res-
olutions. Figure 6.7a illustrates the convergence behavior of the aerodynamic coefficients as
a function of the grid spacing h, defined as the cubic root of the inverse of the number of cells.
Similarly, Figure 6.7b presents the convergence analysis considering the maximum vorticity
of the flow downstream of the actuator.

The base size is defined as a function of the refinement level r as:

Br =
B1

2r−1
(6.4)

where B1 is the base size of the first refinement level, B1 = 0.025m.

Both figures demonstrate that as the grid is refined (i.e., the grid spacing h decreases), the
curves tend to converge towards a singular value for each quantity of interest. To quantify
this convergence, Table 6.2 presents the summary of the different refinement levels of the
mesh, along with the corresponding relative error of each magnitude compared to the finest
mesh. Refinement level 4.68 serves as the reference case for error calculation, as it represents
the upper limit of computational capabilities for a smooth automated workflow given the al-
located resources. This consideration is crucial given the necessity of running a large number
of simulations for the analysis of skew angle sensitivity, with some simulations potentially
requiring full half-array runs, which can increase the cell count significantly.

(a) (b)

Figure 6.7: Parameter convergence as a function of the grid spacing h: (a) Aerodynamic coefficients, CD , CS and
CL; (b) Maximum absolute vorticity, |ωx|max.

Ultimately, based on the convergence analysis, themesh selected for future studies is the one
corresponding to refinement level 4.4, using a base size of 2.34·10−3 mand comprising approx-
imately 76 million cells. This choice is informed by the observation that this mesh exhibits
errors of 5% or smaller across all quantities of interest, indicating satisfactory convergence.
It is noteworthy that one exception, themagnitudeCS , has been excluded from consideration
due to its expected null or near-null value at β = 0◦ since even slight variations in the value
yield significant errors when compared to the reference.
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Table 6.2: Mesh independence study.

Level Base Size [m] Cells ×10−6 ∆CD ∆CS ∆CL ∆Max.(ωx)

1 2.50 · 10−2 0.19 37.97% −886.31% −150.40% −58.48%
2 1.25 · 10−2 0.90 20.90% −229.20% −72.66% −26.98%
3 6.25 · 10−3 5.05 12.50% −426.05% −37.65% −5.15%
4 3.13 · 10−3 33.09 5.65% −155.35% −12.44% −2.07%
4.4 2.34 · 10−3 75.84 2.67% −169.35% −4.27% −1.17%
4.5 2.21 · 10−3 87.23 1.88% −44.95% −1.99% −0.66%
4.68 1.95 · 10−3 124.88 − − − −

6.5. Verification
Verification is also a crucial process in ensuring the accuracy and reliability of numerical
simulations using CFD. This process confirms the correctness of the programming and com-
putational implementation of the CFD code. This is typically achieved through a series of
benchmark tests, where the results of the CFD code are compared against analytical solu-
tions or well-established experimental data for canonical flow problems.

Due to the limited public, trustworthy information regarding the study of vortex generators
over a flat plate with the exact flow conditions of this study, in this project, the verification
was performed using the Langley Research Center Turbulence Modeling Resource. This re-
source serves as a benchmark for CFD developers to obtain accurate and up-to-date infor-
mation on widely-used RANS turbulence models and to verify that these models are imple-
mented correctly.

The specific case chosen for verification is the 2D Zero Pressure Gradient Flat Plate Verifica-
tion Case. This case involves a turbulent flat plate flow at a Mach number (M ) of 0.2, with a
Reynolds number of 5 · 106 based on a unit length. The body reference length is 2 units, and
the solid wall of the grid extends from x = 0 to x = 2. It is important to note that although
the flow is essentially incompressible atM = 0.2, this is a compressible flow verification case.
Therefore, running this case with an incompressible code, as in this study, might yield very
similar but not necessarily identical results as the grid is refined (Rumsey (2024)).

A schematic of the studied geometry along with the boundary conditions is presented in Fig-
ure 6.8. This reference case serves as a benchmark for verifying the correctness of the CFD
code implementation before applying it to study vortex generators over a flat plate under
similar flow conditions.

Figure 6.9a and Figure 6.9b display the convergence results for the drag coefficient (CD) and
the skin friction coefficient (Cf ) measured at x = 0.97 m from the leading edge, respectively.
These plots compare the results obtained from NASA’s CFL3D and FUN3D codes with the
OpenFOAM (OF) implementation used in this study. Additionally, two different turbulence
models, namely k − ω SST and Spalart-Allmaras, are compared.

Overall, both graphs illustrate consistent results. The OpenFOAM implementation of the k−ω
SST model slightly underestimates both of the magnitudes but is the closest to the converged
solution achieved by NASA. Conversely, the results from SA tend to over-predict the given
values, with a slightly larger error. To aid in quantifying the error, 5% error bars are added
to both OpenFOAM results for better clarity.

For a comprehensive understanding of the skin friction coefficient evolution, the results are
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Figure 6.8: 2D Zero Pressure Gradient Flat Plate Verification Case: Boundary conditions.

calculated for the entire length of the flat plate in the streamwise direction and presented
in Figure 6.10. While all NASA codes exhibit excellent agreement, the OpenFOAM results
align with the findings of the previous set. The k − ω SST implementation tends to slightly
underestimate the friction coefficient, while the SA implementation tends to overestimate it.
This bias appears to be consistent all along the domain, hence it is a possibility that the results
show some kind of sensitivity to the near-wall mesh rather than the turbulent model itself.

Lastly, Figure 6.11 compares the theoretical turbulent boundary layer profile, including lin-
ear and log-law regions, with the results obtained from NASA’s CFL3D code and the Open-
FOAM implementation of both k − ω SST and SA models. The SA model demonstrates excel-
lent agreement with both theory and NASA’s results. Conversely, the k−ω SST model slightly
deviates, particularly in overestimating the wall-normal velocity (u+) across the entire range
of wall units (y+). This discrepancy may stem from the model’s tendency to underpredict the
skin friction of the plate.

Given the focus of this numerical study on quantifying aerodynamic coefficients and skin
friction, and considering the k − ω SST model’s closer alignment with the verification results
from Rumsey (2024), despite the boundary layer shape error, this model will be utilized to
compute the remaining results in this report.

Given the extensive use of the k−ω SSTmodel in similar research, alongwith the focus of this
numerical study on quantifying aerodynamic coefficients and skin friction, and considering
its closer alignment with the verification results from Rumsey (2024), despite the observed
boundary layer shape error, the k − ω SST model will be employed for the remainder of this
report.
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(a) (b)

Figure 6.9: Convergence with grid size of: (a) Drag coefficient (CD); (b) Wall skin friction coefficient (Cf ) at x = 0.97

m. X-axis is plotting (1/N)1/n, which is proportional to grid spacing (h), where n = 2 for the 2D benchmark tests,
and n = 3 for the 3D OF tests. h = 0 represents an infinitely fine grid. 5% error bars are plotted for visual help.

Figure 6.10: Wall skin friction coefficient (Cf ) along the flat plate length.

(a) (b)

Figure 6.11: Nondimensional boundary layer velocity profile: (a) k − ω SST model; (b) SA model. Law-of-the-wall
theory with κ = 0.41 and B = 5.0. x = 0.970m ( ); x = 1.903m ( ).



7
Experimental methodology

This methodology chapter is structured into four key sections to comprehensively outline
the approach and procedures utilized in the experimental investigations. Beginning with
the description of the test section and separation ramp, Section 7.1 provides insights into the
physical setup and configuration employed for the experiments. Subsequently, Section 7.2
elaborates on the actuators utilized in the experimental setup, detailing their specifications
and operational principles. Following this, Section 7.3 delves into the methodology of Par-
ticle Image Velocimetry (PIV), encompassing its working principle, setup, image recording
planes, and image processing techniques. Finally, Section 7.4 presents the test matrix uti-
lized in the experiments, outlining the various configurations and parameters investigated.
Together, these sections establish a robust methodology for the experimental investigation of
aerodynamic phenomena, providing a foundation for the analysis presented in this report.

7.1. Test section and separation ramp
7.1.1. Test section
The experimental investigationwas conductedwithin theW-tunnel facility at the High Speed
Laboratory of Delft University of Technology, known for its application in low subsonic aero-
dynamic testing. This open-circuit wind tunnel, driven by a centrifugal fan, offers versatility
with various contractions and test sections tailored to specific research needs. For this study,
a 60× 60 cm contraction was installed to accommodate a maximum velocity of 15 m/s at the
exit of this contraction.

The chosen test section, downstream of the contraction, aligns with the turbulent boundary
layer set-up developedbyDacomeandBaars (2023), depicted in Figure 7.1. This configuration
comprises two modular 1.8 meter test sections, designed to induce a high Reynolds number
boundary layer. Although both sections were available, only the initial segment was utilized
in this study.

The advantage of this setup lies in the adaptability of its components. The lower boundary
features flat panels that are interchangeable, while the ceiling comprises flexible 4mm poly-
carbonate panels mounted on movable spanwise beams. Adjusting the positions of these

46
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beams allows for manipulation of the streamwise ceiling curvature, regulating the pressure
gradient along the tunnel. For this set of experiments, the ceiling height was adjusted specif-
ically aiming to induce the desired adverse pressure gradient leading to boundary layer sep-
aration in the ramp. This tailored adjustment facilitated the acquisition of the necessary
boundary layer characteristics essential to meet the study’s requirements. Positioned above
the lower contraction rim is a knife edge, alongwith a deflector panel, to adjust flowdirection
adjustment and mitigate separation effects.
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Jorge Miret MarcoFigure 7.1: Modular turbulent boundary layer test sections developed for use in the W-tunnel by Dacome and
Baars (2023).

7.1.2. Separation ramp
Flow separation on the lowerwallwas inducedby incorporating a smoothly curvedbackward-
facing ramp, a commonly used geometric configuration for studying pressure-induced sepa-
ration phenomena.

The ramp profile used in this study, depicted in Figure 7.2, features a modular design consist-
ing of four distinct parts. The upstream-most section is a 10 mm thick flat plate that houses
a slot for the actuators. This is followed by a 4 mm thick curved plate serving as the curved
region. Another 10 mm thick flat plate interfaces with an aluminum curved block, which
connects to the remainder of the test section.

The modular nature of this ramp offers adaptability. Modifications from the previous setup
designed by Budanko (2023) are required only for the upstream-most plate to accommodate
the specific requirements of the present project.

The fundamental concept underlying this ramp design is to induce separation through a pres-
sure gradient on a curved surface, as defined by Deck (2012) in his classification of separating
flows. According to this concept, the ratio of L/H (where L is the length and H is the height
of the ramp) exerts the most significant influence on the adverse pressure gradient, thereby
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affecting the occurrence and extent of separation. To maintain consistency with similar flow
control studies, as summarized in the work of Simmons (2020) and replicated in Table 7.1,
the L/H ratio has been maintained within the range of 3 to 5. Moreover, the length-to-height
aspect ratio of this ramp design is L/H = 3.9.

Furthermore, achieving a near-two-dimensional flow scenario is also a common objective
in literature studies that feature similar separation patterns, since this characteristic signif-
icantly simplifies flow control analyses. Generally, if L/W ≪ 1, the flow can be assumed
to be relatively uniform in the spanwise direction, with end effects primarily located near
the lateral wall regions. However, for smooth-body backward-facing ramps, complete two-
dimensionality is often challenging due to technical constraints of the wind tunnel sections,
resulting in a significant region of three-dimensionality along the ramp span. In this study,
the L/W ratio (whereW is the width of the test section) is L/W = 0.52, indicating a departure
from ideal two-dimensionality. This deviation is due to the fixed constraints of the test sec-
tion width, requiring compromises to maintain crucial parameters such as boundary layer
thickness.

The δ/R ratio (where δ is the boundary layer thickness and R is the curvature radius of the
ramp) is another critical parameter influencing flow conditions. Maintaining a low δ/R ra-
tio is essential to ensure that separation primarily arises from adverse pressure gradients
rather than geometric curvature effects. A value of δ/R = 0.075 in this study aligns with
literature recommendations from Simpson (1996), indicating that separation due to geome-
try curvature starts occurring around δ/R ≈ 0.1− 0.15, thus ensuring the desired separation
conditions.

Notably, the study’s constraints stem primarily from the necessity to maintain a boundary
layer thickness of approximately 3 cm to enable the testing of vortex generators compara-
ble in height to the boundary layer thickness. To accommodate this requirement, a special
boundary layer plate and arrangement of the wind tunnel section were designed and manu-
factured.
Table 7.1: Curved backward facing ramp design parameters for the present and other relevant separation control

studies.

Ramp Geometry L/W/H δ/H δ/R Profile
Simmons et al. (2022) 4.5/4.6/1 0.08 − 5th order polynomial
Koklu (2018) 5.3/5.0/1 0.25 − Stratford
Schatzman and Thomas (2017) 3.0/3.6/1 0.21 0.05 Flat incline with fillets
Debien et al. (2015) 4.7/20.0/1 0.22 − 5th order polynomial
Gardarin and Jacquin (2009) 2.6/1.4/1 0.10 − −
Lin (1992) 3.3/18.7/1 0.86 0.16 Flat incline with fillets
Present 3.9/7.5/1 0.38 0.075 Flat incline with fillets

7.1.3. Boundary layer development plate
In response to the necessity of maintaining a boundary layer thickness of δ ∼ 2.5 cm, to en-
able the testing of VGs comparable in height, and considering the operational limitations of
the wind tunnel, which had already reached its maximum RPM capabilities, a strategic ap-
proach was designed to tailor the boundary layer development length to the experimental
requirements. Since the undisturbed flow’s boundary layer exceeded the desired thickness
(according to previous studies in the same facility), the chosen strategy involved generating
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Figure 7.2: Curved backward facing ramp schematic with coordinate systems and VG actuators.
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a new boundary layer by introducing a dedicated boundary layer development plate to in-
tersect the incoming flow, thus initiating the development of a fresh boundary layer.

To determine the precise development length necessary to achieve the desired boundary
layer thickness, a 2D inviscid flow solution for the test section was computed. The method
involved using the characteristics of the test section, in particular the configuration of the
ceiling walls, from the study presented in Budanko (2023). Using this information, the dis-
tribution of height along the streamwise direction was calculated. Subsequently, the mass
conservation equation was applied to derive the velocity gradient, which, in turn, served as
input for a MATLAB code adapted from the supplementary materials of Monty et al. (2016),
assuming null equivalent sand roughness, to compute the velocity profile under APG con-
ditions. By iteratively estimating the boundary layer thickness required to reach specific
streamwise positions, the development length was optimized to achieve the desired bound-
ary layer thickness. The workflow of the iterative solver, delineating the iterative process for
determining the boundary layer development length, is depicted in Figure 7.3.

Initial length guess Velocity gradient Plate length

Converged?

NO

Height distribution

YES

Figure 7.3: Iterative workflow to determine the length of the boundary layer development plate.

Following the determination of the boundary layer plate length, the upstream development
section comprises a flat plate measuring 0.7 meters in length, purposefully designed for the
experimental setup. Illustrated in Figure 7.4a, this plate incorporates a leading edge charac-
terized by a superelliptic profile, strategically engineered to mitigate boundary layer separa-
tion and enhance flow stability.

To minimize flow blockage beneath the flat plate, the floor panels were removed, ensuring
unimpeded airflow and preventing flow separation near the leading edge area. To verify that
the boundary layer development plate did not trigger separation at its leading edge, prelimi-
nary tests were conducted using wool tufts, as can be appreciated in Figure 7.4b.

Additionally, the plate features multiple slots strategically positioned to accommodate actu-
ators as required for the experimental study. To prevent interference with the flow when
actuators are not in use, polycarbonate lids were fabricated to cover these slots effectively,
maintaining the integrity of the airflow and experimental conditions.

The tunnel geometry, incorporating the evaluated ceiling profile, is illustrated in Figure 7.5.
Initial experimentation involving a flat tunnel ceiling revealed a minimal separation region.
In response, adjustments were made to the ceiling configuration as depicted in the figure.
This modified configuration augmented the adverse pressure gradient acting on the flow,
consequently enlarging the separation bubble. To verify that the adverse pressure gradient
did not trigger separation at the test section’s ceiling, another set of preliminary tests were
conducted using wool tufts located at the ceiling’s wall, in particular near the areas of maxi-
mum curvature.
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Figure 7.4: Boundary layer development plate. Illustrations of: (a) 3D sketch; (b) Implementation in the test
section (with wool tufts attached near the leading edge to test flow separation).

Figure 7.5: Profile of the wind tunnel test section including the ceiling. Ceiling beams represented by ■.

7.2. Actuators
The use of conventional vortex generators with heights comparable to the boundary layer
thickness (h/δ = O(1)) has been a common practice in aerodynamic applications to pre-
vent localized flow separation. However, this conventional approach often comes with the
drawback of increased residual drag. Recent research efforts have thus shifted towards ad-
dressing this challenge by exploring alternative VG designs with reduced heights relative to
the boundary layer, known as sub-boundary layer vortex generators (SBVGs). These SBVGs,
characterized by a relative height h/δ < 1, have shown promise, particularly in scenarios
where the separation point remains relatively fixed and extensive downstream coverage is
not required. However, when compared to conventional VGs, they require adjustments in
parameters like the vane aspect ratio (L/h), the inter-separation (D/h), and the skew angle
(β) to ensure the generation of strong enough streamwise vortices for effective flow control.

In the context of vortex generators selectively deployed on demand, concerns regarding po-
tential increases in residual drag are mitigated, hence the focus shifts towards maximizing
actuator performance when deployed. As such, the vortex generator configurations investi-
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gated in this project adopt the features of conventional VGs, with heights on the order of the
boundary layer thickness.

Specifically, the actuators employed in this study comprise four configurations of VG arrays,
eachmeasuring 49.7 cm inwidth and 5.9 cm in length and containing a total of five individual
actuators (comprising pairs of vanes, single vanes, or ramps). These actuators have been
fabricated using 3D-printed materials. To streamline the manufacturing process, each array
has been divided into two pieces, as illustrated in Figure 7.6. An advantageous characteristic
of the ramps at a null skew angle (β = 0 degrees) is their capability to be rotated 180 degrees,
thereby enabling their use as forward ramp actuators. This versatility serves as a primary
rationale for selecting this particular configuration.
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Counter-rotating vanes (CtR), Forward ramp (FR), Backward ramp (BR).

As a summary, Table 7.2 presents the main parameters describing the geometry of the actu-
ators test in the experimental study:

Table 7.2: Geometry parameters of the vortex generators under study.

Configuration VGs h [m] L/h d/h D/h β [deg.]
CtR Triangular vanes 0.02 2 2.5 5 20
CoR Triangular vanes 0.02 2 − 5 20
BR Backward wedge 0.02 2.5 − 5 0
FR Forward wedge 0.02 2.5 − 5 0

7.3. Particle Image Velocimetry (PIV)
In recent years, PIV has become an essential tool in fluid dynamics research for accurately
measuringfluidflowvelocities. This introduction provides a concise overviewof theworking
principles behind PIV and outlines its specific application within this research framework.



7.3. Particle Image Velocimetry (PIV) 53

7.3.1. Working principle
PIV relies on the principle of discerning correlations in the spatial distribution of suspended
particles within a fluid across consecutive frames to infer its velocity field. The operation of
PIV can be studied as a sequence of steps:

• Flow seeding.

• Laser illumination.

• Image capture.

• Image processing.

• Velocity computation.

Seeding the flow is the initial step in a PIV experiment. PIV is an indirect velocity measure-
ment technique, hence it calculates the velocity of a fluid element by measuring the velocity
of tracer particles within the flow. Consequently, this involves introducing small particles
into the fluid under study. These particles are ideally very small, neutrally buoyant, and
capable of accurately tracing the flow.

Following the flow seeding, a laser is used to create either a flat sheet (for planar PIV) or a
three-dimensional volume (for tomographic PIV) of light, which is able to capture a snapshot
of the fluid’s condition at a specific time instant. Particles in the illuminated area scatter
photons, creating an image that shows the particles’ locations. Unfortunately, small particles
do not scatter much light, so a powerful pulsed laser is needed to light up the flow field.

Image capture plays another crucial role in the process. One (or multiple) cameras, posi-
tioned at a specific angle, capture the scattered light, thereby recording the positions of the
particles within a designated cross-section of the flow. Following the initial image capture, a
brief time delay∆t is introduced. This delay allows the fluid to undergo slight evolution. Sub-
sequently, a second image is captured to document the new positions of the particles. This
time delay ensures that changes in fluid motion are accurately recorded. The visual data is
subsequently digitized into images.

Image processing is the stage where recorded images undergo processing. Each image is
dissected into small interrogation windows, and the displacement of particles from the first
image to the second is computed within these regions. After this, the displacement data is
used to calculate the velocity vectors of the particles. By considering the time delay between
the images and the spatial arrangement of the interrogation regions, the instantaneous ve-
locity of the fluid at those specific points can be determined. This step is fundamental in
providing a spatially resolved velocity vector field, a key outcome of PIV experiments. For
reference, the typical setup for a planar PIV experiment is depicted in Figure 7.7.

PIV offers some remarkable advantages that make it stand out from other state-of-the-art
flow measurement techniques. Firstly, it is a non-intrusive method, unlike traditional tech-
niques that use probes such as pressure tubes or hot wires. This allows PIV to excel even in
high-speed flowswith shocks and near-wall boundary layers, preserving the undisturbed na-
ture of the fluid. Secondly, it is a whole-field technique, meaning it can capture images and
obtain data from large parts of the flow field, unlike other techniques which only capture
data from a single point. This leads to a high spatial resolution, providing a comprehensive
view of complex flow phenomena. Lastly, PIV is characterized by its quantitative precision,
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Figure 7.7: Experimental setup for planar PIV in a wind tunnel. [From Raffel et al. (2007)]

providing not only visual qualitative data but also accurate and reliable velocity measure-
ments.

While offering notable advantages, PIV also presents certain challenges that deserve consid-
eration. Firstly, as noted previously, PIV relies on indirect velocity measurements, meaning
it assesses fluid velocity by tracking tracer particles within the flow, which are usually in-
troduced before the experiment. For each experiment, it must be ensured that the tracer
particles will accurately track the motion of the fluid elements. While smaller particles will
track the flowmore effectively, they have a lower light scattering efficiency, so a compromise
must be found. Secondly, PIV requires optical access for the laser to illuminate the flow field
and the cameras to capture images. According to this, a transparent viewing area is needed,
whichmay not always be the case in certain experimental setups, limiting the applicability of
the technique. Lastly, PIV requires a complex setup, implementing PIV effectively demands
meticulous calibration, precise alignment of optical components, and post-processing of cap-
tured images. Fortunately, advancements in PIV technology and software have mitigated
some of these complexities, making the technique more accessible over time (Raffel et al.
2007).

Table 7.3 summarizes the main points made regarding the advantages and disadvantages of
this flow measurement technique.

Advantages Disadvantages
Non-intrusive measurement Indirect measurement
High spatial resolution Needs optical access
Whole field technique Complex setup
Quantitative

Table 7.3: Advantages and disadvantages of PIV as a flow measurement technique.

7.3.2. Planar PIV
In the previous section, the basic working principles of PIV for a planar 2- or 3-component
measurement were presented, without delving into extensive specifics. Nevertheless, these
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fundamental principles serve as the foundation for themore sophisticatedmethods currently
in use in both, industry and academia. This section presents a more detailed view of planar
PIV (2-Dimensional, 2-Component), which is the technique thatwill be used in the experimen-
tal tests within this project.

Planar PIV relies on the principle of measuring the displacement of suspended particles
within a fluid to infer the in-plane velocity field, i.e. u(x, y) and v(x, y), in a 2D domain. Ac-
cording to this, the main components of a test setup are the tracer particles, the illumination,
and the imaging. Both the tracer particles and the illumination, share many common treats
in both planar and stereoscopic PIV. The imaging part, however, differs notably. This com-
ponent will be examined in detail here.

When setting up an experiment, several critical parameters come into play on the imaging
side. These parameters encompass the magnification factor (M ), focal length (f ), aperture
(D), and the f-stop (f#), which relates the focal length to the aperture. A comprehensive un-
derstanding of these factors is key to achieving the desired outcomes.

Themagnification factor,M , is the ratio between the sensor and the object size and represents
how the object size is scaled in the final image.

M =
sensor size
object size (7.1)

Both the focal length and aperture are lens-related characteristics, and their relationship is
defined by the f-stop, f# = f/D. The f-stop dictates the amount of light entering the lens and
influences the depth of field. A lower f-stop indicates a larger aperture, allowing more light
and a shallower depth of field, often resulting in background blur. Conversely, a higher f-stop
reduces the aperture size, permitting less light and expanding the depth of field, ensuring
more elements remain in focus.

There are two important considerations when configuring these parameters. First, the depth
of field should be at least as thick as the laser sheet’s dimensions. Additionally, it is imperative
that particle images are of sufficient size. The diameter of particle images in pixels can be
calculated using the following equation:

dτ =

√
(Mdp)2 + [2.44λ(1 +M)f#]

2 (7.2)

This formula accounts for both the physical size (first term) of the particles and the diffraction
diameter (second term). In the case of a digital camera based on a CCD chip, the camera
sensor is an array of pixels sensible to light. If the particle image diameter is too small (dτ < 1),
peak-locking occurs, which means that the subpixel displacement cannot be distinguished.
Contrarily, if the particle image diameter is too large, it is likely that many particle images
overlap. For optimal accuracy, dτ ≈ 2− 3 px, according to Tropea et al. (2007).

To assess tracer particle movement in images and determine a velocity field, a systematic ap-
proach is adopted, the so-called image windowing method. This approach involves breaking
down the images into smaller areas referred to as interrogation windows, each containing a
minimum of 10 tracer particles, as suggested by Tropea et al. (2007).

Corresponding windows in two successive frames are compared through a statistical analy-
sis technique called cross-correlation. The cross-correlation value (ϕ) evaluates the level of
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particle matching between the two interrogation windows, hence a correlation map can be
generated. Among the correlation peaks, the one with the highest value is selected, as it rep-
resents themeanmotion of the tracer particles. Peaks other than the highest are disregarded
since they typically arise from noise or correlations between non-matching particles.

ϕ(m,n) =

∑K,L
i,j=1 I(i, j) · I ′(i+m, j + n)

σ(I) · σ(I ′)
(7.3)

The samples I and I ′ are taken from the images, with I ′ being larger than the template I .
Essentially, the template I is shifted around within the sample I ′ without going beyond its
boundaries. For each shift (x, y) chosen, the sum of the products of all overlapping pixel
intensities produces one cross-correlation value. By performing this operation for a range of
shifts (−M ≤ x ≤ +M,−N ≤ y ≤ +N), a correlation plane of size (2M+1)×(2N+1) is created
(Raffel et al. 2007).

In order to improve measurement accuracy, it is important to keep the interrogation win-
dows as small as possible. However, if these are too small, particles may move in and out
of the window between pulses, resulting in non-real peaks in the cross-correlation map and
a decrease in signal-to-noise ratio. Generally, the maximum in-plane displacement of the
particles should not exceed one-quarter of the interrogation window size. To tackle this lim-
itation, a multi-pass processing approach is frequently used. In successive passes, the pair
of interrogation windows is shifted by the displacement calculated in the previous pass be-
fore computing the correlation map. This allows for the use of smaller windows, which can
also be altered to adjust to changes in particle position and further enhance measurement
precision.

Once the pixel displacement is calculated, it must be converted to physical space, considering
camera and lens parameters, includingmagnification and potential image distortion. The ex-
act transformation is determined through calibration, which involves imaging a calibration
target with known dimensions, such as millimeter paper on a flat plate. Once the displace-
ments aremapped to physical space, determining the velocity field becomes straightforward,
given the known time separation between the two image exposures:

u(x, y) =
∆x

M∆t
(7.4)

v(x, y) =
∆y

M∆t
(7.5)

7.3.3. Recording planes
With the velocity field established through the described PIV methodology, it is crucial to
strategically select recording planes which capture effectively the flow structures and their
interactions with the vortex generators. To facilitate the acquisition of results, a total of four
recording planes were strategically selected for analysis:

• Three planes in wall-normal streamwise direction (X − Y ):

– Center plane: z/h = 0.0.

– Middle plane: z/h = 1.35.

– Off-center plane: z/h = 2.5.
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• One plane in wall-normal spanwise direction (Y − Z):

– Crossflow: x/h = 0.0.

As depicted in Figure 7.8, each of these recording planes serves a distinct purpose in cap-
turing relevant flow characteristics and phenomena. The wall-normal streamwise planes
cover the entire length of the ramp, allowing the study of boundary layer velocity profiles,
the identification of detachment and reattachment points, and the characterization of sep-
aration bubble size and shape. While a single streamwise plane may suffice for studying a
purely two-dimensional flow field, the three-dimensional nature of the uncontrolled and es-
pecially the controlled flows in this test section, requires multiple streamwise planes along
the span to better characterize the flow field. These planes facilitate the observation and
analysis of the spanwise evolution of critical variables regarding the separation bubble.

In addition to thewall-normal streamwise planes, crossflowplanes provide essential insights
into spanwise flow variations. One plane positioned close to the ramp curvature inception
captures the flow field before the separation region, allowing the characterization of the
adverse pressure gradient effect. This plane not only enables the observation of the flow
field generated by the VG actuators immediately downstream but also facilitates the study
of phenomena such as vortex decay, translation, merging, and other dynamic interactions.
By comparing the results in this same plane while varying the streamwise position of the VG
actuators, the effects of vortex behavior and decay can be systematically analyzed, offering
valuable insights into flow control mechanisms and VG performance.

Figure 7.8: Three-dimensional illustration of the PIV recording plane positions in relation to ramp geometry.
Center plane in red, middle plane in green, off-center plane in blue, crossflow plane in yellow.

7.3.4. Experimental setup
Having identified the recording planes essential for capturing the comprehensive flow field
data, the next step is to detail the experimental setup used to acquire these measurements.
The experimental setup, depicted in Figure 7.9, facilitated the imaging of the recording planes
presented in the Section 7.3.3. To capture the streamwise planes, the laser was positioned
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downstream of the test section exit, while the two cameras were placed beside the test sec-
tion, pointing in the −z direction, across the test section’s wall. Utilizing two side-by-side
cameras expanded the field of view, providing comprehensive coverage along the separa-
tion ramp length. For crossflow planes, the laser was positioned perpendicular to the test
section’s lateral wall, with the laser sheet directed in the +z direction. In this setup, a single
downstream camera captured the crossflow planes, resulting in the recording of only two
out of the five VG pairs in the crossflow plane.

To maintain high-quality imaging and minimize reflections, black non-reflective tape was
applied across the ramp and various surfaces of the test section, including background walls.
Additionally, regular cleaning with ethanol ensured clean conditions for camera lenses and
all surfaces.

All image acquisition and processingwere executed using LaVision’s DaVis 8.4.0 PIV software.
LaVision sCMOS cameras with 2560 × 2160 pixel resolution and Nikon 60 mm lenses were
employed for both streamwise and crossflow planes. The laser source, a Quantel Evergreen
Nd:YAG laser, was configured to generate a laser sheet using an optical arrangement compris-
ing diverging and converging lenses to form the beam waist, followed by a cylindrical lens
for expansion into a thin laser sheet. While similar optical setups were used for both planes,
varying focal length lenses were chosen due to differences in distance from the laser. The
laser sheet thickness, approximately 1− 2mm throughout the camera field of view, ensured
optimal illumination and imaging conditions.

The technique utilized to establish the laser sheet thickness for the streamwise planes in-
volves positioningmeasuring paper at a known angle relative to the incoming laser sheet. By
measuring the total thickness of the laser sheet on the angled measuring paper and consid-
ering the known angle of incidence, the actual thickness of the laser sheet can be calculated
using basic trigonometric relationships. Conversely, for the crossflow planes where the laser
sheetwas directed through the lateralwall of the test section, a simpler yet effective approach
to control the laser sheet is employed. This entails creating a cut-out from non-reflective pa-
per, shaping it to the desired sheet shape and thickness. In this instance, a 2 mm aperture
was created, as depicted in Figure 7.9b.

Flow seeding was provided by a SAFEX fog generator in the wind tunnel’s fan chamber, uti-
lizing a glycol-water solution to generate particles with 1 − 3 µm mean diameter, ensuring
adequate flow field visualization for accurate data acquisition and analysis.

For camera and processing software calibration, a LaVision single-sided calibration platewas
utilized. These white single-sided calibration plates are commonly utilized for calibrating 2D
PIV setups. The calibration process involves capturing views of the plate using the different
cameras, and identifying manually the reference points. The rest of the marks on the plate
are automatically detected, and the information from all detected marks is utilized in the
bundle adjustment calibration algorithm. This live calibration procedure also calculates the
intrinsic and extrinsic camera parameters.

During PIV acquisitions across all four planes, various parameters were adjusted to optimize
image quality and ensure accurate velocity determination. Initially, camera focus and aper-
ture settings were fine-tuned to improve particle visibility and mitigate peak-locking issues.
Due to the dim appearance of particles in images caused by the considerable distance be-
tween planes and cameras, the aperturewas set to f# = 5.6 to increase light capture. Focusing
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(a) (b)

Figure 7.9: Pictures of camera and laser setups for: (a) Streamwise planes; (b) Crossflow planes.

the cameras deliberately aimed to achieve imaged particle diameters of around 3 pixels, re-
ducing peak-locking phenomena and facilitating sub-pixel interpolation during processing.

Furthermore, given the high dynamic range of the imaged separating flow, particularly in
near-wall regions where velocity approaches zero, a relatively high pulse spacing (dt) was
necessary for accurate velocity determinationwithin the streamwise planes. Through empir-
ical tests, a pulse spacing of 100 µs was deemed optimal for these planes, ensuring sufficient
temporal resolution while minimizing effects of particle displacement between successive
image pairs. On the contrary, for recordings within the crossflow plane, the pulse spacing
was reduced to 50 µs. This adjustment was essential to ensure that particles were captured
within the plane thickness (which is normal to the main flow direction), thereby facilitat-
ing the computation of cross-correlation and the pertinent velocity field. Furthermore, the
recording rate remained consistent across all image acquisitions at 15 Hz.

Details of camera settings and field-of-view size for both planes are summarized in Table 7.4,
providing a comprehensive overview of the configuration parameters used for PIV acquisi-
tions. These optimized settings were crucial for obtaining high-quality PIV measurements,
enabling accurate analysis and interpretation of flow field characteristics.

7.3.5. Image processing
Before conducting the cross-correlation procedure for velocity field determination, the raw
images were pre-processed to enhance the signal-to-noise ratio. Initially, the average inten-
sity value of all source images was calculated and used to normalize the measurements. Fol-
lowing this, a time filter was applied to eliminate background noise by subtracting the mini-
mum intensity over a sequence of subsequent snapshots. This filtering process, spanning 11

consecutive images, effectively reduced noise, especially in areas where reflection intensity
remained constant over time, such as walls and vortex generators. By applying a suitable
high-pass filter, only the low frequencies of the slow-moving reflections were attenuated,
eliminating them while preserving the intensities of the particles.

After the pre-processing routines, velocity fields were derived from the processed images
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using the conventional cross-correlation PIV method, employing a multi-pass approach. The
initial passes utilized a window size determined by the recommended practice of adopting a
window four times larger than the largest particle displacement, set initially at 64× 64 pixels.
The finalwindow sizewas determined empirically to balance precision, noise sensitivity, and
computational efficiency, set initially at 32× 32 pixels.

For increased precision in critical regions, such as near the wall, in some particular cases,
the window size of the final pass was reduced to 8 × 8 pixels. While this adjustment may
slightly compromise the overall accuracy of the results due to increased noise sensitivity, it
significantly enhanced the resolution of data points near thewall, facilitating amore detailed
characterization of the incoming flow boundary layer, presented in Section 9.3.

Moreover, in an attempt to reduce the effect of the camera alignment with respect to the
incoming flow, in the particular case of the crossflow plane recordings, the velocity field of
the uncontrolled flow recordings was subtracted from the resulting velocity field for each of
the measurements, allowing to exclude biases due to camera positioning.

A 50% overlap was maintained in all passes to ensure adequate spatial resolution. Addition-
ally, the presence of the wall was identified from the raw images using the particle wall re-
flections. The mask was created based on this data and applied after initial cross-correlation
processing.

The processing settings employed during pre-processing and cross-correlation are summa-
rized in Table 7.4, providing a comprehensive overview of the parameters utilized to gener-
ate the velocity fields.

Table 7.4: PIV velocity field imaging and processing settings.

Plane FoV [mm] f# dt [µs] Initial passes Final passes
Center 540× 245 5.6 100 1, 64× 64 px, 50% 2, 32× 32 px, 50%
Middle 540× 245 5.6 100 1, 64× 64 px, 50% 2, 32× 32 px, 50%
Off-center 540× 245 5.6 100 1, 64× 64 px, 50% 2, 32× 32 px, 50%
Crossflow 190× 160 5.6 50 1, 64× 64 px, 50% 2, 32× 32 px, 50%

7.4. Test matrix
In summary, the experimental study involved testing four distinct vortex generator arrays,
each positioned at varying streamwise locations relative to the inception of the ramp curva-
ture. To assess the effects across the spanwise direction of the test section, recordings were
conducted at three different wall-normal streamwise planes. Additionally, to provide deeper
insights into the streamwise results and quantify the impacts of vortex decay and trajectories,
an additional crossflow plane was recorded in the wall-normal spanwise direction.

The configurations of the tested vortex generator arrays and the planes at which measure-
ments were recorded are summarized in Table 7.5, providing a comprehensive overview of
the experimental setup and the corresponding data acquisition points.

It is worth noting that, alongside the configurations and planes presented in Table 7.5, an
additional uncontrolled flow run was recorded for each of the planes. This recording serves
multiple purposes: it provides a baseline against which the effectiveness of the vortex gen-
erators can be evaluated, and it offers a source of data that can be utilized to correct for
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background noise, such as camera alignment issues, thus enhancing the accuracy and relia-
bility of the experimental results.

Table 7.5: All tested VG configurations. The x positions of the VG positions correspond to the distance (upstream)
from the inception of the ramp curvature. Center, Middle and Off-Center measure the flow field along theX − Y

planes; Crossflow measures along the Y − Z plane.

VG β [deg.] xV G/h = 4.5 xV G/h = 10.5 xV G/h = 18 xV G/h = 28 Plane

CtR 20

× × × × Center
× × × × Middle
× × × × Off-Center
× × Crossflow

CoR 20

× × × × Center
× × × × Middle
× × × × Off-Center
× × Crossflow

BR 0

× × × × Center
Middle

× × × × Off-Center
× × Crossflow

FR 0

× × × × Center
Middle

× × × × Off-Center
× × Crossflow
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Part III

Results and Discussion
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8
Skew angle sensitivity

The advantages of CFD studies lie in their ability to investigate the details of particular fluid
dynamics phenomena in a controlled environment. In comparison with the experimental
tests, this technique enables the simultaneous acquisition of all field quantities, potentially
leading to a deeper understanding of the flow. Consequently, CFD serves as a valuable tool
for cases where experimental studies are too expensive or complex.

In this project, the objective of the CFD study is to characterize the sensitivity of the various
VG designs to the skew angle, β. Because the core emphasis of this numerical investigation
centers on the impact of VGs in a flat plate configuration, the attention should shift toward
the precise quantification of the associated loads imposed over their geometry, the vortex de-
velopment, and their influence over the near-wall flow. This computational approach com-
plements the experimental study by facilitating a parametric sweep, which allows for the
assessment of both the aerodynamic loads affecting the actuators, as well as the vorticity of
the flow in a crossflow plane downstream the actuator.

The three primary actuator concepts were individually tested in isolation over a flat plate
with zero pressure gradient. Consistent with typical values of β cited in studies such as Go-
dard and Stanislas (2006) and Ashill et al. (2001), the range of study was set to β ∈ [15, 25]

degrees for the vane designs and β ∈ [0, 10] degrees for the ramp designs. Additionally, in an-
ticipation of potential future implementations of deployable VGs actuated using shape mem-
ory alloys, three secondary designs were tested: the curved vane, and the hollow ramp (in
both forward and backward directions).

8.1. Load coefficients
Given the challenges associated with the manufacturing of a deployable vortex generator
actuated using a shape memory alloy, accurately estimating the magnitude of these loads is
paramount for this project since they are a significant constraint for future implementations.
If the VG is actuated via a hinge mechanism, minimizing the loads that tend to induce stress
along the hinge axis is crucial for ensuring the viability of the design. Figure 8.1 presents
the nondimensional axial, normal and side loads (CA, CN , CS , respectively) acting on the
actuator body as a function of the skew angle according to the CFD simulations. Note that, to
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make designs comparable, the reference area used to calculate the coefficients is based on
h2, which is the common factor for all the designs.

Figure 8.1: Axial (CA), normal (CN ), and side (CS) loads exerted on the actuator body in relation to the skew angle
(β).

As depicted in Figure 8.1, the axial load on all of the actuator designs exhibits aminimal sensi-
tivity to the skew angle, with nearly identical trends observed for both orientations of ramps.
The single vane shows a slightly decreasing trend for increasing values of β. This behavior
can be attributed to the low frontal area of the vane designs, and the aerodynamic effect of
the lateral walls of the ramp, which effectively cut through the air, mitigating a significant
blockage. Overall, these findings are promising for potential deployable systems, since they
indicate robustness against axial loads.

Conversely, the normal loads exhibit very different trends among the three designs. The
orientation of the ramp significantly influences the resultant load in the normal direction.
Thebackward-facing rampgenerates a substantial positive normal load that tends to increase
for large angles of incidence, whereas the forward ramp experiences a relatively small and
constant wall-normal-negative load. These results are direct effects of the areas of low and
high pressure, respectively, created by the ramp actuators near their upper surface.

To illustrate this, Figure 8.2a and Figure 8.2b depict a slice along the symmetry plane of the
forward and backward ramp geometries, respectively, at β = 0 degrees. As it can be appreci-
ated, the results of the backward ramp clearly show a point of stagnation near the geometry
leading edge, as well as a big area of low pressure over most of the upper surface of the
actuator. Conversely, the forward ramp generates a minimal perturbation on the pressure
field apart from a relatively high-pressure area near the geometry leading edge, and a low-
pressure area near the trailing edge.

The vane design yields an intermediate result between these cases, showing a small positive
normal load, which tends to increase linearly with the angle of incidence. It is important
to note that the normal load in particular may be critical for potential implementations of
deployable VGs using the ramp concept specifically, as it could induce hyperextension of the
hinge, leading to additional fatigue on the joint. Given the current shape memory alloy tech-
nology, minimizing the number of cycles and hyperextensions of these joints is crucial for
extending the lifespan of such devices.

Focusing on the side force coefficient, this load exhibits the most significant sensitivity to the
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(a) (b)

Figure 8.2: Contours of Cp along the actuator symmetry plane, measured at β = 0 degrees. Illustrations of: (a)
Backward-facing ramp actuator, (b) Forward-facing ramp actuator.

skew angle: increasing the incidence angle tends to increase the frontal area of the actuator
facing the flow, resulting in a linear increase in the side load for all three designs. Since the
vane concept has been studied at higher angles of incidence compared to the ramps, with
a similar lateral wall area, the side load forces reach higher load values. Similarly to the
normal load, the side load may pose challenges for potential implementations of deployable
VGs using the vane concept, as it could induce extension of the hinge, presumed to be oriented
along the axial direction of the body. Overall, balancing the skewangle tominimize side loads
while preserving the desired vorticity shedding by the actuator is crucial.

Precisely, shifting the focus towards the potential implementation of deployable versions of
these design concepts, it is valuable to further characterize prospective design versions and
compare their performance to the baseline designs. In this context, three additional concepts
were numerically tested using the same CFD methodology: a curved version of the vane and
a hollow version of the ramps (in forward and backward orientation).

The curved vane represents the baseline vanewith the addition of fillets on the base, mimick-
ing the bending of the material around the hinge axis. Conversely, the so-called hollow ramp
concept involves the same ramp studied but without lateral walls, essentially transforming
it into a single wedge-shaped plate bent at an angle of 21◦ with respect to the ground wall.

Upon reviewing the results presented in Figure 8.1 and Figure 8.5, it appears that the modi-
fication in the vane geometry has a minimal impact, with negligible variations in both loads
and shed vorticity compared to the baseline version. However, the alteration on the ramp
yields significant changes.

The variation in axial and side forces is relativelyminor. Presumably, this is due to the inflow
conditions at β = 0 degrees where the side load is not expected to vary significantly, and the
increase in axial load is expected to be moderate as well. However, the normal load reveals
a drastic change in both of the ramp configurations. Figure 8.1 illustrates that the value of
the normal load doubles at β = 0 degrees. Interestingly, the effect of the hollow geometry
induces similar yet opposite shifts in the results of the normal loads for the backward and
forward ramps.

To provide visual context, Figure 8.3a and Figure 8.3b depict a slice along the symmetry plane
of the hollow backward and forward ramp geometries, respectively, at β = 0 degrees.
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(a) (b)

Figure 8.3: Contours of Cp along the actuator symmetry plane in streamwise direction, measured at β = 0 degrees.
Illustrations of: (a) Backward-facing hollow ramp actuator, (b) Forward-facing hollow ramp actuator.

In this case, it becomes evident that the increase in normal load in the backward ramp is
attributed to an augmented pressure difference between the upper and lower surfaces of
the device. Specifically, the upper surface shows a region of low pressure comparable to the
full geometry case, but the high-pressure area, particularly near the hinge axis, is amplified.
Contrarily, the forward ramp showcases a similar high-pressure area near the hinge, but an
amplified low-pressure region along the lower surface of the plate.

In addition, to quantify the effect of aerodynamic loads on a potential deployment mech-
anism, the moment coefficients with respect to the bending axis have been calculated. Fig-
ure 8.4 presents the aerodynamicmoments relative to the body reference frame of the object.
The reference point for the moment calculations is determined as the projection of the cen-
troid on the ground wall for the vane concepts and the midpoint of the hinge axis for the
ramp concepts.

Figure 8.4: Aerodynamic moment coefficients with respect to the hinge axis.

From these results, it is evident that the effect of vane curvature near the wall is minimal.
The shape of the geometry, in both simple and curved versions, primarily induces yaw and
roll movements of the actuator. As anticipated, this moment is potentially detrimental in the
long term for an SMA-actuated device.

Regarding the ramp designs, the results show that while the roll and yawmoments are negli-
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gible in both cases, the pitch moment is a significant factor. This aligns with the large normal
loads presented previously. The implementation of a hollow version of the ramp is particu-
larly critical in this regard. The pitch moment coefficient increases significantly—by 82.77%
in the BR and a staggering 767.64% in the FR—compared to their respective baseline concepts.

8.2. Vortex strength
With the load and moment coefficients analyzed, the next step is to evaluate the effective-
ness of the vortex generators in terms of vortex strength, a crucial parameter for under-
standing the aerodynamic performance of these devices. Ashill et al. (2005) provides a set
of parameters, known as vortex descriptors, used to characterize vortices. These descriptors
encompass, among others, the strength of vortices immediately downstream of the device.
Figure 8.5 collects the results of the maximum vorticity measured immediately downstream
of the VGs as a function of the skew angle.

Figure 8.5: Maximum flow vorticity (ωx) measured directly downstream of the actuator, in relation to the skew
angle (β).

The ramp concept exhibits notable sensitivity to the inflow angle. Both the backward and
forward-facing ramps show a linear increase in maximum shed vorticity for small angles of
β. However, around β = 4 degrees, this trend changes: increasing the angle beyond this point
no longer monotonically increases the vorticity value. For larger values of β, the vorticity
shed by the forward ramp tends to oscillate around |ωx|h/U0 = 5.0. In contrast, the backward
ramp’s vorticity decreases significantly to levels similar to those at β = 0◦, except at β = 10◦,
where it shows a drastic increase and reaches the maximum total value.

In the case of single vanes, the highest shed vorticity values are observed at the smallest angle
of incidence studied, i.e., β = 15◦. Beyond this angle, increasing the angle of attack leads to
lower vorticity values. For β > 19◦, the configuration shows very little sensitivity, making it
more robust under diverse flow conditions.

Regarding the disparities in vorticity magnitude among VG concepts, Figure 8.6 illustrates
the comparison between vorticity fields immediately downstream of the conventional de-
sign (left) and the curved/hollow designs (right). In this comparison, it becomes evident that,
consistent with observations from Figure 8.5, the influence of base curvature in the single
vane configuration is nearly imperceptible, with both fields exhibiting nearly identical char-
acteristics. The hollow FR design also showcases remarkably similar vortex structures to
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its solid counterpart, albeit with a slightly reduced vorticity magnitude. This is effectively
captured in the difference in vorticity magnitude.

Conversely, the backward ramp, in accordance with the values of maximum streamwise
vorticity, demonstrates noteworthy disparities between designs. Not only does the vorticity
magnitude appear greater, but the vortex structure also exhibits slight deviations. Notably,
less vortex core flattening occurs, since the vortex cores appear less compressed against the
groundwall, potentially contributing to augmented lateral displacement, as evidenced by the
contours.

Figure 8.6: Comparison between conventional (left) and hollow/curved (right) VG designs: Contours with
superposed velocity vector field of maximum streamwise flow vorticity (|ωx|) measured directly downstream of

the actuator.

The numerical study presented in this chapter offers important insights into the sensitivity of
multiple vortex generator designs to the skew angle in a ZPG flat plate configuration. Via the
analysis of the aerodynamic loads, moments and vortex shedding, the three primary actuator
concepts, alongwith three secondarydesigns, have been characterized. Thesefindings reveal
substantial variations in loads and moments across different VG designs. This underscores
the necessity for meticulous design considerations to mitigate stresses along the hinge axis,
in a potential future implementation of deployable VGs.

Moreover, the study showcases the advantages of the vane design, characterized bymoderate
sensitivity to inflow angles and comparable vorticity shedding to the ramp designs. In this
case, it is important to note that in a counter-rotating vane array setup, the vorticity would be
shed by two actuators simultaneously, potentially enhancing the mixing capabilities. How-
ever, the vane design faces challenges in terms of side loads and moments, which align with
the rotation direction of a potential hinge. This suggests that a mechanism actuated using
shape memory alloys would deteriorate rapidly after a few cycles or lead to aeroelastic phe-
nomena, requiring a redesign of the actuation mechanism.

Furthermore, the exploration of additional concepts, such as the hollow ramps, reveals sig-
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nificant alterations in aerodynamic loads with respect to the baseline designs. In particular,
the hollow ramp concepts showpotential problemswith normal loads and pitchingmoments,
aligning with the rotation direction of a potential hinge. Consequently, similar to the vane
design, a mechanism actuated using shape memory alloys would likely deteriorate rapidly
after a few cycles.

The complementary experimental study into the aerodynamic efficiency of these designs in
controlling the flow separation presented in the next chapter will provide a different scope
and valuable insights. By assessing factors such as boundary layer control, separation bubble
characteristics, and overall flow control effectiveness, the full picture of VG performance for
flow control can be assessed and informed decisions can be made about the viability and
performance of each design concept.



9
Uncontrolled flow characterization

This chapter aims to present an analysis of the uncontrolled separated flow generated by the
adverse pressure gradient induced by the test section conditions. This analysis will serve as a
baseline against which the flow control capabilities of the studied actuators will be assessed.

Following this effort to characterize the incoming flow, Section 9.1 begins by identifying the
relevant metrics necessary for a comprehensive evaluation of the flow field. Following this,
Section 9.2 presents an analysis of the mean flow field results, detailing the overall behavior
and properties of the uncontrolled flow and the separation bubble. Finally, in Section 9.3 the
characterization of the boundary layer is examined, providing insights into its development
and impact on the flow dynamics. This thorough investigation establishes a fundamental
understanding of the uncontrolled flow, essential for assessing the effectiveness of various
flow control techniques.

9.1. Relevant metrics

Figure 9.1: Schematic representation of the curved backward-facing ramp along with the multiple coordinate
systems and the magnitudes for the analysis of the separation bubble.

Before moving to the analysis of the uncontrolled flow, it is convenient to introduce the anal-
ysis metrics relevant to the quantitative study of both, controlled and uncontrolled flows.
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Illustrated in Figure 9.1 is a schematic representation of the curved backward-facing ramp
under study, along with the multiple coordinate systems under consideration and the signif-
icant magnitudes for the analysis of the separation bubble.

As depicted in the figure, in addition to the Cartesian reference frame centered at the incep-
tion of the ramp’s curvature, a wall coordinate s is established, also centered at this origin.
This coordinate facilitates the measurement of the separation bubble’s length (Lb) along the
wall. Furthermore, the area of the separation bubble (Ab) is defined by convention as the
area enclosed between the ψ = 0 line and the wall.

Specifically, the ψ = 0 curve has been selected to define the upper boundary of the separation
bubble due to its efficacy in representing the obstruction encountered by the incoming flow.
Furthermore, this streamline intersects thewall at the locations of Total Detachment (TD) and
Total Reattachment (TR), where the mean streamwise velocity is also null, thereby offering a
robust indicator of the bubble dimensions.

Among the metrics and parameters that will remain consistent throughout this study are:

• The U = 0 curve, which denotes the locus of null streamwise velocity, conventionally
represented as a dashed line in this report.

• The ψ = 0 curve, indicating the zero streamline. At this position, the net volume flux
across the wall-normal direction becomes null. It is conventionally represented as a
solid line in this report. Its y coordinates are defined by integrating the streamwise
velocity profile in the wall-normal direction and finding the zero-crossing, if it exists:

y(x, ψ = 0) = {y :

∫ y

0

U(x, y′)dy′ = 0} (9.1)

• The backflow coefficient χ, denoting the percentage of the time in which the flow is
reversed, i.e. U < 0.

• Markers denoting various flow conditions, including:

– Incipient Detachment/Complete Reattachment (ID/CR): χ = 0.01.

– Intermittent Transitory Detachment/Reattachment (ITD/ITR): χ = 0.20.

– Transitory Detachment/Reattachment (TD/TR): χ = 0.50.

9.2. Mean flow
The metrics presented in Section 9.1 provide a robust framework for evaluating and inter-
preting the flow behavior throughout this study. With these established, we now transition
to the analysis of the mean flow field to gain further insights into the flow dynamics. The
PIV measurements of the uncontrolled mean flow were obtained through the averaging of a
total of 500 images. Figure 9.2 depicts the mean streamwise velocity field, accompanied by
the U = 0 and ψ = 0 contours.

Across all three recording planes, a prominent separation bubble area is evident, setting an
ideal condition for assessing the efficacy of the flow control actuators. However, to gain a
finer understanding of the uncontrolled flowdynamics, it is important to note the variance of
theflowfield along the test section span. Notably, shifting the recording plane in the spanwise
direction correlateswith a reduction in the separation bubble area, a phenomenonwhich can
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(a)

(b)

(c)

Figure 9.2: Contour map of mean streamwise velocity U/U0 with overlayed U = 0 ( ) and ψ = 0 ( ) curves.
(a) Center plane; (b) Middle plane; (c) Off-center plane. Note: the area of low velocity observed in the top right corner

of (c) is attributable to a modification in the laser setup, specifically a reduction in the laser beam width. This
alteration does not correspond to the actual flow physics.
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be directly attributed to the limited spanwise extent of this test section, leading to end-effects
arising due to the influence of the lateral walls’ boundary layer. It is noteworthy that the
boundary layer on the lateral walls has a way longer development length than that of the
floor (originating merely 0.7m upstream), implying that the boundary layer thickness of the
lateral walls may extensively exceed that of the floor plate.

In addition to the velocity field, the dataset also facilitates the computation of the backflow co-
efficient χ, representing the percentage of time during which the flow is reversed. Figure 9.3
depicts the contours of the backflow coefficient, accompanied by the U = 0 and ψ = 0 con-
tours, along with the makers denoting ID, ITD, TD, TR, ITR and CR points (from left to right).
It is pertinent to note that regions with χ < 0.01 are left blank for clarity.

The computation of the backflow coefficient contours facilitates the determination of the re-
maining relevant metrics for the study of the separation bubble, as introduced in Section 9.1.
The measurements of bubble area and length, along with their relative deltas with respect to
the results of the center plane are summarized in Table 9.1. Notably, the observed decrease
as the recording plane is shifted in the spanwise direction reaches values up to 39.26% and
24.53% in area and length, respectively. These results validate the hypothesis that the flow
field in this test section predominantly exhibits 3D characteristics, with the end-effects due
to the boundary layer of the lateral walls exerting a significant influence on the final results.

Additionally, Figure 9.4 shows a comparative analysis of the detachment and reattachment
points for the different separation regions along the span. These results highlight the fact
that, due to the smooth curvature of the backward-facing ramp, the separation phenomenon
does not occur at a fixed position, but rather intermittently along a wide region of between
2h (center plane) and 3h (off-center plane). Moreover, consistent with similar studies, the
detachment region appears significantly smaller than the reattachment region, indicating a
higher variability in the reattachment positions compared to detachment ones.

Table 9.1: Summary of separation bubble measurements for all three recording planes.

Plane Ab × 103 [m2] Lb [m] ∆Ab [%] ∆Lb [%]
Center 6.157 0.265 − −
Middle 4.507 0.226 −26.80 −14.72
Off-Center 3.740 0.200 −39.26 −24.53

9.3. Boundary layer characterization
In addition to the analysis of the mean flow results, an attempt to characterize the incoming
uncontrolled flow entails analyzing the PIV measurements of the streamwise planes at the
location immediately preceding the detachment region, where the flow is assumed to be rel-
atively undisturbed, thus enabling the characterization of the boundary layer. To achieve
this, it is advantageous to employ slightly modified window size settings for the PIV postpro-
cessing. Unlike the baseline postprocessing parameters utilized in the rest of the analysis, for
this specific purpose, a smaller window size with a high aspect ratio is preferred, since it al-
lows to obtain a higher resolution, especially in the near-wall area, where PIV postprocessing
techniques usually show limitations.

Specifically, in order to obtain the following results, a window size of 8×8 pixels with an ellip-
tical weighting factor of 4 : 1was employed. This configuration allows for finer resolution in
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(a)

(b)

(c)

Figure 9.3: Contour plots of backflow coefficient with overlayed U = 0 (dashed) and ψ = 0 (solid) curves and ID,
ITD, TD, TR, ITR and CR markers (in this order, from left to right). (a) Center plane; (b) Middle plane; (c) Off-center

plane.
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Figure 9.4: Comparison of detachment and reattachment points along the ramp span. Wall segment between: TD
and TR in yellow, ITD and ITR in green, ID and CR in blue. C stands for center plane,M for middle plane and OC

for off-center plane.

the wall-normal direction, crucial for resolving the sharp velocity gradient in the near-wall
region.

Figure 9.5 presents a comparison of the boundary layer velocity profiles obtained from all
three streamwise recording planes, along with the integral boundary layer properties de-
rived from these profiles. The average of the measured freestream velocities, calculated as
17.61m/s, will be adopted as the freestream velocity U0 for subsequent analyses in the report.

Unlike the results of the uncontrolled flow separation bubble, where the measurements are
highly influenced by 3D effects of the spanwise flow, the boundary layer measurements are
taken upstream of the separation region, specifically at the inception of the ramp. Given the
location of these measurements, it is reasonable to assume that the observed variability in
boundary layer characteristics along the test section span is predominantly influenced by
factors such as measurement uncertainty rather than substantial physical variations in the
flow itself. Notably, the boundary layer thickness, defined as the wall-normal distance where
the local mean velocity reaches 99% of the freestream value, exhibits slight variations across
the test section span, ranging from 30.0 mm in the center plane to 26.7 mm in the off-center
plane. These slight variations can be attributed to the measurement uncertainty and are
consistent with expectations for boundary layer behavior in this experimental setup.

In a further effort to characterize the incoming uncontrolled flow, an approach to estimate
the friction velocity (uτ ) involves depicting the boundary layer velocity profile using the
nondimensional magnitudes y+ and u+. It is assumed that every boundary layer follows
the same general topology, comprising a viscous sublayer and a log-law region, and comple-
mented by an intermediate buffer layer region situated between the two. Additionally, due
to the limited accuracy of the PIV measurements near the wall, most of the data points are
expected to fall within the log-law or the outer layer region. Under the assumption that the
measurements should conform to the theoretical log law, uτ emerges as the only free parame-
terwithin Equation 2.8 that can be adjusted to achieve a satisfactory fit between the observed
and theoretical curves.

Figure 9.6 depicts the outcomes of adjusting the friction velocity to maximize the correla-
tion, quantified using the R2 indicator, between the experimental data and the theoretical
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Figure 9.5: Comparison between the boundary layer velocity profiles.

curve. The correlation has been computed within the regions deemed well-predicted by the
logarithmic law of the wall, specifically between the upper limit of the buffer layer (set at
y+ = 30) and the lower limit of the outer layer (set at y+ = 300), both depicted as dashed lines
in the plot. Data points identified as outliers, denoted by crosses, have been excluded from
the calculation to enhance the accuracy of the results.

Overall, the results show a strong correlation with the theoretical law. However, again it
is important to note that the observed variability in boundary layer characteristics along
the test section span is likely attributable more to measurement uncertainty than to actual
physical variations in the flow.

Figure 9.6: Inner-scaled mean flow streamwise velocity profile expressed in nondimensional form. Linear in blue,
log-law in red, experimental data in black.

For reference, Table 9.2 provides a summary of all key boundary layer parameters upstream
of the ramp across all three recording planes, alongside their respective average values and
derived metrics.
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Table 9.2: Parameters of the uncontrolled turbulent boundary layer upstream of the ramp across all three
recording planes.

Plane U0 [m/s] δ [mm] δ∗ [mm] θ [mm] H [−] uτ [m/s] Reτ [−] Reθ [−]
Center 17.45 30.0 5.7 3.6 1.57 0.64 1288 4450
Middle 17.71 27.4 4.0 2.9 1.39 0.69 1269 3447
Off-Center 17.68 26.7 4.3 2.8 1.53 0.71 1272 3322

Mean 17.61 28.0 4.7 3.1 1.50 0.68 1276 3740



10
Controlled flow characterization

This chapter aims to analyze the controlled flow downstream of the separation region influ-
enced by the applied flow control strategies. In contrast to the uncontrolled flow discussed in
the preceding chapter, this analysis focuses on assessing the efficacy of various VG concepts
in mitigating separation and modifying flow behavior.

First, Section 10.1 examines theflowcharacteristics along thewall-normal streamwise planes,
in an attempt to quantify the flow control capabilities of the various VGs. Subsequently, Sec-
tion 10.2 presents the flow measurements along the wall-normal spanwise planes, in an at-
tempt to understand the diverse vortex systems created and their potential effect on the sep-
arated flow.

10.1. Streamwise planes
Figure 10.1 presents the results of the percentage reduction in separation bubble area (Ab)
with respect to the uncontrolled case for both the central and the off-center planes. This plot
includes all four different VG designs across the four different actuator positions upstream
of the ramp. Tomaintain clarity and visual simplicity, the results from themiddle plane have
been excluded as they only provide data points for two out of the four VG designs (CtR and
CoR), all of the results can be found summarized in Table 10.1. It is important to note that
all results are relative to their respective uncontrolled cases, which vary for each plane, as
demonstrated in Chapter 9.

10.1.1. Center plane
Several conclusions can be drawn from these findings. Focusing on the results obtained from
the center plane, depicted as a solid line, a prominent observation is the notable ineffective-
ness of the forward ramp concept. It is evident from the plot that, for positions xV G/h > 15,
namely 28h and 18h upstream of the ramp, this concept demonstrates minimal flow control
effectiveness, resulting in a negligible impact on the bubble size area. While a closer stream-
wise position demonstrates some extent of reduction in separation bubble area (up to 29.85%,
notably at xV G/h = 10.5), shifting the actuator too close to the separation ramp to xV G/h = 4.5

results again in a drop in flow control performance, leading to only a 11.13% reduction.

79
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Figure 10.1: Percentage reduction in separation bubble area (Ab) compared to the uncontrolled case. Center plane
( ), Off-center plane ( ).

Conversely, the backward ramp displays overall superior results and potential for further
investigation and application. The position farthest from the ramp (xV G/h = 28) exhibits a
75.74% reduction in bubble area. However, as the actuator is shifted downstream, the flow
control efficiency tends to improve, culminating in a complete elimination of the separation
bubble at the two closest streamwise positions to the ramp.

Regarding the vane actuators, the counter-rotating vane array demonstrates excellent flow
control capabilities, with only a small region of separation evident at the xV G/h = 28 position,
while the remaining streamwise positions demonstrate optimal results. In contrast, the co-
rotating vane array achieves perfect outcomes across all four streamwise positions. These
findings suggest that, over such a development length and considerable distance from the
ramp, neighboring vanes in the counter-rotating array may exert a detrimental effect on the
decay and trajectory of vortices.

Specifically, the difference in results between the vane setups can potentially be attributed
to two main factors. Firstly, in the co-rotating case, all vanes induce a downwash at the cen-
terline, possibly giving the systemmore control over separation than in the counter-rotating
case, where the induced velocity at the centerline is a mix of upwash and downwash. Sec-
ondly, the presence of more streamwise vortices in the counter-rotating array might alter
the trajectories of the vortices. Further investigation of the crossflow vortex dynamics in
this report will provide more insights into these phenomena.

10.1.2. Off-center plane
To assess the efficient spanwise flow control capabilities of each vortex generator system,
also the percentage reduction in bubble area in the off-center plane (the plane between VG
actuators) was studied.

In this case, the forward ramp model shows still a significant ineffectiveness. While the two
positions farther away from the ramp, namely 28h and 18h upstream of the ramp, demon-
strate slightly improved results compared to those recorded in the central plane, with reduc-
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tion values around 12% and 25%; shifting the actuators closer to the ramp yields a clear detri-
mental effect. At streamwise positions in proximity to the ramp, this design not only proves
unproductive but may trigger the flow separation, as evidenced by the off-center plane re-
sult at xV G/h = 4.5. This outcome could be attributed to the significant upwash generated by
the device, indicating that the vortex system developed near the wall surface is insufficient
to control the flow. Moreover, as suggested by Ashill et al. (2002), it is also likely that this
actuator also separates the boundary layer upstream of itself in the presence of an adverse
pressure gradient.

In contrast, the backward ramp exhibits a significant decline in performance compared to
recordings from the central plane. At the position farthest from the ramp (xV G/h = 28), this
design demonstrates limited effectiveness. Nevertheless, noteworthy improvement in flow
control efficiency in both of the recording planes is observed as the actuator is shifted down-
stream, leading to a perfect 100% reduction in bubble area at the position closest to the ramp.
This outcome suggests that this design suffers from a rapid decay in control power along the
streamwise direction, possibly influenced by a decay in vortex strength and the trajectory of
the vortex core.

Regarding the vane actuators, the results exhibit remarkable agreement with the literature,
in particular with studies by Lin (2002) or Godard and Stanislas (2006). The counter-rotating
vane array demonstrates excellent flow control capabilities, particularly at the two central
positions in the streamwise direction, xV G/h = 18 and xV G/h = 10.5. Moreover, it demon-
strates strong agreement between the center and off-center planes, indicating efficient span-
wise flow control capabilities as observed in the aforementioned studies. Only small regions
of 9.98%and 14.26%of the uncontrolled separation bubble are present in the off-center plane
for the xV G/h = 28 and xV G/h = 4.5 positions, respectively.

In particular, the region of separation observed at xV G/h = 4.5 can be attributed to the prox-
imity of the actuators to the separation location. The mixing in this region can induce signif-
icant spanwise inhomogeneity and, according to Ashill et al. (2005), just downstream of the
vanes, the vortices induced by counter-rotating VGs can cause an increase in the boundary
layer shape factor, indicative of a higher potential for flow separation. This phenomenon
may be explained by the vortices sweeping low-energy air from either side of them into the
boundary layer.

Conversely, the co-rotating vane array exhibits a drastic decrease in performance compared
to recordings from the central plane. Results from this plane indicate a significant decline in
flow control capability, which deteriorates as the distance to the ramp decreases, ultimately
resulting in null flow control efficiency at xV G/h = 4.5. This finding corroborates previous
studies on vane-type vortex generators, such as Lin (2002), which conclude that counter-
rotating VGs tend to be more effective in controlling a 2D type of flow (like this backward-
facing ramp), while co-rotating arrays perform better in 3D separation scenarios (such as
swept wings or inside compact-duct inlets).

In summary, the previous results suggest that the counter-rotating array of vanes emerges
as the overall best-performing actuator, demonstrating robustness under different circum-
stances. This finding aligns with the aforementioned relevant studies in the literature. How-
ever, as introduced in Chapter 8, a significant potential drawback of these devices, particu-
larly when considered for deployable vortex generators, is the structural stress to which the
vane joint is subjected. The design under study in this report consists of a vane protruding
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normal to the ground surface. Hence, it is conceivable that a potential versionmanufactured
using shape memory alloy actuation may struggle to maintain this shape for an extended pe-
riod under the effect of aerodynamic loads. Therefore, it is pertinent to consider the promis-
ing results of the backward ramp design as a more feasible, backup option, if needed.

To gain deeper insights into VG performance, understanding the evolution of the vortex sys-
tem (including its strength and trajectory) generated by the VGs in space is crucial. The sub-
sequent section delves into the crossflow field analysis.

Table 10.1: Percentage reduction in separation bubble area (Ab) compared to the uncontrolled case.

xV G/h = 28 xV G/h = 18 xV G/h = 10.5 xV G/h = 4.5

Center Plane
Ct-R 92.22% 100% 100% 100%
Co-R 100% 100% 100% 100%
BR 75.74% 83.41% 99.24% 100%
FR −1.37% 2.51% 29.85% 11.13%
Off-Center Plane
Ct-R 85.74% 100% 100% 90.02%
Co-R 36.04% 21.54% 14.47% 0.49%
BR 3.92% 57.08% 76.11% 100%
FR 12.11% 25.35% 13.85% −30.60%
Middle Plane
Ct-R 73.28% 100% 100% 100%
Co-R 99.99% 100% 100% 100%

10.2. Crossflow planes
To comprehensively assess the flow control capabilities of each VG design, it is very useful
to analyze not only the streamwise flow field but also the crossflow flow fields. According to
Wendt et al. (1993), the vortex is best characterized in the crossflow plane, where the pattern
of secondary flow properties provides a graphical depiction of the vortex structure. These
recording planes, normal to the flow direction, allow for the observation of the wall-normal
(y) and spanwise (z) components of the velocity. Additionally, both the velocity and vorticity
fields help in understanding the vortex system created and its potential effect on the sepa-
rated flow.

10.2.1. Comparison between CFD and PIV
Before delving into the analysis of the experimental results, it is interesting to first gain a
deeper understanding of the impact of anAPGon the vortex structures. Since no experiments
were performedunder zero pressure gradient conditions in this research, this understanding
can be facilitated by comparing the scenariowith APG, represented by the experimental data,
with the scenario with ZPG, represented by the numerical data.

It is crucial to acknowledge that this comparison serves as an estimation, considering the
presence of other influencing factors beyond the APG affecting the disparity between results.
The CFD approach relies on RANSmodeling, employing an eddy viscosity model to model the
whole range of turbulence scales. While efficient and cost-effective, this approach struggles
to accurately predict complex turbulent flows with secondary motions and swirling effects
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(see Bush et al. 2019). Additionally, the numerical model does not fully replicate the walls of
the wind tunnel section, hence it also neglects the effect of the lateral walls, which tend to
induce spanwise 3D flow, as discussed in Chapter 9.

Qualitative assessment of vortex flow is achieved by juxtaposing vorticity fields captured by
PIV under APG and flow separation conditions with CFD results obtained for ZPG flat plate
conditions. Figure 10.2 illustrates the comparison between the vorticity fields of all four VG
actuator arrays located at the downstream-most position (xV G/h = 4.5) for both PIV and CFD
results.

(a)

(b)

Figure 10.2: Mean flow streamwise vorticity ωxh/U0 contours with superposed velocity vector field for all four
actuators in xV G/h = 4.5. (a) PIV measurements; (b) CFD results. Only one out of every 4 vectors in the z-direction

and one in 8 vectors in the y-direction is shown for clarity.

Overall, noticeable differences are evident between the PIV and CFD results. For both vane
array systems, show a remarkable difference in vortex cores. Larger core diameters, typi-
cally associated with APG conditions, as indicated by previous studies such as Westphal et al.
(1987), are attributed to increased vorticity diffusion leading to larger vortex center growth.
In this case, however, the largest vortex cores are present in the CFD results.

This discrepancy between results may stem from two factors. Firstly, the recording plane
immediately downstream of the actuators captures vortices strong enough to overcome the
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effects of the APG at this very early stage. This idea is supported by the findings of Ashill et al.
(2002), who noted that in 2h-spaced vanes, the vortex strength just downstream of the vanes
is not significantly affected by the APG (the vane spacing in this research is 2.5h). Secondly,
the larger vortex cores in the CFD results are not due to the typical vortical diffusion of an
APG, but rather could be influenced by numerical diffusion inherent to RANS modeling.

In addition, Ashill et al. (2001) suggest that an APG affects the vortex strength by reducing the
effective height of the device. In this context, both ramp designs show noticeable changes in
the vortex shape, particularly observable in the case of the backward ramp, which shows
flatter vortex structures closer to the ground wall in the CFD results. According to Westphal
et al. (1987), this contour flattening occurs when the vortex core grows to a sufficient fraction
of the height of the vortex center from the wall. Given the larger vortex core growth rate
of the CFD results, this phenomenon is expected to occur earlier in the vortex lifespan in
this scenario. Nevertheless, in their studies Lögdberg et al. (2009) showed that the pressure
gradient effectively accelerates this phenomenon, hence it is likely to manifest after a longer
development distance in the APG scenario too.

To further analyze the lateral and vertical displacement of the vortices, Figure 10.3 presents
superposed iso-vorticity contours (|ωx|h/U0 = 0.90) for all four VG designs. Additionally, Fig-
ure 10.4 shows the iso-vorticity contours with the actuators positioned two steps upstream
at xV G/h = 18. To enhance visual clarity and account for the decay in vortex strength, the
iso-contour represented corresponds to |ωx|h/U0 = 0.34.

As suggested by Jeong and Hussain (1995), various methods for vortex identification exist,
including the Q−, λ2−, ∆−, and |ω|− criteria. For consistency with the relevant literature,
this study defines the vortex center as the position ofmaximumabsolute streamwise vorticity,
|ωx|max. Similar to the findings of Lögdberg et al. (2009), the vortices generated by the VGs
are relatively strong and steady, suggesting that any of thesemethodswould be effective. The
plot illustrates the significant increase in vortex area, particularly for the vane designs, and
highlights substantial differences in spanwise displacement across the cases.

Comparing the results at both positions reveals an acceptable correlation between PIV and
CFD results. The effect of the adverse pressure gradient (APG) is less pronounced than in
the case of the vorticity contours. The size of the primary vortex cores and the position of
maximum vorticity show a high correlation, particularly for recordings with the actuators at
xV G/h = 4.5. Consistentwith the vorticity contours, CFD results indicate slightly larger vortex
cores. A notable difference is observed in the shape of the main vortex cores generated by
the backward-facing ramp, where the CFD results clearly depict a flattening of the cores.

As the distance from the actuator increases, the differences between the methods become
more pronounced due to the increasing complexity of the turbulent flow and the influence
of secondary motion and swirling effects on vortex decay and trajectories. Nevertheless, for
most of the development length of the vortices originating at xV G/h = 18, the streamwise
pressure gradient is moderate, consistent with the setup of the ceiling wall depicted in Fig-
ure 7.5. This results in a reasonable correlation between methods despite differences in test
conditions.

The primary cores of the FR vortex system dissipate effectively after 18h, and are thus not
captured by any of the methods. Interestingly, the vortex cores in CFD results are no longer
consistently larger than those in experimental results; they are similar in size or even smaller,
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(a)

(b)

Figure 10.3: Contours of |ωx|h/U0 = 0.90 in (a) PIV measurements; (b) CFD results for xV G/h = 4.5. Point of
maximum absolute streamwise vorticity |ωx|max represented by □.

(a)

(b)

Figure 10.4: Contours of |ωx|h/U0 = 0.34 in (a) PIV measurements; (b) CFD results for xV G/h = 18. Point of
maximum absolute streamwise vorticity |ωx|max represented by □.
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as observed in the BR vortex system. This suggests that RANS modeling may have a dissipa-
tive effect equivalent to that of the APG.

Regarding the vane actuators, the CtR vane results show substantial correlation in shape and
size with the PIV results. However, the CFD results, particularly for the CoR VG, exhibit a
greater tendency for outward displacement and asymmetry compared to PIV results. This
displacement can be partly attributed to the effect of wall blockage. Since CFD employs a slip
boundary condition on the lateral wall to simulate infinite-extent conditions, the effect of the
lateralwalls is neglected, potentially leading to an overestimation of this lateral displacement.
A more detailed examination of the vortex trajectories will be presented in a subsequent
section of this report.

10.2.2. PIV measurements: xV G/h = 4.5
Following the comparative analysis of experimental and numerical findings, the pure exper-
imental results are now presented, examining the controlled flow dynamics induced by the
VG actuators. Figure 10.5 and Figure 10.8 depict the nondimensional vorticity and velocity
fields for all fourVGdesigns, tested at twodifferent streamwise positions, namely xV G/h = 4.5

and 18 upstream of the ramp inception. The first set of recordings, with the actuators located
at xV G/h = 4.5 provides the flow field 2h downstream of the actuators, allowing a clear visu-
alization of the developed vortex system characterizing each of the designs. Conversely, the
second set of measurements, with the actuators positioned at xV G/h = 18, i.e. 32 centimeters
upstream of the recording plane, allows for the analysis of the streamwise vortex decay and
the evolution of the vortex trajectories.

From the vorticity contours, along with the superimposed vector field, it is possible to infer
the topology of the vortex systems developed by each of the actuator arrays. Firstly, the CtR
vane array produces two pairs of well-defined counter-rotating vortices, inducing significant
regions of common downwash and upwash in the between vanes and between VG pairs, re-
spectively. Notably, while the region of common downwash is expected to cause the strongest
distortion of the boundary layer over the greatest streamwise extent, according to Pauley and
Eaton (1988), the common upwash vortices interact stronglywith each other, but onlyweakly
with the viscous flow near the wall and their image vortices. This phenomenon explains the
relatively poorer results in bubble area reduction observed in the off-center plane for the CtR
array at the xV G/h = 4.5 position (see Figure 10.1).

The primary distinction between the presented results of the CtR and the CoR vane arrays is
the presence of an additional vane corresponding to the secondpair in the spanwise direction.
As evident from the vorticity and velocity fields, the presence of this vane, yields a region of
negligible vorticity between actuators, where the downwash and upwash generated by both
co-rotating vanes collide, resulting in an almost null wall-normal velocity region. Given the
off-center recording plane is precisely located at this position between vane actuators, this
behavior explains the inconsistency in the flow control capabilities along the span of the co-
rotating vane setup, as depicted Figure 10.1.

Regarding the ramp concepts, despite their similarities, their shed vortex systems show very
distinct behavior. The BR concept generates a pair of counter-rotating horseshoe vortices
near the wall, following a topology similar to that of the counter-rotating array. However,
in this case, the distance between vortex cores is significantly reduced compared to the CtR
array due to the actuator geometry, resulting in reduced downwash and upwash regions, as
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(a)

(b)

(c)

Figure 10.5: Contours with superposed velocity vector field of: (a) Mean flow streamwise vorticity ωxh/U0; (b)
Mean flow wall-normal velocity V /U0; (c) Mean flow spanwise velocityW/U0 for all four actuators in xV G/h = 4.5.

Only one out of every 4 vectors in the z-direction and one in 8 vectors in the y-direction is shown for clarity.
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indicated by the wall-normal velocity graph (see Figure 10.5). These results correlate with
the findings obtained in the streamwise recording planes, explaining the difference in flow
control capabilities between the center and off-center planes. However, the fact that this
actuator concept achieves perfect flow control in both center and off-center planes when
located only xV G/h = 4.5 upstream of the ramp inception suggests that the benefits of the
common downwash region may outweigh the detrimental effects of the common upwash
region.

Finally, the forward-facing ramp configuration shows a system of counter-rotating vortices
that collide at the trailing edge of the ramp. In this case, the total shed vorticity is notably
smaller than that of other systems. The wall-normal and spanwise velocity fields indicate
a very high wall-normal velocity corresponding to the ramp edge and very small spanwise
velocities. These velocity distributions corroborate the results obtained in the streamwise
recording planes. Notably, the fact that the forward ramp actuator triggers an increase in
separation bubble area when located in the closest position to the ramp inception can be
attributed to this peak in upwash in both the center and off-center planes. To exemplify these
descriptions and just for enhanced clarity and visualization, the vortex systems described
previously have been depicted in Figure 10.6 based on the results of the CFD simulations.

(a) (b)

(c) (d)

Figure 10.6: Iso-surfaces of Q = 5000 s−2 colored by ωxh/U0 according to CFD results. (a) Counter-rotating VG
pair; (b) Single vane; (c) Backward ramp; (d) Forward ramp.

In addition to the qualitative description of the vortex systems, analyzing the vorticity fields
along the crossflow planes facilitates the quantification of vortex circulation, denoted as Γ.
The vortex circulation is calculated by integrating the streamwise vorticity over the area A
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according to:
Γ =

∫∫
A

ωx dA (10.1)

where A is defined in this report as the area enclosed by the contour |ωx|h/U0 = 0.45. Identi-
fying each primary vortex using iso-vorticity contours enables the calculation of the vortex
decay for each individual vortex, thereby facilitating a quantitative investigation of spanwise
differences in evolution. Considering that, as evident in Figure 10.5, four primary vortices
are clearly discernible for all VG designs (except CoR, which shows only three), for the re-
mainder of this section, primary vortices will be denoted from 1 to 4 based on their spanwise
position. Vortex 1will refer to the first vortex in the+z direction, while vortex 4will designate
the last.

Figure 10.7 presents the values of nondimensional circulation Γ∗ ≡ Γ/(hU0) for each vortex
alongside their respective average and standard deviation values for each of the VG designs.

Figure 10.7: Nondimensional circulation |Γ∗| ≡ |Γ|/(hU0) for each vortex (left) alongside their respective average
and standard deviation values (right) for each of the VG designs at xV G/h = 4.5.

The circulation results corroborate the findings depicted in Figure 10.5: the circulation values
for both vane concepts are more than double those of the ramp concepts. Moreover, the
spanwise 3D effects are evident from the disparities in circulation values between vortex
pairs. The CoR array demonstrates how the absence of one of the vanes significantly alters
the spanwise evolution of circulation. In this case, the absence of the 3rd vortex leads to a
slight decrease in the circulation of the 2nd and 4th vortices, while the circulation of the 1st
vortex increases.

Interestingly, compared to the BR concept, where most vortices exhibit similar circulation
magnitudes, the FR concept (despite being tested at β = 0◦) shows a clear bias towards vor-
tices with positive streamwise vorticity (1st and 3rd), as these consistently exhibit larger cir-
culation magnitudes. Comparing these results with those from an additional scenario will
facilitate the calculation of the vortex decay.

10.2.3. PIV measurements: xV G/h = 18
In addition to the results recorded shortly downstream the actuators, it is interesting to ob-
serve the same features after a longer development distance in order to better quantify the
streamwise evolution of the vortices. For this purpose, the recordings of the crossflow plane
with the actuators further upstream at xV G/h = 18, provide valuable insights. Figure 10.8
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(a)

(b)

(c)

Figure 10.8: Contours with superposed velocity vector field of: (a) Mean flow streamwise vorticity ωxh/U0; (b)
Mean flow wall-normal velocity V /U0; (c) Mean flow spanwise velocityW/U0 for all four actuators in xV G/h = 18.

Only one out of every 4 vectors in the z-direction and one in 8 vectors in the y-direction is shown for clarity.
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presents vorticity and velocity contours of these results. Moreover, Figure 10.9 presents the
values of nondimensional circulation for each vortex, along with their respective average
and standard deviation values for each of the VG designs. It is essential to note, however,
that at this position, the trajectory of vortex 1 leads part of its core out of the field of view of
the PIV recording plane. Hence, the results depicted in this table for CtR and CoR may poten-
tially underestimate the absolute value of the circulation corresponding to these vortices.

Upon initial inspection of the vorticity field, a significant decay in vorticity values is appar-
ent for all the VG designs when compared to the results presented in Figure 10.5. However,
although weaker, the structures in three out of the four vortex systems analyzed previously
remain visible and consistent. In both the CtR and CoR array setups, the common down-
wash and upwash regions can still be distinguished. This consistency is confirmed by the
streamwise measurements, where both achieve a perfect separation control (except for the
CoR setup in the off-center plane which, as introduced previously, exhibits a significant per-
formance drop). Furthermore, the circulation results support these findings: the circulation
values for both vane concepts are approximately half of those observed at the previous VG
position. These findings align with the theory presented in Ashill et al. (2001), suggesting that
the vortices induced by single-rotation vanes decay downstream of the device in a manner
similar to that of counter-rotating devices with spacing between the vortices.

The backward ramp concept experiences a critical decay in the vortex strength along the
stream, since at this position, this concept exhibits nearly negligible circulation values in all
of the studied vortices. Despite this, the velocity contours still show some regions of upwash
and downwash, but these are insufficient to avoid the flow separation entirely. The proxim-
ity of the wall and the interaction between the vortex pair may contribute to the accelerated
decay observed. The forward ramp configuration demonstrates no discernible signs of vortic-
ity, indicating minimal impact from the VG actuation at this stage. This observation is again
consistent with the results obtained from streamwise measurements.

Figure 10.9: Nondimensional circulation |Γ∗| ≡ |Γ|/(hU0) for each vortex (left) alongside their respective average
and standard deviation values (right) for each of the VG designs at xV G/h = 18.

Based on the circulation values obtained for two different development lengths, a linear esti-
mation of vortex decay along the stream can be computed. Figure 10.10 illustrates the nondi-
mensional circulation values as a function of streamwise development length for all four VG
designs, accompanied by a schematic contour plot displaying the color code assigned to each
vortex. Table 10.2 provides the values of vortex decay, expressed as dΓ∗/dx∗, with x∗ ≡ xV G/h,
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along with their respective average and standard deviation values for each VG design.

(a)

(b) (c)

(d) (e)

Figure 10.10: Circulation evolution as a function of the streamwise travel distance in PIV ( ) and CFD ( )
results: (a) Main vortex cores (CtR vane array at xV G/h = 4.5); (b) Counter-rotating vane array; (c) Co-rotating

vane array; (d) Backward ramp; (e) Forward ramp.

The plots illustrating the circulation evolution as a function of streamwise distance reveal
a decreasing trend towards null circulation as the distance grows. As expected, the circula-
tion of a vortex near a wall decreases as a consequence of the spanwise component of the
wall shear stress which gives rise to a torque opposing the rotation of the vortex (Wendt et al.
1993). On average, excluding the biased values of CtR and CoR in vortex 1, all VGs experience
decay of similar magnitude. These findings challenge the hypothesis proposed by Ashill et
al. (2001), which suggests that the streamwise decay of vortex strength for counter-rotating
vane devices spaced apart by at least one device height is an order of magnitude lower on
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Table 10.2: Circulation decay |dΓ∗/dx∗| for each of the captured vortices alongside their respective average and
standard deviation values for each of the VG designs.∣∣∣∣dΓ∗

1

dx∗

∣∣∣∣ [−] ∣∣∣∣dΓ∗
2

dx∗

∣∣∣∣ [−] ∣∣∣∣dΓ∗
3

dx∗

∣∣∣∣ [−] ∣∣∣∣dΓ∗
4

dx∗

∣∣∣∣ [−] Avg.
∣∣∣∣dΓ∗

n

dx∗

∣∣∣∣ Std. Dev.
∣∣∣∣dΓ∗

n

dx∗

∣∣∣∣
CtR 1.35† 2.05 1.08 2.25 1.68† 0.56†

CoR 2.99† 1.87 − 1.30 2.03† 0.83†

BR 1.31 1.27 1.10 1.65 1.33 0.23
FR 1.01 1.53 1.18 2.07 1.45 0.47

† Part of the vortex core is out of the PIV field of view.

a logarithmic basis than that of joined counter-rotating vanes and wedges. However, in this
study, with a limited number of data points, vane VGs have simply demonstrated the ability
to generate more circulation under the same conditions. Consequently, given a similar de-
cay compared to ramp concepts, they generally perform better overall as they operate over
longer downstream distances.

In particular, the CoR array provides an interesting scenario to quantify the effect of the
missing vane over the rest of the array. Comparing the PIV measurements of both, CtR and
CoR VGs, shows a noticeable change in the decay trend of vortex 4 (depicted in green). The
evolution of the circulation shows how, instead of converging towards a single point of null
circulation, likemost of the vortices do in the rest of the scenarios, vortex 4 show remarkably
different trends. On the one hand, it can be appreciated how the circulation at xV G/h = 4.5

is significantly reduced compared to the analogous vortex in the CtR array. However, the
absence of the 3rd primary vortex (blue) significantly decreases the decay rate of vortex 4,
suggesting that this particular vortexmay reach longer streamwise distances. This result cor-
roborates the hypothesis that the interaction between counter-rotating vorticesmay enhance
a quicker vortex strength decay.

In addition to the PIV results, the ZPG CFD circulation results have been calculated for multi-
ple intermediate points to provide better context for the trends depicted. Consistent with the
previous comparison between PIV and CFD measurements, the numerical results recorded
4.5h downstream of the actuators tend to over-predict vortex circulation compared to exper-
imental results. However, for longer development lengths, the CFD results tend to under-
predict circulation due to the increasing influence of secondary motions.

The trends observed in these results reveal several interesting findings. Both vane configura-
tions exhibit a similar decay trend, where circulation increases up tomeasurement positions
7h downstream of the actuators. Beyond this point, vortex decay becomes more pronounced,
leading to a progressive decrease in circulation until it reaches null circulation in measure-
ments 21h downstream the actuator. Given that the CFD results tend to under-predict cir-
culation for long development lengths, and considering the streamwise results of the con-
trolled case, which demonstrate effective control capabilities even after 28h, it is important
to note the following: under the circulation criteria defined in this report (contour defined
by |ωx|h/U0 = 0.45), null circulation does not necessarily equate to null flow vorticity or poor
flow control performance. This distinction highlights that effective flow control can still be
achieved despite the apparent reduction in circulation.

From the low circulation values presented in Figure 10.9 for the vortices of the BR setup,
it can be inferred that circulation almost completely decays after 18h. Indeed, CFD results
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show that the decay trends for the ramp configurations are very similar to each other but
differ notably from the vane concepts. In this case, the most drastic decrease in circulation
occurs after small development distances, followed by a more linear progression. The BR
ramp, in particular, shows very good agreement with the PIV results, accurately predicting
the point of null circulation.

However, in this configuration, the FR setup exhibits null circulation for all four vortices,
implying the possibility of earlier circulation decay. CFD results indicate that the point of
null circulation may occur well before 18h downstream of the actuator, as predicted. Thus,
the vortex decay presented in Table 10.2 may overestimate the real value.

10.2.4. Vortex core trajectories
To better characterize the streamwise evolution of the vortex systems, comparing the vortex
trajectories between the different systems is very insightful. Figure 10.11 represents super-
posed |ωx| iso-contours for all four actuators setups, for different original actuator positions,
along with the determined vortex center according to the described rationale. For improved
visibility, Figure 10.11a represents the |ωx|h/U0 = 0.90 iso-contours, whereas Figure 10.11b
depicts the |ωx|h/U0 = 0.34 contour.

(a)

(b)

Figure 10.11: Contours of: (a) |ωx|h/U0 = 0.90 for xV G/h = 4.5; (b) |ωx|h/U0 = 0.34 for xV G/h = 18. Point of
maximum absolute streamwise vorticity |ωx|max represented by □.

Figure 10.11a clearly illustrates the vortex system topologies described in Section 10.2.2. As
expected, the CtR and CoR configurations show very similar topologies in the central plane
pair (since the actuators in this region are effectively identical copies), but exhibit slight dif-
ferences in the vortex center position of the vortex located further in spanwise direction.
This discrepancy can be attributed to the effect of the missing neighboring vane. Regarding
the ramps, both display similar copies in both of the recorded actuators.

Examining the vortex evolution as the VG arrays are moved upstream reveals more signif-
icant differences between the two vane configurations. As shown in Figure 10.11b, the dis-
placement of their vortex cores differs notably with a longer development length. According
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to Pauley and Eaton (1988), a vortex pair with common downwash tends to move apart as
it develops, producing an ever-widening region of boundary-layer thinning. This diverging
motion can be explained using inviscid flow theory, particularly the vortex image method.
The influence of the wall on the vortex can bemathematically represented through amirror-
image vortex situated beneath the ground wall, inducing circulation with opposite sign. Em-
ploying the principles of the Biot-Savart law simplifies the determination of the velocity in-
duced by the mirror-image vortex onto the real vortex. Alternatively, a qualitative under-
standing can be employed. It becomes evident that the induced velocity from the mirror
vortex acts in a lateral direction (depending on the circulation), thereby prompting a corre-
sponding spanwise movement of the actual vortex. This theory is schematically depicted in
Figure 10.12.

Figure 10.12: Method of images: vortex near a wall.

In the case of an array of vortices, originally the induced velocity by the adjacent real vortex
leads to a stronger induced force away from each other due to the mirrored vortices at the
plate, however, when two vortices move away from each other, they inevitably move closer
to the vortex from the neighboring pair. Consequently, a new counter-rotating pair with
common upwash is formed. The induced velocities in the new pair tend to lift the vortices,
causing them to rise from the wall, as described by Jones (1957). In the CoR configuration,
where one vane is missing compared to the CtR system, the blockage, as well as the induced
velocity field, created by that vortex disappears, causing the other vortices to move apart
quicker. This results in the vortex system covering a larger span, as seen in Figure 10.11b.

Finally, it is important to remember that the presented measurements are taken in adverse
pressure gradient conditions. Hence, according to Ashill et al. (2002), under adverse pressure
gradient there is an increased tendency for vortices tomerge and consequently to decaymore
rapidly. According to further studies (see Ashill et al. 2005) increasing the spacing between
the vanes reduces this adverse tendency. Hence, under ZPG conditions, it canbe assumed that
the vortex system generated by these actuators (at least the CtR, CoR, and BR) can perform
comfortably at more than 18h upstream of the separation point.
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Proposed design

Based on the results obtained from the study of various actuator systems, a comprehensive
understanding of their performance and feasibility emerges. The investigation into the di-
verse VG concepts reveals several key features that inform its suitability for practical appli-
cation and are discussed in this chapter. In the particular case of the forward ramp, the
formation of closely spaced vortices at the wall-normal position of the ramp trailing edge
was observed, accompanied by a propensity for vortex merging due to their close proxim-
ity. This phenomenon, together with the significant sensitivity of vortex strength to adverse
pressure gradient, led to a rapid decay of the vortex system, mainly due to the APG effect of
limiting the device’s effective height. Notably, the forward ramp exhibited very limited effec-
tiveness in flow control compared to its backward-facing counterpart, with positive results
observed only within a specific region of the separation bubble area. Despite expectations of
downforce generation, according to the CFD results the observed effects were not excessively
largewithin the range of β angles investigated. When considering amore feasible design, the
hollow forward ramp, implementation challenges further compounded the unsuitability of
the forward ramp concept, particularly due to the substantial increase in normal load re-
sulting from changes in pressure distribution. Consequently, based on these findings, the
forward ramp concept is deemed unsuitable for further consideration.

Similarly, the examination of the backward ramp concept presented its characteristics and
potential limitations. The formation of horseshoe-shaped vortices shedding from the ramp’s
lateral edges was noted, with vortices spaced at a distance proportional to the ramp width.
Over the streamwise distance, vortices tend to laterally separate, leading to increased cover-
age. However, vortex strength is significantly affected by APG. While effective flow control
was demonstrated within a limited streamwise region, namely only the position closest to
the separation point, susceptibility to strong vortex decay and increased normal load pre-
sented significant challenges for practical implementation. Modifications such as a hollow
ramp showed promise in enhancing vorticity shedding, suggesting avenues for further ex-
ploration. However, the overarching conclusion based on the observed characteristics is the
rejection of the backward ramp concept for practical application.

Moving on to the co-rotating vane array concept, distinct features emerged from its investi-
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gation. The formation of a main vortex shedding from the wingtip edge, along with lateral
separation of vortices over the streamwise distance, demonstrated effectiveness in flow con-
trol, particularly within the specific spanwise regions downstream the actuator. However,
the poor flow control efficacy far from the actuator spanwise region, along with challenges
related to implementation, such as the significant side load at high skew angles, and the need
for further investigation into performance optimization, led to the rejection of the co-rotating
vane array concept.

Lastly, the examination of counter-rotating vanes provided insights into its performance and
feasibility. The formation of counter-rotating vortices from each pair of actuators shedding
from the wingtip edges showed promising results, with almost perfect flow control observed
for all studied scenarios over the curved backward-facing ramp. Despite challenges related
to implementation, even with a curved ramp shape, the strong potential exhibited by the
counter-rotating vane concept suggests avenues for further exploration and optimization.

The findings from the study highlight the complexity of actuator systems for flow control
applications. While certain concepts exhibited promising performance characteristics, chal-
lenges related to performance optimization and practical feasibility necessitate careful con-
sideration and further research. Overall the key features of each design (summarised in
Table 11.1) show the counter-rotating vane array’s superior performance under the tested
conditions. These results look promising since they show agreement with several previous
vane optimization studies such as Lin (2002) and Godard and Stanislas (2006), to name a few.
However, the considerable side load and the yaw moments experienced by these devices,
particularly as the skew angle increases, present a notable limitation for their deployment as
vortex generators. This limitation becomes especially pronounced when considering materi-
als like fiber-reinforced polymer and shapememory alloys, whichmay struggle to withstand
additional stress over the hinge region necessary for optimal deployment.

Addressing this challenge requires a shift in perspective and approach. Rather than focusing
solely on deploying and stowing the vortex, an alternative strategy proposes a fundamental
redesign. As demonstrated in the study, the axial load of vane-type VGs is generally low due
to their minimal frontal area. Consequently, it is reasonable to assume that at a neutral angle
of attack (β = 0◦), the effects of these actuators could be negligible. The innovative aspect lies
in maintaining the vane deployed while dynamically adjusting the skew angle as needed.

Instead of relying on complex deployment and stowage mechanisms, this design maintains
the vane in a deployed state while dynamically adjusting the skew angle tomeet varying flow
conditions. This method employs rigid materials for the vane structure, ensuring durability,
and utilizes shape-memory alloys to facilitate precise rotation of the vanes to the desired
inflow angle.

The dynamic adjustment of the skewangle provides significant operational flexibility. During
periods requiring flow control, shape-memory actuation adjusts the vanes to the optimal
position, enhancing effectiveness. Conversely, when the demand for flow control is minimal,
the vanes can return to a neutral position (β = 0◦), thereby mitigating side load issues and
enhancing overall system robustness and operability.

This innovative approach offers several performance benefits. It enhances flow control ef-
fectiveness without the susceptibility to adverse pressure gradient effects observed in tradi-
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tional VG designs. By simplifying the actuator mechanism, it reduces implementation chal-
lenges and increases the potential for practical application across a range of operating condi-
tions. Thus, the proposed design provides a robust and adaptable solution for effective flow
control, addressing the limitations identified in traditional VG actuators.

(a)

(b)

Figure 11.1: Schematic of proposed design of a counter-rotating actuator array: (a) Under actuation (β = 20 deg.);
(b) Not actuated (β = 0 deg.).
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Table 11.1: Summary of key features of each VG concept.

VG concept Key Features
Forward Ramp

• Formation of closely spaced vortices at the ramp trail-
ing edge.

• Proneness to vortex merging and rapid decay due to
close proximity.

• Sensitivity of vortex strength to adverse pressure gradi-
ent (APG), reducing effective height.

• Very limited flow control efficacy.
• Generates negative wall-normal load, but not exces-
sive.

• Implementation challenges due to increased normal
load.

• Unsuitable for further consideration.

Backward Ramp
• Formation of horseshoe-shaped vortices shedding from
the ramp’s lateral edges.

• Vortices spaced proportional to ramp width.
• Effective flow control only in limited region, suscepti-
ble to decay.

• Significant normal load generation.
• Implementation challenges due to increased normal
load.

• Hollow ramp modification shows increased max. vor-
ticity, potential interest in rigid version.

• Rejected for further consideration.

Co-rotating Vanes
• Formation of main vortex shedding from wingtip edge.
• Proneness to vortex lateral separation, leading to in-
creased coverage.

• Inconsistent flow control efficacy.
• Potential enhancement with decreased vane spacing,
but risks vortex merging.

• Implementation challenges with curved ramp shape.
• Rejected for further consideration.

Counter-rotating
Vanes • Formation of counter-rotating vortices from wingtip

edges.
• Proneness to vortex lateral separation (smaller than
CoR vanes), leading to increased coverage.

• Very consistent and effective flow control results.
• Suggesting potential flow control efficacy even at larger
distances upstream of the separation point.

• Challenges in implementation with curved ramp shape
due to increased side load.

• Best option (in agreement with literature).
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Part IV

Closure
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Conclusions

This research project has successfully designed and tested experimentally four distinct VG
actuator arrays tailored specifically for the control of turbulent separation bubbles along a
curved backward-facing ramp. This research aimed to advance in the understanding of flow
control mechanisms and their applicability in mitigating separation. In particular, it focused
on investigating the aerodynamic features of adaptive vortex generators employing shape
memory alloys, with the goal of identifying the optimal aerodynamic configuration. The con-
clusions drawn from the results discussed in the preceding chapters are summarized here.

On the research methodologies

The experimental methodology employed planar Particle Image Velocimetry (2D2C) to ac-
quire the requisite data. Four distinct recording planes around the backward-facing ramp
were utilized, facilitating a comprehensive analysis of three-dimensional flowfield dynamics.
This experimental methodology was vital in understanding the complexities of separation
control around the ramp. PIV proved indispensable in providing a visual representation of
flow patterns and in quantifying the effectiveness of VG actuator arrays in modulating flow
behavior.

In parallel, numerical simulations using Computational Fluid Dynamics were also conducted
as a complementary tool, offering insights into flow phenomena beyond the scope of exper-
imental validation. Despite inherent limitations associated with the RANS approach, the nu-
merical method yielded robust preliminary findings that alignedwith predictions from prior
investigations and increased confidence in the numerical study of VG actuator arrays. The
outcomes demonstrated a notable correlation with the experimental results, and validated
the hypothesis posed by Spalart et al. (2015), claiming that RANS simulations can accurately
capture the evolution of streamwise vortices generated by VGs over a flat surface. Collec-
tively, the experimental and numerical methodologies constituted a comprehensive frame-
work for investigation, combining empirical validation with theoretical insights to advance
the frontier of flow control research.
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On the effect of vortex generators in preventingflowseparation over a backward-facing
ramp

The skew angle sensitivity analysis via a CFD study revealed critical insights into VG actuator
array performance. Despite variations in aerodynamic loads, all VG designs demonstrated ro-
bustness against axial loads, with the vane design showing promise due to reduced sensitivity
to inflowangles. However, challenges arise fromnormal and side loads, particularly concern-
ing actuation mechanism durability, especially in configurations like the hollow ramp. This
underscores the need for robust actuation mechanisms capable of withstanding operational
cycles. In summary, the sweep angle study highlights both the potential and challenges of
VG designs, requiring future optimization efforts.

The experimental analysis of the uncontrolled flow dynamics revealed several key observa-
tions about the complexnature of turbulent separationphenomenaalong the curvedbackward-
facing ramp. The limited aspect ratio of the separation ramp resulted in a relatively three-
dimensional flow regime, complicating the dynamics of separation bubbles. The separation
bubble exhibited its largest area along the plane of symmetry of the test section, emphasizing
the role of geometric constraints in shaping flow behavior. Moreover, the smooth curvature
of the ramp contributed to the intermittent nature of the separation phenomenon, which
manifested intermittently along a wide region, showcasing the dynamic nature of flow be-
havior.

The analysis of controlled flow dynamics and VG design revealed distinct characteristics and
performance outcomes for various configurations. Counter-rotating vanes emerged as the
most promising option, characterized by the formation of counter-rotating vortices from the
wingtip edges. This configuration demonstrated very consistent and effective flow control re-
sults, suggesting potential efficacy even at larger distances upstream of the separation point.
However, challenges in implementation were noted due to side loads, notwithstanding its
status as the overall best option among the configurations examined.

Contrarily, co-rotating vanes exhibited a different behavior. Although promising outcomes
were observed in very specific conditions, notable declines in flow control effectiveness ap-
peared across the span in alternate scenarios, highlighting the need for further setup opti-
mization. Potential enhancements with decreased vane spacing were identified, albeit with
associated risks of vortexmerging. Challenges in implementation also arose due to side loads.

The backward ramp configuration, characterized by the formation of horseshoe-shaped vor-
tices shedding from the ramp’s lateral edges, showcased effective flow control only within a
limited streamwise region very close to the separation point. The generated vortices were
susceptible to the APG and tended to decay over the stream. Implementation challenges pri-
marily stemmed from normal load considerations. In contrast, the forward ramp design
exhibited even less favorable outcomes, with closely spaced vortices forming at the ramp’s
trailing edge. Proneness to vortex merging and rapid decay due to close proximity rendered
this configuration very ineffective, potentially even triggering separation. Implementation
challenges, akin to the backward ramp, were primarily attributed to normal load considera-
tions.
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On the optimal aerodynamic configuration for a deployable vortex generator based on
shape memory alloy actuation

The analysis of controlled flow dynamics and VG design underscores the diverse perfor-
mance outcomes and implementation challenges associatedwith various configurations. While
counter-rotating vane arrays emerge as themost promising option, each configurationpresents
unique opportunities and considerations for further optimization and practical implementa-
tion in flow control applications.

Given the limitations inherent in deployable VG configurations utilizing ShapeMemory Alloy
actuation, a novel design approach is proposed to address the challenges posed by traditional
VG configurations. The proposed solution entails maintaining the vane deployed while dy-
namically adjusting the skew angle as necessitated by varying flow conditions. Unlike VG de-
signs reliant on complex deployment and stowage mechanisms, the proposed design adopts
a pragmatic approach by utilizing a rigid vane actuator constructed from durable materials.
In this case, shape memory alloys are strategically employed to facilitate precise rotation of
the vanes to the desired inflow angle, thereby offering enhanced adaptability and control
over flow dynamics.

A key advantage of the proposed design lies in its ability to mitigate side load issues, a com-
mon challenge encountered in traditional VG configurations. During periods of minimal or
no flow control demand, the vanes can be returned to a neutral position (β = 0 degrees), effec-
tively reducing side load impacts and enhancing overall system robustness and operability.

By avoiding the material complexities associated with deployable VG configurations, the pro-
posed design offers a streamlined yet effective solution for flow control applications. Its flex-
ibility, precision, and operational efficiency position it as a promising avenue for future re-
search and practical implementation in aerodynamic control systems.
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Recommendations for future work

The study has yielded several conclusions, yet it also left some questions unanswered and
raised new ones. This section presents recommendations for futurework, aiming to enhance
the understanding of separation control and improve the effectiveness of VG designs.

Validation of SMA-actuated devices
The experimental campaign presented in this researchwas conducted using a rigid version of
the various proposedVG concepts due to project time limitations. A logical next stepwould be
to validate the results of these tests using devices manufactured using the previously men-
tioned SMA actuation mechanisms. This could validate or refute the project’s hypothesis
regarding the viability and performance of this innovative approach, providing valuable in-
sights into its practical feasibility and effectiveness in turbulent flow control applications.

Experimental testing of conceptual design
Another promising avenue consists in testing the proposed alternative design, which still re-
mains conceptual. Validating the performance of this concept in an experimental test is cru-
cial to assess its effectiveness inmitigating turbulent separation phenomena and its practical
use in aerodynamic control systems.

High-fidelity CFD studies
Conducting a high-fidelity computational fluid dynamics study of the complete ramp geome-
try, designed to replicate the adverse pressure gradient encountered in the test section, could
reveal further complexities of flow behavior and VG performance. However, as discussed in
this report, Reynolds-Averaged Navier-Stokes simulations face significant limitations in ac-
curately capturing highly separated turbulent flows. To overcome these constraints, a Large
Eddy Simulation approach might prove advantageous despite the higher computational ex-
pense and time-consuming setup. Such simulations could provide a reliable approximation
of outcomes associated with multiple VG configurations at a relatively low cost.

Fluid-structure interaction simulations
Integrating a numerical methodology that incorporates the mechanical attributes of SMA-
actuated VGs, such as a fluid-structure interaction simulation, also holds promise in advanc-
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ing this research. This approach could reveal additional constraints inherent in deployable
VG concepts. Leveraging advanced numerical simulations can yield profound insights into
flow dynamics while facilitating the optimization of VG configurations. Notably, these en-
deavors typically entail lower costs compared to experimental simulations.

Methodological refinements in experimental setups
For analogous experiments conducted within the same facility, methodological refinements
such as augmenting the span or aspect ratio of the separation ramp hold potential benefits.
This adjustment could mitigate the three-dimensionality of the flow, thereby diminishing un-
certainties in the streamwisemeasurements. Additionally, the incorporation of an additional
recording plane parallel to the slope of the ramp could provide insights into the streamwise
evolution of the induced perturbation, thereby enriching comprehension of the separation
phenomenon.

The recommendations outlined above underscore the multifaceted nature of ongoing re-
search into VG designs for turbulent flow control. By validating innovative concepts through
SMA-actuateddevices, exploringhigh-fidelity CFDandfluid-structure interaction simulations,
and refining experimental methodologies, future work can significantly advance our under-
standing and practical application of VG technology. Such efforts will not only address the
limitations identified in this study but also pave the way formore effective and efficient aero-
dynamic control systems.
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A
Theoretical framework of separation

control

To provide a theoretical understanding of the underlyingmechanisms that govern controlled
separation, it is beneficial to adopt the two-dimensional integral boundary layer (IBL) ap-
proach. Drela (2014) presented the mathematical foundations of IBL relations, offering a
comprehensive explanation of this approach.

The dimensionless von Karman momentum integral equation governs the evolution of the
momentum thickness θ and can be expressed as:

dθ

dx
=
Cf

2
− (H + 2−M2

e )
θ

ue

due
dx

(A.1)

On the other hand, the dimensionless kinetic energy integral equation governs the evolution
of the related kinetic energy thickness θ∗, and can be expressed as:

dθ∗

dx
= 2CD −

(
2H∗∗

H∗ + 3−M2
e

)
θ∗

ue

due
dx

(A.2)

For an incompressible flowwhere δ∗∗ = 0 given that ρ/ρe = 1, andM2
e << 1, both EquationA.1

and Equation A.2 can be simplified to Equation A.3 and Equation A.4, respectively.

dθ

dx
=
Cf

2
− (H + 2)

θ

ue

due
dx

(A.3)

dθ∗

dx
= 2CD − 3

θ∗

ue

due
dx

(A.4)

Combining both equations and solving for the streamwise velocity gradient due/dx yields:

θ

ue

due
dx

=
1

H − 1

(
Cf

2
− 2CD

H∗

)
(A.5)
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According to this equation, in order to reduce the risk of boundary layer separation, the goal
is to increase the maximum tolerated pressure gradient, or conversely, to minimize the most
negative streamwise velocity gradient. Consequently, the left-hand side of the equation can
be minimized by increasing the dissipation term while ensuring that Cf remains above zero
for an attached flow (Baldacchino 2019).

Considering that the dissipation integral D is defined as:

D =

∫ δ

0

(µ+ µt)
∂u

∂y
dy (A.6)

A valid approach to increase the dissipation rate is to increase the turbulent kinetic energy,
represented by µt. This can be done by increasing the energy transfer from the mean flow
to the boundary layer, which is the same effect that vortex generators have, as Lengani et al.
(2011) found.



B
Velocity gradient dependency on test

section height

Apply 1D mass conservation equation

ρA(x)U(x) = C1 (B.1)

where A(x) = b h(x) and b = 0.6m.

U(x) =
C1

ρA(x)
=

C1

ρbh(x)
=

C2

h(x)
(B.2)

where C2 = C1/(ρb)

dU

dx
=

d

dx

(
C2

h(x)

)
= −C2

h2
dh

dx
(B.3)

Calculate the constants:
C1 = ρ0A0U0 (B.4)

C2 = C1/(ρb) (B.5)
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C
Model drawings

This section presents the technical drawings describing the geometries of all the vortex gen-
erator designs studied in this research.
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