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This thesis is about improving the workflow for applying the Performative Computational 
Architecture (PCA) framework to sun shading design. The PCA framework is a design approach 
consisting of three phases; form-finding, performance evaluation and optimisation. The 
conventional workflow in regard to sun shading design is defined as a combination of tools 
for each of the PCA framework phases. The feasibility of this conventional workflow is explored 
based on an example case. This example case refers to a fictional office high-rise building in a 
tropic climate with an all-glass exterior, which is optimised on visual and thermal comfort. The 
selected sun shading system is an adaptation of the egg-crate system, which has an increased 
potential over other shading systems for this specific building typology in tropic climates. All 
further assumptions for the fictional example case are based on common trends in architectural 
design. Based on the optimisation results of the example case using the conventional workflow, 
the challenges limiting the feasibility of the workflow are identified. Proposals for overcoming 
these challenges resulted in the development of the next generation workflow. The core concept 
of this next generation workflow is to split up the workflow in three parts; preparation, execution 
and interpretation. First tests using the next generation workflow indicated it significantly faster 
on a single high-end computer, compared to the conventional workflow. In addition, the next 
generation workflow offers a solution to some limitations in running sun shading optimisations in 
grid- and render farm environments. 
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1.1 - Personal background

As a future building technology engineer, I am observing and embracing the evolution of 
emerging technologies and their potential for popular trends in contemporary and future 
architecture. Especially the technologies of parametric modeling and performance simulation 
driven design have my interest. In the future I want to be part of the next generation building 
engineers, who use parametric design tools to create healthier, more comfortable buildings. This 
will also result in more sustainable building usage, due to the decrease in energy demand for 
artificially created comfort by mechanical installations. I believe this parametric approach and 
healthier buildings to be important cornerstones of the future of architectural design.

1.2 - Problem statement

The first part of this paragraph contains the problem statement as found in the graduation plan 
delivered at the P2 evaluation. The final part does contain some revisions which where added to 
the research problem statement based on preliminary findings after the P2 evaluation. 

The PCA method

Over the recent years there has a great evolvement in performative computational architecture 
(PCA) as shown in the literature review of Ekici, Cubukcuoglu, Turrin, and Sariyildiz (2019) in 
which one hundred researches between 1998 and 2018 involving the PCA method are evaluated. 
Performative computational architecture is based on a three-phase cycle which is iteratively looped 
until the best solution is found. The first step is generating geometry, based on input parameters. 
The second step is about evaluating the performance of the geometry using digital simulations. 
The third step uses a search method to find the most desirable performance by altering the input 
parameters. This is often done by using an evolutionary algorithm. (Ekici et al., 2019). The PCA 
method is shown in the figure below.

The performative computational architecture framework (Ekici et al., 2019)
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The research of Ekici et al. (2019) indicates the PCA method offers potential for sun shading design. 
This is confirmed by Eltaweel & Yuehong (2017) in their literature review about parametric design 
and daylight, which includes nine in-depth researches on the relation between parametric design, 
visual- and thermal comfort. The review concludes the following:

“The use of parametric design within daylight can improve the performance of buildings’ design, daylighting and 
energy saving in the early stages of design. Link with buildings’ thermal performance simulation and visual comfort 

will be an attractive direction for parametric design in daylighting for future research.” (Eltaweel & Yuehong, 2017, p. 
1102)

Increased risk of visual and thermal discomfort in high-rise office buildings with all-glass 
exteriors

One of the most iconic building typologies for our era is the high-rise building. The number of 
high-rise buildings has increased fast since 2000 and the most common functionality is office 
use (CTBUH, 2019). It is commonly stated that all-glass exteriors are a trend in contemporary 
architecture, with office buildings in particular. (Chow & Lin, 2010; Nicholson-Cole, 2016; 
MacErlean, 2018). However, buildings with large glazed facades are vulnerable to visual and 
thermal discomfort (Evola, Gullo, & Marletta, 2017). Especially in the tropics, where solar radiation 
levels are relatively high, the risks of visual and thermal discomfort as a result of overheating and 
intense solar radiatio are high. (Al-Tamimi & Fadzil, 2011) After comparing various sun shading 
principles for all glazed buildings, Evola, Gullo, & Marletta, (2017) drew the following conclusions:

“The results discussed in this paper show that the adoption of suitable shading devices in highly-glazed office 
buildings is of the uttermost importance, as it allows to significantly reduce the energy needs for space cooling and to 
improve thermal comfort while limiting indoor overheating. Moreover, the indoor daylight illuminance keeps suitable 

levels to allow visual tasks” (Evola, Gullo, & Marletta, 2017, p.354)

 “The present study suggests that the design of highly glazed office buildings must be tackled through dynamic 
simulations involving both visual and thermal comfort, and

must be optimized case by case.” (Evola, Gullo, & Marletta, 2017, p.355)

The dynamic simulations and case by case optimization refer to the PCA method. The review on 
one hundred PCA researches by Ekici et al. (2019) contains 36 papers on the applications of PCA 
for sun shading design and 6 papers which focus on the applications of PCA for high-rise building 
design. However, none of the papers in the review addresses sun shading in high-rise buildings.

Sun shading in contemporary high-rise office buildings in extreme climates

Al-Masrani, Al-Obaidib, Zalina & Ismaa (2018) reviewed a total of 72 different researches on 
optimization of sun shading systems for buildings in tropical climates, in order to define challenges 
and future trends, with an emphasis on high-rise buildings. The motive for this review was the 
stated as following:

“Most high-rise office buildings in the tropics, particularly in Malaysia and Singapore, exceed the required level of the 
energy efficiency index.” (Al-Masrani et al., 2018, p.849)

 
The researches in the literature review are categorized according to their ability to move; passive, 
active and hybrid. Many of researches included an approach similar to the PCA method. The review 
states conclusions about the challenges and future trends of each of the three defined categories:
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Passive sun shading for high-rise office buildings in tropical climates:
“The majority of shading studies in the tropics adopted fixed shading devices, and most literature has identified egg-

crate devices as the best device to improve daylight and thermal performance.” (Al-Masrani et al., 2018, p.869)

Active sun shading for high-rise office buildings in tropical climates:
“Performance and the applicability of intelligent building systems, this design faces many criticisms due to its 

complexity, cost and high operational energy.” (Al-Masrani et al., 2018, p.869)

Hybrid sun shading for high-rise office buildings in tropical climates:
“The performances of dynamic complex geometries and shape morphing shading systems have not yet been explored 
in the tropics. Consequently, studies must urgently assess the performance of more adaptive geometries in addition to 
biomimetic approaches represented by hybrid shading systems in a tropical climate.” (Al-Masrani et al., 2018, p.869)

The contemporary PCA workflow (revised paragraph)

The principles of the PCA method can be applied though various different workflows. Analysis of 
multiple precedences (Turrin et al., 2011 & Yang et al., 2018) has led to a typology definition of 
the PCA workflows. One workflow in particular seems very promising in regard to sun shading 
design; the model-depending workflow, using Grasshopper for the form-finding phase, Radiance 
& Daysim (via Ladybug/Honeybee) for the performance evaluation on visual comfort, Energyplus 
& Openstudio (via Ladybug/Honeybee) for the performance evaluation on thermal comfort and 
ModeFRONTIER for the optimisation phase. This will be referred to as the contemporary workflow 
or conventional workflow throughout this report. Although this workflow shows a lot of potential, 
it is still under development. Currently, the integration of Grasshopper is not an integration node 
provided with standard modeFRONTIER installations, but only supported through a custom 
myNode. This custom node is developed by ESTECO, the company behind modeFRONTIER, 
especially for academic use at the TU Delft. Due to this reason, the custom Grasshopper MyNode 
is not implemented to cover all the possible use cases, resulting in some limitations for developing 
more advanced workflows. 

Summary (partly revised paragraph)

As stated above, performative computational architecture has made a big leap forward over the 
past few decades and has proven to have potential for designing sun shading systems which 
improve visual and thermal comfort. (Ekici et al., 2019; Eltaweel & Yuehong, 2017). A common 
building type of contemporary architecture is the high-rise office building with an all-glass exterior. 
(Chow & Lin, 2010; Nicholson-Cole, 2016; MacErlean, 2018; CTBUH, 2019). However, buildings with 
all-glass exteriors are at increased risk to visual and thermal discomfort and a well-designed sun 
shading system is essential to control the levels of visual and thermal comfort. (Evola, Gullo, & 
Marletta, 2017). This problem is especially present in tropic climates, where many high-rise office 
buildings don’t meet the required energy efficiency requirements. (Al-Tamimi & Fadzil, 2011; Al-
Masrani et al., 2018).

This failure to meet energy usage requirements is mainly caused by poor sun shading strategies 
being applied to these high-rise office buildings with all-glass exteriors, resulting in high energy 
consumption by building installations, which are used to artificially ensure visual and thermal 
comfort. This problem can be solved by improving the performance of sun shading systems in 
high-rise office buildings with all-glass exteriors in tropical climates by implementing new design 
methods, such as the promising PCA method. This evolvement is encouraged by multiple research 
conclusions on the matter (Eltaweel & Yuehong, 2017; Evola, Gullo, & Marletta, 2017; Al-Masrani et 
al., 2018). 
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There are many different workflows for implementing the PCA method. (Turrin et al., 2011 & Yang 
et al., 2018). One workflow in particular, has shown to have a lot of potential in regard to sun 
shading design. According to the PCA method typology which was defined during the literature 
research, this workflow fits the model-based typology and is based on a conjunction between 
Grasshopper, Radiance/Energy plus (via Ladybug/Honeybee) and ModeFRONTIER. However, this 
workflow is based on the integration of Grasshopper in modeFRONTIER, which is currently only 
available through a custom myNode, developed by ESTECO especially for academic use at the 
TUDelft. Due to this integration still being in an unofficial beta phase, some limitations are still 
present in regard to the development of more advanced workflows.

The contemporary PCA workflow for sun shading optimisation on visual and thermal comfort 
performance in high-rise buildings is still under development. This research aims to explore this 
methodology using a relatively complex example case. Designing this example case will be the first 
design assignment for this thesis. The design will be based on common trends within the building 
typology of high-rise office buildings with all-glass exteriors in tropic climates. The starting point 
will be an existing shading system, which has increased potential in contrast to other systems. The 
choice for this existing system will be made based on findings in literature. The existing system will 
be customized in regard to the principles of the form-finding phase of the PCA framework and 
optimised using the contemporary workflow. Based on the optimisation results, the research aims 
to compare the performance of the optimised example case shading to other available systems, 
various façade orientations and various climates. 
 
In addition, the results of the optimisation using the contemporary workflow will be used to 
identify the challenges still present in the workflow. This will initiate the second design assignment 
of this thesis; improving the contemporary workflow to overcome the identified challenges. This 
will result in an improved workflow. Thereafter, the research aims to compare this improved 
workflow to the contemporary workflow and reflect on the extent to which the challenges have 
been resolved and which challenges remain to be overcome in future research. 

1.3 - Research objectives & design assignments

1.4 - Research questions

This paragraph contains the research main and sub-questions. The main question has been 
revised based on preliminary research results and a shift in focus, targeting the research more 
on improving the contemporary workflow mentioned in the revised paragraphs of the problem 
statement. 
The research contains a lot of sub-questions which are to be answered by literature research. 
They are grouped, corresponding to the section index within the literature review chapter of the 
report. The sub-questions regarding the practical research are shown at the end of this list. These 
questions have been extended with some additional questions after the P2 evaluation and are 
split into two groups, corresponding with the two research objectives and design assignments 
mentioned in the previous paragraph. In addition, the grouping and relations of sub-questions is 
also graphically explained in figure 1.   
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Main question (original)
How can sun shading systems for high-rise office buildings with all-glass exteriors in tropical 

climates be improved by using performative computational architecture methods to optimize the 
performance on visual and thermal comfort?

Main question (revised)
How can the contemporary Performative Computational Architecture (PCA) workflow for 

optimising sun shading designs on visual and thermal comfort in high-rise office buildings with all-
glass exteriors be advanced to the next generation?

Sub questions

Fundamentals of visual and thermal comfort:

1.	 How are visual and thermal comfort defined?
2.	 What factors are responsible for the level of visual and thermal comfort?
3.	 How can visual and thermal comfort be calculated?
4.	 How are visual and thermal comfort related to shading systems?

Fundamentals of the performative computational architecture method used for sun shading design

5.	 What are the principles of the performative computational architecture method?
6.	 How can the form-finding phase of the performative computational architecture method be 

used to design sun shading systems?
7.	 How can the performance evaluation phase of the performative computational architecture 

method be used to design sun shading systems?
8.	 How can the optimization phase of the performative computational architecture method be 

used to design sun shading systems?

Fundamentals of sun shading in contemporary high-rise:

9.	 What is the relevance of sun shading in contemporary high-rise buildings?
10.	What are the technical requirements for sun shading systems in high rise office buildings with 

all-glass exteriors?
11.	How does the local climate influence sun shading design in contemporary high-rise office 

buildings with all-glass exteriors?
12.	How can PCA be used to improve sun shading systems in contemporary high-rise office 

buildings in extreme climates with all-glass exteriors?

State of the art: PCA methods for designing sun shading systems:

13.	What projects have been important to the development of PCA methods for designing sun 
shading?

14.	How would PCA methods for designing sun shading be categorized based on typology?



Intro 15 

State of the art: Sun shading in contemporary high-rise office buildings in extreme climates:

15.	What projects have been important to the development of sun shading in contemporary high-
rise office buildings in extreme climates?

16.	How would designs for sun shading in contemporary high-rise office buildings in extreme 
climates be categorized based on typology?

Research by design questions (involving the example case, revised):

17.	Can the performance on visual and thermal comfort of current state-of-the-art sun shading 
systems with potential for high-rise office buildings be improved using the common 
contemporary PCA workflow?

18.	How does the possibly improved sun shading system perform in comparison to currently 
available systems for high-rise office buildings with all glass facades?

19.	How do the possibly improved sun shading system perform for different façade orientations of 
the building envelope?

20.	How do the possibly improved sun shading system perform in various tropic climates around 
the world?

Research by design questions (involving the next generation workflow, revised):

21.	What are the challenges of the of the contemporary PCA workflow in regard to sun shading 
design?

22.	How can the workflow be altered in order to overcome these challenges?

1.5 - Research output

The main output of this thesis will be a next generation PCA workflow for sun shading design, 
which enables designers to overcome the challenges still present in the contemporary workflow. 
The novelty of this next generation PCA workflow will increase the potential of the PCA framework 
as an interesting design approach for sun shading systems in the architectural design process of 
the future. 

As a secondary product, an optimised sun shading system will be generated. This sun shading is 
based on existing shading systems and the assumptions of the example case. The main purpose 
of this example case is to identify the challenges of the contemporary workflow. However, the 
comparison with other available shading systems will also give insight in the feasibility of applying 
the shading system in practice. 
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1.6 - Research methodology

This paragraph describes the methods that will be utilized for answering the research questions. As 
stated before, a majority of the research sub-questions will be answered by literature research. The 
research by design phase of this graduation project applied four different methods; the selection 
method, PCA method, comparison method and exploration method. A textual elaboration can be 
found in the graduation plan, although minor changes have been implemented due to preliminary 
research results. A graphic overview of the updated methodology used for the practical research is 
given in the scheme below in figure 2.

Figure 2.  Methodology scheme (by author)
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2.1 - Fundamentals of visual comfort

2.1.1	- Definition

Visual comfort is defined in the European standard NEN-EN-12665 as a: 

“Subjective condition of visual well-being induced by the luminous environment” (CEN, 2018, p.9) 

Visual comfort is subjective because it is depending on the physiology of the human, the physical 
amount and distribution of light in a room and the spectral emission on the light source. (Carlucci, 
2015). This means the perception of comfort at the same conditions will vary for person to person, 
making it hard to quantify the level of visual comfort. However, Carlucci (2015) distinguishes four 
factors which help describe the relationship between the observer and the light environment; 

1.	 The amount of light
2.	 The uniformity of light
3.	 The quality of light in rendering colors
4.	 The prediction of the risk of glare for occupants

The correlation and dependency between those factors are not that clear. This resulted in various 
indexes for visual comfort throughout the history of building physics. The following graph shows 
the number of indices available for quantifying the different factors of visual comfort. However, 
non of the available indices can quantify visual comfort in a single value. Visual comfort always has 
to be described as a combination of multiple quantities. (Carlucci, 2015).

The next few paragraphs will elaborate on the four contributing factors of visual comfort as stated 
above. This will be followed by a common quantification method and the appurtenant physical 
measuring methods.

Figure 3.  Amount of indices for visual comfort over time (Carlucci, 2015)
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2.1.2	- Contributing factors

Amount of light

Visual comfort can be describes as the situation where a building occupant can accomplish all 
required tasks. For this the occupant needs an adequate amount of light. Discomfort can be 
experiences by either too high or too low levels of light. (Carlucci, 2015)The amount of light can be 
described as four different physical quantities;

1.	 Luminous flux
2.	 Luminous intensity
3.	 Illuminance
4.	 Luminance

Zumtobel (2017) gives the following definitions for these quantities. Figure 4 shows the 
relationships between the different light amount qualities. 

Luminous flux:
“The luminous flux describes the quantity of light emitted by a light source. The luminous 
efficiency is the ratio of the luminous flux to the electrical power consumed (lm/W). It is a measure 
of a light source’s economic efficiency.” (Zumtobel, 2017)

Abbreviation: Φ Phi 		 Unit: Lumen (lm)

Luminous intensity:
“The luminous intensity describes the quantity of light that is radiated in a particular direction. This 
is a useful measurement for directive lighting elements such as reflectors. It is represented by the 
luminous intensity distribution curve (LDC).” (Zumtobel, 2017)

Abbreviation: I 		  Unit: Candela (cd)

Illuminance:
“Illuminance describes the quantity of luminous flux falling on a surface. Relevant standards specify 
the required illuminance (e.g. EN 12464 “Lighting of indoor workplaces”).” (Zumtobel, 2017)

Abbreviation:	E 		  Unit: Lux (lx)

Formula:	 E(lx) = luminous flux (lm) / area (m2)

Luminance:

“Luminance is the only basic lighting parameter that is perceived by the eye. It describes on the 
one hand a light source’s impression of brightness, and on the other, a surface and therefore 
depends to a large extent on the degree of reflection (colour and surface).” (Zumtobel, 2017). In 
other words, luminance is the amount of luminous flux emitted by a small surface in a particular 
direction.

Abbreviation: L 		  Unit: cd/m2

Formula:	 L(cd/m2) = dΦ2 / ( dΩ2 * dA )
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Figure 4.  Mathematical relationship between the four main quantities of light (Zumtobel, 2017)
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Uniformity of light

The uniformity of light is defined as how evenly light is distributed over a task area. Sufficient levels 
of uniformity avoid visual stress caused certain over-lit or under-lit areas within the visual field, 
and therefore increase the level of visual comfort. (Carlucci, 2015).  In other words, humans tend 
to favor a uniformly distributed amount of light, because this reduces stress on our eyes. In reality 
this can be hard to realize, because the natural light is often coming from one single direction; the 
façade side of the room. Zumtobel (2017) Defines two quantities revolving the uniformity of light, 
the Illuminance maintenance value and the Uniformity, as following:

Illuminance maintenance value Ēm:

This is the lowest illuminance value that is allowed to occur, if illuminance values drop below this 
threshold, visual comfort will most likely be experienced. (Zumtobel, 2017)

Uniformity UO:

“Uniformity UO is the ratio between the lowest (Emin) and the mean illuminance level (Ē) in the area 
to be evaluated. The result is a minimum level. In order to perform visual tasks in illuminated areas, 
there should not be any great differences in brightness so that uniformity should not fall below.” 
(Zumtobel, 2017).

UO = Emin/Ē.

Both the illuminance maintenance value and the uniformity can be applied to an entire room or a 
specific task area. For an office building, which is the scope of this graduation, a typical task area 
can be defined as a desk at working height including the surrounding space for the chair (see the 
figure below).  Both these values can often be found in tables regarding daylight requirements. 
These values often vary according to the program.

Figure 5.  Definition of a task area (Zumtobel, 2017)
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Quality of light in rendering colors

“According to several studies, people are prone to preferring natural light in the living and 
working spaces. It implies great benefits both for health and wellbeing of occupants, by involving 
perceptive, physiological, psychological, and also economic aspects.” 

Several studies have shown humans tend to prefer natural light over artificial light. Larger 
amounts of natural light correlate with health and wellbeing of the building occupants regarding 
psychological, physiological and even work efficiency. (Carlucci, 2015). This indicates there is a 
difference between natural and artificial light. To gain insight in this difference a spectral power 
distribution (SPD) graph can be drawn. A SPD graph can be defined as following:

“A spectral power distribution is simply a plot, or table of a radiometric quantity as a function of wavelength. Since 
the overall power level of light sources can vary over many orders of magnitude, spectral power distributions are 

often normalized to facilitate comparisons of color properties.” (Fairchild, 2013, p.60) 

In other words, the graphs show the relative presence of different colors within the spectrum of 
the light course. The figure below shows the SPD’s of several artificial light sources compared to 
natural daylight. It can immediately be concluded that natural light has a more even distribution of 
different frequencies/light colors, which is better for human comfort. (Carlucci, 2015).

Figure 6.  Spectral power distribution graphs of  various light sources 	
	    (ELS - European Lighting School, 2019)

Figure 7.  Colour rendering reference colors	
	   (Zumtobel, 2017)

After determining the difference between natural and artificial light, there is a need to quantify 
those differences in quality of light source. The quality of the spectral power distribution graph is 
identified by the colour rendering index (CRI). 
Colour rendering describes the difference in color perception compared to the same color under 
perfect lighting conditions. This can be measured using 8 default test colours; R1 to R8. (Zumtobel, 
2017). In order to quantify the quality of the color distribution, the light is tested for the presence 
of eight reference colors, shown in the figure below. The best colour rendering is Ra = 100, 
whereas Ra > 90 is regarded as very good rendering and Ra > 80 is the minimum requirement for 
workplaces.
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Glare

Glare is a phenomenon caused by light where humans experience visual discomfort as a result of 
too bright natural or artificial lighting. The luminance within the visual field is higher than human 
eyes can process, causing a loss of visibility. (Carlucci, 2015). The International Commission on 
Illumination (CIE) defines glare as: 

“Visual conditions in which there is excessive contrast or an inappropriate distribution of light sources that disturbs 
the observer or limits the ability to distinguish details and objects”. (CIE, 2002). 

In other words, glare is the effect of being blinded by an unwanted light source within the visual 
field. This can happen both directly and in directly as Zumtobel (2017) shows in the figure below.

Figure 8.  Differences between direct and indirect glare (Zumtobel, 2017)
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As stated in the introduction of this chapter there are many indices for quantifying glare. Since 
this research is scoped to developing a sun shading, only glare indices for daylight glare will be 
elaborated. Indexes for quantifying glare from artificial light sources will be disregarded, because 
there are developed to aid lighting manufacturers and designers. Two types of glare can be 
distinguished; disability glare and discomfort glare. The types can be defined as following:

Disability glare
“Glare that impairs the vision of objects without necessarily causing discomfort” (CEN, 2018, p.9)

Discomfort glare
“Glare that causes discomfort without necessarily impairing the vision of objects” (CEN, 2018, p.9)    

Four methods for describing daylight glare will be shortly elaborated. In essence both methods 
describe the difference in background luminance and glare source luminance. These values are 
altered taking several other factors into account in order to approximate a certain glaring situation. 
Both methods are developed using physical testing in a laboratory.

First of all the DGI method, also known as the Cornell glare equation. The method is derived 
from the British glare index and is adapted to situation with large light sources such as windows. 
The equation is based on experiments using fluorescent lamps behind an opal-diffusing screen. 
(Wienold, 2006). This is very similar to the situation to be tested later on in this research. The 
equation is expressed as following:

Figure 9.  DGI formula (Wienold, 2006)

Where:
GI 	 = Daylight Glare Index
ωs	 = Solid angle subtended by the source
Ωs	 = Solid angle subtended by the glare source modified by the position of
	     the source with respect to field of view and Guth’s position index.
Lb 	 = Background luminance (cd/m2)
Ls 	 = Glare source luminance (cd/m2)

Whereas the DGI method focuses on calculating physical quantities on glare, it does not reveal 
enough insight in the human experience of glare. The DGP method in based on the probability an 
occupant experiences visual discomfort by the glare instead of the physical magnitude of the glare. 
In order to do so, the DGP method takes the vertical eye illuminance into account, as well as the 
luminance of the glare source, the solid angle and the position index. (Wienold, 2006). In essence 
this method is derived from the DGI method, with two key alterations.
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Firstly, the background luminance is replaced by the vertical eye illumination. Instead of the 
luminance level of the background, the luminance level perceived by a virtual eye is compared 
to the glare source luminance. This already satisfies the need of developing insight in the human 
experience of glare. 
Secondly, various factors are added to predict a level of comfort experienced by the observer. 
This is done by adding constant four parameters to the formula. “For optimizing the parameters 
c1,. . ., c4 all detected glare sources for each of the 349 cases were written into a file and merged 
with the subject’s glare rating. Using a random optimization algorithm, thousands of different 
parameter settings were tested. Highest  correlation with subjective glare rating were found with 
the following:

Thirdly, the unified glare rating (UGR) formula, which is also prescribed by the European 
Committee for standardization in standard NEN-EN-12665. The UGR method is used to quantify 
psychological glare. In essence this formula is the logarithm of the glare from all light sources 
combined, divided by the background luminance. The formula for the UGT method is shown in the 
figure below:

The fourth and final explained quantification for glare is the use of luminance ratio’s. This does is 
a very quick method for accessing the amount of glare. However, it only supplies the magnitude 
of glare, not the human perception. The luminance ratio is the maximum luminance divided by the 
average luminance. An example of the luminance ratio method is given in the next paragraph.

Where:
Ev 	 = Vertical eye illuminance (lux) 
Ls 	 = Luminance of source (cd/m²) 
ωs	 = Solid angle of source (sr) 
P 	 = Guth position index

Where:
LB 	 = Background luminance (cd/m²) 
L 	 = Luminance of sources (cd/m²) 
ω	 = Solid angles of sources (sr) 
P 	 = Guth position indices

Figure 10.  DGP formula with the four parameters (Wienold, 2006)

Figure 12.  UGR method (CEN, 2011)

Figure 11.  Optimized  DGP formula (Wienold, 2006)
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As stated in the introduction it is difficult to quantify the overall level of visual comfort, since it’s 
based on multiple factors, whose comprehensive relation is not always that easy to describe. 
However, there is a need for the building industry to quantify the level of visual comfort in order 
to design a healthy indoor environment. Dubois (2001) conducted a research on the impact of 
shading devices on the daylighting quality in typical south-oriented office rooms. In this study 
Dubois (2001) defined five performance indicators. These performance indicators are based on a 
review of literature, various building codes and guides for workspace lighting. (AFNOR, 1990; ISO, 
2000; IES, 1993; CIE, 1986; CIBSE, 1994; NUTEK, 1994). These five performance indicators are shown 
in the figure below. The table also shows the values which are interpreted as levels of acceptance. 

Each of the five performance indicators will be elaborated separately below. Depending on the aim 
of the research, the requirements can be used for both a specific task area, entire room of even 
and entire floor in an open office work environment.

Figure 13.  The five performance indicators and their requirement values (Wienold, 2006)

2.1.3	- Calculation methods
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Daylight factor

The daylight factor can be defined as following:

“The total horizontal interior illuminance Evi without interreflections divided by the total exterior illuminance Evh under 
the absolutely unobstructed overcast sky with uniform unity luminance preliminarily” (Kittler, Kocifaj and Darula, 

2012, p.213) 
The daylight factor is expressed in formula below. In essence the daylight factor describes the ratio 
between the interior and exterior absolute illuminance. This means it will primarily be influenced by 
the façade openings when put in a building physical context.

In his handbook, Watt (2016) describes methods for environmental analysis. The image belows 
shows a typical daylight factor study. This specific study compares two different façade opening 
typologies. It is to be noted that the daylight factor varies across the room. Height values can be 
found close to the façade and lower values at the core of the floorplan layout. The daylight factor 
referred to in requirements always considers an average of either the task area or the entire room

Where:
DF	 = Daylight factor (%) 
Evi 	 = Illuminance interior (lx) 
Evh	 = Illuminance exterior (lx)

Figure 14.  The formula for calculating the daylight factor (Kittler, Kocifaj and Darula, 2012)

Figure 15.  Example of a daylight factor analysis (Watt, 2016)

  

MCH_ 358

Environment 05
Analysis for design 2: daylight 

Scale
(Daylight factor)

0% 6% 12% 18% 24% 32% 38% 44% 50%

Scale
(Daylight factor)

0% 2% 4% 6% 8% 10% 12% 14% 16%

A fully glazed curtain wall facade results in high levels of daylight pen-
etrating the office zones. Since the entire wall is glazed, an even spread 
of daylight is achieved in the space. Highest light levels occur at the 
corners of rooms where light is allowed to enter from 2 sides. In these 
areas, glare may cause discomfort for the user.

a A solid facade with punched windows results in significantly reduced 
light levels within the office zones. Higher light levels occur close to win-
dows, however the distribution through the rest of the space is still fairly 
even. Although the back of the office areas may experience low daylight 
factors, they may still be within an acceptable range for the tasks 
undertaken within the space.

b

Glare studies of a room highlight areas of high contrast between daylight levels inside in the room and at the window for a series of shading designsc

Watts, A. (2016). Modern construction handbook. Retrieved from http://ebookcentral.proquest.com
Created from delft on 2019-01-03 05:29:12.
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Work plane illuminance 

The work plane illuminance describes the absolute illuminance as elaborated previously. In 
contrast to the daylight factor this does not regard an average but specifies absolute minimum 
and maximum values. The illuminance is measured at work plane/desk height. When put in a 
building physical context, this means a desk close to the façade can be too bright and far from the 
façade can be too dark. Dubois (2001) only defines workplane illuminance requirements for office 
paper- and computer work. However, over the past few decades various standards have come up 
with different work plane illuminance requirements based on more specific activities. Shown below 
are requirements tables from ASHRAE (2010) and the European Committee for Standardization 
(CEN). The second table only shown minimum work plane illumination levels. 

Figure 16.  Illuminance requirements per activity (ASHRAE, 2010)

Figure 17.  Illuminance requirements per activity (CEN, 2011)
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Illuminance uniformity

The illuminance uniformity describes the difference ration between the minimum and average 
illuminance very as similar as elaborated previously. In addition to the definition of uniformity as 
UO = Emin/Eav, Dubois (2001) also reviews uniformity in terms of UO = Emin/Emax. These uniformities in 
illumination are commonly caused by glare.

Absolute luminance

The absolute luminance describes the brightness of the surrounding environment as perceived 
by the eye, as elaborated previously. This can regard both direct light sources or indirect light 
reflected from surfaces. However, these requirements for absolute values focus primarily on the 
direct light sources, which may not be to bright in order to achieve comfort. Dubois (2001) makes 
a difference in absolute luminance’s inside and outside the normal visual area. This area is defines 
as shown in the image below.

Luminance ratio’s 

Luminance ratio’s, in contrast to the absolute luminance, focus more on the luminance of area’s 
within the field caused by indirect, reflected light. It regards the luminance of the desk where 
paperwork happens (Lpaper_task), the computer screen (LVDT) and the area behind the computer 
screen which is usually a wall (Ladject_wall). M.C. Dubois (2001) states that the luminance of these 
areas may not differ more then a factor 3. If this ratio is exceeded, discomfort glare is likely to 
appear. 
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Figure 18.  Normal visual area (www.quora.com, edited by author)
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2.1.4	- Relation to sun shading

As stated in the previous paragraph, Dubois (2001) conducted a research on the impact of shading 
devices on the daylighting quality in typical south-oriented office rooms. The study contained a 
field experiment where the performance on visual comfort of multiple interior roller screens and 
venetian blinds where tested. All shading devices used in the study are manually operable by the 
occupant. Dubois (2001) concluded all shading devices could be grouped based on their darkness. 
If the window is within the field of vision and the occupant is doing computer tasks, darker shading 
devices are needed to keep the amount of discomfort glare within requirement boundaries. 
However, as a result artificial lighting might be needed to compensate for the loss of absolute 
illumination levels. When the window was not within the field of view, brighter sun shading devices 
where preferred. This results in a blockage of direct sunlight and gives pleasant diffuse light 
instead. Dubois (2001). 

From the results of this study it can be concluded that shading is primarily needed to reduce glare. 
The most common source for this glare is the direct sun light. The secondary goal of the shading is 
to allow indirect daylight to enter the room in order to keep absolute illuminance levels within the 
requirement boundaries as well
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Figure 19.  Amount of indices for thermal comfort over time (Carlucci, 2013)

2.2.1 - Definition

Thermal comfort is defined by the International Organization for Standardization (ISO) NEN-EN-
ISE-7730 standard as:

“That condition of mind which expresses satisfaction with the thermal environment” (ISO, 2005). 

In the review on thermal comfort indices, Carlucci (2013) reviewed the evolution of indices over 
time, like shown in the image below. Many of the proposed thermal comfort indices involve 
physiological, psychological, medical, climatological and engineering aspects. (Carlucci, 2013).  

2.2 - Fundamentals of thermal comfort
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Creating a classification for these different indices will gain insight in the various components 
that make up the level of thermal comfort experienced by the building user. MacPherson (1962) 
reviewed 19 of the at the time available thermal comfort indicates and concluded the indices can 
be grouped into the following three categories:

1.	 Those which are based on the physical factors in the environment,
2.	 Those which are based on a measurement of the physiological strain produced by the 

environment, 
3.	 Those based on the calculation on the heat exchange between the body and its environment

However, Carlucci (2013) noticed there has been developing a fourth category; indices for 
assessing long-term comfort. The most of present studies regard this new category. The four 
comfort index categories can be defined as following:

Physical factors in the environment indices:
It can be argued this is the most simple category of thermal indices. They are based on:

“Direct measurements of the physical parameters characterizing a thermal environment, generally analyzed through 
a linear regression model. The physiological effects are usually not taken into account.” (Carlucci, 2013, p.3). 

Three indices which are quite common include th equivalent temperature, the globe thermometer 
temperature and the operative temperature. (Carlucci, 2013).

Physiological strain indices:
Indices bases on physiological strain try to quantify thermal comfort by using a large dataset 
of actual human ratings of indoor climate conditions which is usually gathered trough surveys. 
Carlucci (2013) defines this category as following:

 “These metrics were generally developed by correlating a wide range of environmental conditions and behavioral 
parameters with the thermal strain produced on individuals.” (Carlucci, 2013, p.3). 

MacPherson (1962) defined the principle behind this category to be that conditions of equal 
environmental stress are those which produce an equal physiological strain. Which means 
level of thermal comfort is equal to the physiological strain experienced by the environmental 
conditions. This physiological strain can vary along individuals, but the average of many people’s 
strain provides a prediction from an average individual. Some indices within this category are the 
effective temperature, the corrected effective temperature, the equatorial comfort index, the index 
of physiological effect, the predicted four-hour sweat rate and the thermal strain index. (Carlucci, 
2013).

Heat exchange indices:
Carlucci (2013) defines this category as following:

“These indices generally combine physiological parameters (e.g., the value of skin wetness and mean skin 
temperature), behavioral parameters (e.g., metabolic rate connected to activity and thermal resistance of clothing) 
and parameters of the thermal environment (e.g., dry-bulb air temperature, mean radiant temperature evaluated 

in a representative position of a room, relative humidity or wet-bulb temperature, air velocity, etc.)” (Carlucci, 2013, 
p.2-3). 

2.2.2 - Contributing factors
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These indices try to quantify the most important parameters of a situation of actual building 
usage by individuals. Many of the indices in this category are developed by correlating the level 
of thermal comfort of people in climate chambers and a variety of environmental parameters; 
air temperature, humidity, air speed and mean radiant temperature. (Carlucci, 2013). This already 
defines six important parameters for this category of thermal format indices; clothing, activity, 
air temperature, humidity, air speed and the mean radiant temperature (MRT). Two of the 
most commonly used heat exchange indices are the Predicted mean vote (PMV) and Predicted 
percentage of dissatisfied (PPD) proposed by Fanger (1970). The PPD and PMV method are very 
commonly used nowadays and provide the guideline for the NEN-EN-ISO-7730 standard. ISO  
(2005), states the following about the PMV method:

“The PMV index takes into account the influence of all 6 thermal parameters (clothing, activity, air- and mean radiant 
temperature, air velocity and humidity) and can be directly used as criteria.” (ISO, 2005)

Those six parameters correspond with the ones Carlucci (2013) defined. The PMV method will be 
elaborated in the next paragraph as a main quantification method for thermal comfort.

Long-term thermal comfort:
More recently the focus of thermal comfort indices shifted toward quantifying long-term thermal 
comfort. Many of those indices include mutations of the previously mentioned PPD and PMV 
methods, taking into account extra long-term factors. Some of the long-term indices are shown in 
the figure below. However, Carlucci (2013) concluded the following about the long-term thermal 
comfort indices:

“None of the reviewed indices showed to be fully suitable for the long-term evaluation of the general thermal comfort 
conditions in a building.” (Carlucci, 2013, p. 33) 

This conclusion does not implicate the irrelevance of thermal comfort indices, but addresses future 
improvement opportunities to more closely resemble actual building usage, which in generally 
often for longer periods of times. Carlucci (2013) defines the his improvement opportunities as 
cited below. 

•	 That is applicable for both free-running and 
mechanically cooled buildings and can be used with 
both the adaptive and the Fanger comfort models (e.g., 
Percentage outside range).

•	 That reflects the nonlinear relationship between 
perception of discomfort and the exceedance from the 
theoretical comfort temperature (e.g., Averaged PPD 
and Nicol‘s overheating risk).

•	 That, in case of multi-zone buildings, weights the zone 
indices by the number of occupants inside each zone, 
rather than by buildings features such as net volume, 	
or net floor area (e.g., ExceedanceM).

•	 That is applicable to the evaluation of both summer 
and winter discomfort.

•	 That is symmetric, i.e., able to estimate possible 
discomfort due to the upper and lower exceedance 
from the theoretical comfort temperature.

•	 That is independent of discontinuities connected to the 
use of comfort categories.

Figure 20.  Long-term thermal comfort indices and their 
performance (Carlucci, 2013)
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Talghani et al. (2013) researched the difference between the previously mentioned ISO EN-7730 
standard and two other standards; ASHRAE 55-2010 and the Dutch ATG guideline. In order 
to distinguish the three standards, yet another category of thermal comfort indices is to be 
introduced. All previously discussed thermal comfort indices and formulas can be dived into two 
groups; the ones based no studies in climate chambers and those in field studies. (Talghani et 
al.,2013). The studies in climate chambers let to the definition of the PMV and PPD, whereas the 
field studies eventually led to the adaptive comfort index. The adaptive comfort index is based on 
the following hypothesis:

 “The adaptive hypothesis predicts that contextual factors and past thermal history modify building occupants’ 
thermal expectations and preferences. One of the predictions of the adaptive hypothesis is that people in warm 
climate zones prefer warmer indoor temperatures than people living in cold climate zones.” (de Dear, 1998, p.1)

In other words, the conditions of the outside environment are related to the level of thermal 
comfort experienced indoor. This parameter is not taken into account in all the climate chamber 
based comfort indices. ASHRAE did tests in actual buildings to achieve a database of thermal 
comfort experiments containing over 21.000 observations from 160 buildings across the world. 
(de Dear, 1998). ASHRAE compared calculated PMV ratings to actual levels of thermal comfort 
experienced by people at different times of the year to include the parameter of the outdoor 
thermal environment. ASHRAE concluded the following: 

“The static predicted means vote (PMV) model was shown to be partially adaptive by accounting for behavioral 
adjustments, and fully explained adaptation occurring in HVAC buildings. Occupants in naturally ventilated buildings 

were tolerant of a significantly wider range of temperatures, explained by a combination of both behavioral 
adjustment and psychological adaptation. These results formed the basis of a proposal for a variable indoor 

temperature standard.” (de Dear, 1998, p.1). 

In other words, the adaptive comfort models take two more parameters into account; the 
prevailing mean outdoor temperature and the type of ventilation in a building. The studies 
also suggested the PMV and PPD are more appropriate for HVAC controlled buildings, and the 
adaptive comfort index for naturally ventilated buildings.



38 Fundamentals of thermal comfort

Elaboration on components

The NEN-EN-ISO-7730 standard describes six components needed to calculate the PMV; clothing, 
activity, air- and mean radiant temperature, air velocity and humidity. The adaptive thermal 
comfort models adds two more parameters; prevailing mean outdoor temperature and type of 
ventilation. This makes a total of eight separate components contributing to thermal comfort 
which will be elaborated in the next few paragraphs.

Clothing

The influence of an individual’s 
clothing on the PMV thermal 
comfort index is based on 
the insulation effect of the 
clothing. The insulation effect 
of clothes is measured in the 
unit Clo, 1 Clo equals 0.155 
m2K/W. (Engineering ToolBox, 
2004). For common, non-
special thermal insulation, 
clothing, the Clo value van 
range from 0 to 1 where: 

Clo = 0 
Corresponds to a naked 
person

Clo = 1
Corresponds to the insulating 
value of clothing needed 
maintain a person in comfort 	
sitting at rest in a room at 
21 oC (70 oF) with air 
movement of 0.1 m/s and 
humidity less than 50% - 
typically a person wearing a 
business suit.

The table shown in the figure 
below shows Clo values for 
common types of clothing, 
which can be used in PMV 
calculations. This table is 
conform the more extensive 
table of the standard NEN-EN-
ISO-9920 (ISO, 2007) 

Figure 21.  Clothing values for various outfits (Engineering ToolBox, 2004)
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Activity

The influence of an individual’s activity on the PMV thermal comfort index is based on the amount 
of energy burned by the body to execute the certain activity. The metabolic rate, or human body 
heat production, is usually measured in Met. The metabolic rate of a relaxed seated person is one 
Met, where 1 Met = 58 W/m2 (356 Btu/hr). (Engineering ToolBox, 2004). Generally speaking, the 
Met value for doing nothing is around 1 and while heavy exercising the Met value is around 10.

The table shown in the figure below shows Met values for common types of activities, which can 
be used in PMV calculations. This table is conform the more extensive table of the standard NEN-
EN-ISO-8996 (ISO, 2004) 

Figure 22.  Clothing values for various outfits (Engineering ToolBox, 2004)



40 Fundamentals of thermal comfort

Air temperature

The air temperature is the temperature measured inside the room. This is also referred to as the 
Dry-bulb temperature. The dry-bulb temperature is the most commonly used air temperature. It 
is called the dry-bulb temperature, as the thermometer temperature is not effected by moisture 
in the air. (Engineering ToolBox, 2004). So the air temperature is the temperature measured with 
a common thermometer which is surrounded by air. The figure below shows how the dry-bulb- is 
measured compared to the wet-bulb- and dew-bulb temperature, two other commonly used air 
temperatures.

Mean radiant temperature (MRT)

The mean radiant temperature is defined as following:

“The mean radiant temperature (MRT) is defined as the uniform temperature of an imaginary enclosure in which the 
radiant heat transfer from the human body is equal to the radiant heat transfer in the actual non-uniform enclosure.” 

(ISO, 2005). 

In other words, the MRT is the temperature on the human skin caused by radiant heat reflecting 
of the surrounding surfaces. ISO (2005) gives the following formula to calculate the MRT. This is 
however, a simplification, because all walls are assumed to be black with a high radiation emittance 
value. In essence the MRT is an addition of all the surrounding surfaces temperatures factored by 
their angle factor in relation to the building occupant.

MRT  	 = Mean Radiant Temperature;
Tn	 = Temperature of surface “n”, in Kelvins;
Fp-n	 = Angle factor between a person and surface “n”.

Figure 23.  Dry bulb temperature compared to wet- and dew point temperature (http://evapopedia.com)

Figure 24.  MRT formula (ISO, 2005)
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Air velocity

Air velocity, often also referred to as air speed, is defined as following in comfort standards: 

“The average speed of the air to which the body is exposed, with respect to location and time.” ASHRAE (2013) 

Air flows in a room at a certain speed as a result of ventilation. Therefore, the air velocity is highly 
depending on the used HVAC systems. ISO (2005) states that for a standard situation, and air 
velocity of between 0,1 and 0,25 m/s are reasonable values.

Humidity

Humidity defined the amount of water vapor in the air. It can be expressed as an absolute or 
relative value. (Engineering ToolBox, 2004). The air’s ability to hold water increases when the air 
temperature increases. This relation can be shown in a psychrometric chart which is shown in the 
figure below. In the context of the PMV thermal comfort index two quantities of humidity are of 
interest; the relative humidity and the humidity ratio.

Figure 25.  Psychrometric chart for humidity in relation to the dry bulb temperature 	
	     (www.buildinggreen.com/primer/basics-psychrometric-chart)
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Relative humidity:

The relative humidity describes the ratio of the actual vapor pressure in relation the maximum 
possible pressure at the specific dry-bulb air temperature. (Engineering ToolBox, 2004). The 
formula for the relative humidity is given in the following formula:

Φ = pw / pws 100% 
                     
Where:

Φ 	 = relative humidity [%]
pw 	 = vapor partial pressure [Pa]
pws 	 = saturation vapor partial pressure at the actual dry bulb temperature [Pa]. This is the 		
    vapor pressure at maximum content of water gas in air, before it starts to condense out 		
    as liquid water.

Humidity ratio:

The humidity ratio describes the amount of vapor as a ratio of the mass of the vapor in relation to 
the mass of the dry air. (Engineering ToolBox, 2004).

x = mw / ma

Where:

x 	 = humidity ratio (kgwater/kgdry_air, lbwater/lbdry_air)
mw 	 = mass of water vapor (kg, lb)
ma 	 = mass of dry air (kg, lb)

Prevailing mean outdoor temperature

ASHRAE (2017) introduced the prevailing mean outdoor temperature as an average outdoor dry-
bulb temperature. It is defines as the arithmetic average of mean outdoor temperatures for a 
period of at least 7 and at most 30 sequential days.  

Type of ventilation

The adaptive thermal comfort models addresses a difference between mechanically and 
naturally ventilated buildings. Occupants of buildings with HVAC systems are used to the static, 
automatically controlled thermal environment. Occupants of naturally ventilated buildings are used 
to be more interactive with the thermal environment by means of opening windows for instance. 
Generally speaking HVAC buildings have a more narrow range for thermal comfort compared to 
naturally ventilated buildings. (de Dear, 2002). 
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This paragraph about the calculation methods of thermal comfort will combine all the previously 
elaborated to actually quantify the level of thermal comfort. Three methods will be discussed; 
The Predicted Mean Vote (PMV), the Predicted Percentage Dissatisfied (PPD) and the adaptive 
thermal comfort method, each in their dedicated paragraph. All three methods will be discussed as 
described in the International Organization for Standardization standards NEN-EN-ISO-7730 (ISO, 
2005) and NEN-EN-15251 (CEN, 2007). 

Predicted mean vote (PMV)

Prior to stating how the PMV has to be calculated, ISO (2005) gives the following definition of the 
Predicted mean vote; 

“The PMV is an index that predicts the mean value of the votes of a large group of persons on the 7-point thermal 
sensation scale (see fig. 27), based on that heat balance of the human body. Thermal balance is obtained when the 

internal heat production in the body is equal to the loss of heat to the environment.” (ISO, 2005, p.12). 

The best level of thermal comfort is reached with a PMV value of 0, higher means to warm and 
lower means to cool. ISO (2005) specifies to calculate the PMV using equations (1) to (4), which are 
shown below. All quantities used in the formulas have been explained previously, or can be derived 
from the previously explained quantities.

Figure 26.  PMV equations (ISO, 2005) Figure 27.  7-point thermal 	
	     sensation scale 	
	     (ISO, 2005)

2.2.3 - Calculation methods
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In the EN-ISO-15251 standard by the 
International Organization for Standardization 
(CEN, 2007) sets requirements for the PMV based 
on four different categories, like shown in the 
figure below. The required category is based 
on the program of the room, like shown in the 
figure below as well. The figure also includes 
minimum and maximum operative temperature 
requirements stated by CEN (2007). This means 
the indoor air temperature may not exceed these 
values, regardless of the PMV score.

Figure 28.  PMV categories (ISO, 2007)

Figure 29.  PMV categories requirements per program (ISO, 2007)



Fundamentals of thermal comfort 45 

Predicted percentage dissatisfied (PPD)

ISO (2005), in the standard NEN-EN-ISO-7730, defines the predicted percentage dissatisfied as 
following: 

“The PPD is an index that establishes a quantitative prediction of the percentage of thermally dissatisfied people who 
feel too cool or too warm. For the purposes of this International Standard, thermally dissatisfied people are those who 

will vote hot, warm, cool or cold on the 7-point thermal sensation scale” (ISO, 2005, p.14)

Thermally dissatisfied means a PMV vote which is not zero. The PPD is derived from the PMV using 
formula (5). (ISO, 2005). The relationship can also be expressed in a graph or a table containing key 
values, like shown in the figures below.

Adaptive thermal comfort

CEN standard NEN-EN-15251 (CEN, 2007), describes only requirements for the adaptive 
thermal comfort index for building without mechanical cooling systems. As stated previously, 
occupants of buildings without mechanical HVAC systems are more easily satisfied with the 
thermal environment. Therefore, only this buildings with this type of ventilation are included in 
the standard. The adaptive thermal comfort index is only valid for offices and dwellings, where 
windows can easily be opened and occupants have the availability to change their clothing, as 
stated in CEN standard NEN-EN-15251. The adaptive thermal comfort index uses the same four 
categories as the PMV and PPD for stating requirements for the ratio between the prevailing mean 
outdoor temperature, which is explained previously, and the operative temperature. The operative 
temperature is very similar to the mean radiant temperature (MRT). The operative temperature is 
invented by Dufton in 1929 as is calculated using the formula in the figure below.

Figure 30.  PPD graph (ISO, 2005) Figure 31.  PPD key values table (ISO, 2005)

Figure 32.  Operative temperature formula (Dufton, 1929)Figure 33.  Adaptive thermal index graph			
	     (ISO, 2007)
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CBE Thermal Comfort Tool

In order to make the three 
main methods for quantifying 
thermal comfort more 
accessible to architectural 
designers, Tyler et al. (2017), 
representing the Center for the 
Build environment, developed 
the CBE Thermal Comfort Tool, 
which is freely accessible. By 
supplying the parameters, 
which are all explained 
previously, the tool calculates 
the PMV, PPD or adaptive 
thermal comfort index. These 
values are all calculated using 
the formulas shown previously. 
The tool can also be switched 
to the ASHRAE standard. Since 
this is an American standard, 
the ISO standard is more 
relevant for this research and 
thus the ASHRAE standard are 
disregarded in this research. 
The tool supplies resulting 
images like shown in the figures 
below.

For the PMV and PPD 
indexes, the tool gives 
resulting category and various 
psychrometric charts. The 
green area’s on the chart show 
the first three categories and 
give extra insight in the effect 
of the various contributing 
components of the PMV and 
PPD results.

For the adaptive method, the 
tool gives a resulting graph of 
the adaptive chart. This gains 
more insight in the effect 
of the various contributing 
components of the adaptive 
thermal comfort index results.

Figure 34.  CBE Thermal Comfort Tool  PMV and PPD (Tyler et al., 2017)

Figure 35.  CBE Thermal Comfort Tool  Adaptive method (Tyler et al., 2017)
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2.2.4 - Relation to sun shading

The previous paragraphs have spoken about thermal comfort. One of the important contributing 
factors is the MRT, which is based on the temperature in the room. The sun has influence on the 
temperature inside the room, this process is called solar gain. 
Solar gain is the energy from the sun which enters the room through the windows. More glass 
means more energy can enter the room. The energy entering the room will make the temperature 
rise. The amount of energy which enters the room per m² of glazing depends on four different 
parameters; the direction of the sun in relation to the building, the direct normal radiation of the 
sun-rays, the g-value of the glazing and the sun shading.

Direction of the sun:
The direction of the sun is depending on the time of the day, the day of the year, and the 
location on the globe. Towards the poles, the inclination of the sun is much lower compared to 
the equatorial regions. The figure below shows the annual sun paths at three different latitudes. 
Generally speaking, buildings on the northern hemisphere will have more solar gain at the south 
façade, as shown in the figure below. For the southern hemisphere this is vice versa.

Direct normal radiation:
The direct normal radiation is the amount of energy received from the sun parallel to its direction. 
The amount of normal radiation, like the direction of the sun, differs throughout the days, seasons 
and location on the globe. The image below shows an overview of how the annual and daily 
average normal radiation around the globe. 

Figure 36.  Annual sun-path’s for different latitudes (Watt , 2016)

Figure 38.  Global average normal direct radiation values (google.com)

Figure 37.  Solar gain in floorplan (Watt , 2016)
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Glazing g-value;
The g-value, also referred to as ZTA-value in Dutch literature, is a material property of the 
glazing. Is describes how much of the solar radiation energy gets inside the building, expressed 
in a percentage of the total incoming solar radiation, as shown in the image below. The first two 
factors; direction and direct normal radiation determine how much infra-red radiation falls onto 
the window. The g-value determines how much of this energy enters the room behind the glazing.

Sun shading: 
The sun shading can be designed to counteract solar gain. This can be done is various ways. A 
simple example of a sun shading system is the solar screen, which can be lowered in front of the 
window. In essence the screen has a g-value, just like the glazing and thus reduces the amount of 
energy falling onto the window and therefore the amount of energy entering the room. Another 
method is to apply a reflective coating to the glazing which will reflect a portion of the radiation 
back into the atmosphere. Yet another method is to place geometry in front of the window, 
blocking the solar radiation. This way the sun shading can influence the amount of solar gain. 
By doing so, the sun shading will also influence the level of thermal comfort experienced by 
occupants in the room. (Kuhn, Bühler and Platzer, 2001). Different strategies for controlling the 
amount of solar gain will be given in sections 4.2 and 6.1

Figure 39.  G-value of a window (www.greenbuilding.saint-gobain.com)
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2.3 - Fundamentals of performative computational architecture

2.3.1 - Principles of PCA
Performative computational architecture is based on a three-phase cycle which is iteratively looped 
until the best solution is found. The first step is generating geometry, based on input parameters. 
The second step is about evaluating the performance of the geometry using digital simulations. 
The third step uses a search method to find the most desirable performance by altering the input 
parameters. This is often done by using an evolutionary algorithm. (Ekici et al., 2019). The PCA 
method is shown below in figure below.

Another interpretation of the PCA method is an automatized upgrade of the performance driven 
architectural design process, which has gained in popularity among architects over the past few 
decades. (Shi and Yang, 2013). In principle the philosophy of performance driven design is to 
make design choices based on performance analysis instead of the conventional architectural 
qualities of space and form. A graphic presentation of the performance driven architectural design 
process is given in figure 41. This workflow does also contain an iterative loop, similar to the PCA 
process. The main advantage of the PCA process over the performance driven design process, is 
the automatization of the adjusting of the conceptual design by properly implementing the form-
finding phase and the use of search algorithms in the optimisation phase. 

As stated in the introduction of this report, the performative computational Architecture (PCA) 
method is an emerging design tool with lots of applications across the field of architectural design. 
(Ekici, Cubukcuoglu, Turrin, and Sariyildiz, 2019) (Shi and Yang, 2013). This section will first explain 
the principles of the PCA method and high-light some of its promising applications. After wards, 
the section will describe the PCA more in-depth according to its three-stepped framework, in 
relation to sun shading design.

Figure 40.  The performative computational architecture framework (Ekici et al., 2019)
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The paper of Ekici et al. (2019) tries to summarize the evolution of the method over the 
period from 1998 to 2018 by reviewing 100 researches involving the PCA method. In order 
to systematically investigate the researches, they needed to be categorized. Therefore, the 
PCA taxonomy can be used (Ekici et al., 2019). The taxonomy consists of four main categories, 
subdivided in sub-categories. The taxonomy and pie chart showing the distribution of categories 
in the 100 researches reviewed by Ekici et al. (2019). are shown in the figures below. It is interesting 
to see that the sustainability category is domination the field of PCA applications.
As the taxonomy categorizes the precedes studies on PCA according to the nature of their 
optimization process goal, it does not give insight which aspects of the building are optimized. 
Ekici et al. (2019) describes these aspects as ‘form-finding parameters’. Figure 43 shows the 
number of papers available within the 100 researches of the review per form-finding parameter. It 
is interesting to see that window-to-wall ratio and shading are the two most dominant parameters. 
This concludes that PCA has a lot of potential for optimizing the shape of the façade openings and 
sun shading systems based on the performance on various sub-categories of the sustainability 
category within the PCA taxonomy.

Figure 42.  Number of available research papers per                                             	
                  form-finding parameter (Ekici et al., 2019)

Figure 41.  Distributions of sub-categories                  	
                  (Ekici et al., 2019)

Figure 43.  The performance driven design workflow (Shi and Yang, 2013)
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Figure 44.  PCA taxonomy (Ekici et al., 2019)

The indication of the potential for sun shading design is confirmed by Eltaweel & Yuehong (2017) 
in their literature review on applications for parametric design for improving daylight availability 
and energy saving. The review contains nine in-depth researches about optimizing sun shading 
devices for visual comfort using the PCA method. An example is given to illustrate a simple 
implementation of the PCA method. The goal in this example is to find the optimal angle for the 
louvers to bring as much indirect light room, which often contributes to an increased level of visual 
comfort for the building occupants. The example is illustrated in the figure below. If this example is 
put into the PCA framework it can be broken down in three steps:

1.	 Form-finding: Geometry for the louvers was made using a parametric script. The main 
parameters for the PCA process is the angle of the louvers. In this example the software 
Grasshopper was used. The advantages of this software will be elaborated in the next 
paragraph.

2.	 Performance evaluation: In this example the performance was the amount of light on the 
ceiling of a fictional room behind the louvers. How this performance is evaluated exactly is not 
of importance for the example, but this paper will elaborate further on this phase in paragraph 
2.3.3

3.	 Optimization: In this case only a single optimizing objective is used; maximize the amount of 
indirect light on the ceiling. In the example is stated ‘generative algorithms’ are used for this 
phase, but no further elaboration is given. This paper will address the optimization phase in 
paragraph 2.3.4

The review concludes the following, stating that PCA methods will be a promising direction for the 
design of sun shading systems for the future:

“The use of parametric design within daylight can improve the performance of buildings’ design, daylighting and 
energy saving in the early stages of design. Link with buildings’ thermal performance simulation and visual comfort 

will be an attractive direction for parametric design in daylighting for future research.” “The use of parametric design 
within daylight can improve the performance of buildings’ design, daylighting and energy saving in the early stages 
of design. Link with buildings’ thermal performance simulation and visual comfort will be an attractive direction for 

parametric design in daylighting for future research.” (Eltaweel & , 2017, p. 1102).
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2.3.2 - The form-finding phase of PCA for sun shading design

The first step of the PCA method is the form-finding phase. Within the framework form-finding is 
defined as:

“The architectural design exploration aiming to satisfy predetermined building performance aspects via 
computational optimisation in order to provide sufficient information to the decision makers.” (Ekici et al., 2019, 

p.358)

This main goal in this phase is to design geometry based on using parametric modelling. When 
used for form finding, like this phase of the PCA method, parametric modelling is the process of 
making a geometrical representation with parameterized components or attributes, meaning they 
are derived from input parameters. (Barrios, 2005). In order to explain parametric modelling, the 
first important concept is the input parameters. A parameter can be defined as following:

“A quantity whose value is selected for the particular circumstances and in relation to which other variable quantities 
may be expressed” (Oxford Dictionary, 2019)

In the context of parametric modelling this quantity is a parameter of a geometrical shape, such 
as a length, width, height, angle or diameter. In other cases the parameters might also be a 
number defining an amount of repetitions or number of iterations. All geometry generated by the 
parametric script is derived from these input parameters using mathematical alterations, often 
made using some kind of scripting or coding. This way the resulting geometry will chase according 
to changes made to the values of the input parameters, being the essence of parametric modelling 
in the form-finding phase of the PCA method.

Figure 45.  PCA shading application diagram (Eltaweel & Yuehong, 2017)
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There are many solutions available for parametric geometry modelling. However, solutions 
offering integration with performance evaluation and optimisation capabilities are limited. In 
addition, a proper 3D user-friendly interface is also important for applying parametric modelling 
in architectural design, even further limiting the scope of appropriate tools (Wortmann, 2018). 
Wortmann (2018) also identifies a selection of three tools for parametric modelling fitting the 
scope. 

The first one is Grasshopper, developed by Rutten (2010). This software package is integrated in 
Rhinoceros 3D, a software package for 3D modelling of geometry gaining in popularity due to 
its relatively prominent ability to work with complex geometry. Grasshopper offers options to 
integrate other plug-ins for the performance evaluation and optimisation phase (Wortmann, 2018).
The second tool is Dynamo. This tool has similar capabilities as Grasshopper, the main difference 
being the host software. Grasshopper is integrated in Rhinoceros, whereas Dynamo is integrated 
within Autodesk Revit. Revit is one of the leading software packages for Building Information 
Modelling (BIM) and is used commonly in commercial architectural practice. Dynamo offers the 
option to use other plug-ins for the other two phases as well, although the number of availably 
plug-ins in more limited compared to Grasshopper (Wortmann, 2018).
The third tool is Design builder. The main benefit of this tool is it offers options for conducting 
all three phases of the PCA process within the same interface and does not rely on external plug-
ins. At the same time this feature also limits the modelling freedom in regard to the form-finding 
phase (Wortmann, 2018).

A review about the use of parametric modelling tools, including 23 researches is made by 
Touloupaki and Theodosiou (2017). The review identified Grasshopper in combination with 
Rhinoceros as the dominating software for the application of architectural design. However, 
Dynamo is gaining in popularity due to its direct integration with BIM software (Touloupaki and 
Theodosiou, 2017). Based on this conclusion, the assumption is made that Grasshopper will be 
used for the practical part of this research as well.

The software of Grasshopper relies on blocks of coding called components. The coding is hidden 
inside the component, only revealing the in- and outputs of the script. Components can be drawn 
onto a canvas to connect the in- and outputs. The main advantages of Grasshopper are its graphic 
interface, making it reasonably easy to use for architect and building technology engineers and 
the fact it’s open source. This means other people can make new components, which can be 
downloaded for free or a small fee.  The developers of Grasshopper state the following about the 
software:

 “For designers who are exploring new shapes using generative algorithms, Grasshopper® is a graphical algorithm 
editor tightly integrated with Rhino’s 3-D modelling tools. Unlike RhinoScript, Grasshopper requires no knowledge of 
programming or scripting, but still allows designers to build form generators from the simple to the awe-inspiring.” 

(Grasshopper3d.com, 2019) 

The figure below shown an example of a Grasshopper script being used to generate a piece of 
geometry. In this case a series of circles which make up the base shape of a vase. The components 
called ‘Length’ ‘V count’ and ‘Width’ represent the input parameters. These values can be altered, 
with altering of the vase shape as a result. The same principle applies to design geometry for sun 
shading, like the example given by Eltaweel and Yuehong (2017) where the input parameter is the 
angle of the louvers .
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2.3.3 - The performance evaluation phase of PCA for sun shading design

The second step of the PCA method is the performance evaluation phase. It is simply defined as 
measuring the performance of geometry on certain objectives. Within the framework performance 
evaluation is important because:

“The predictions and numeric assessments of performance aspects can be integrated into the architectural design 
process in order to investigate how well the design eventually meets the requirements.” (Ekici et al., 2019, p.358)

The performance evaluation gives the designer feedback on design choices in the form of 
measurable performance values. This allow the designers to systematically assess the capability 
of a certain design choice to satisfy various requirements. The performance evaluation is a more 
reliable source of feedback compared to the traditional way of evaluating design alternatives using 
intuition, know-how and judgment. (Hubka and Eder, 1987). In the relation to sun shading design, 
common performance indicators are visual and thermal comfort metrics.

When parametric modelling is used in the form-finding phase of the PCA method for designing 
sun shading it means the concept of the shading needs to be parameterised. The process of 
parametrization can be defined as rationalization and translation of requirements into a parametric 
structure. (Gane and Haymaker, 2010). Important in the process is to identify the input parameters 
and define a logical, hierarchical associations in the sun shading conceptual shape. These 
associations can be translated to mathematical relations defining the shape. These relations can 
be recreated using coding, which is available in components in software packages as Grasshopper. 
By following the process of parameterization a shading concept is transformed into a parametric 
model.   

Setting up a parametric model of the sun shading geometry of chosen concepts will a design task, 
as explained in the introduction of this report. The definition of the inputs of this parametric model 
is dependent on the typology of the chosen sun shading systems. A more in depth analysis of 
different parametric models for sun shading systems is given in section 5 of the review. 

Figure 46.  An example of a Grasshopper script (Mode lab, 2019)
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17.

Params/Input/Number Slider - Drag and drop a Number Slider component onto the
canvas and set the following values:

Name: Width
Lower Limit: 0
Upper Limit: 10

18. Maths/Operators/Multiplication - Drag and drop a Multiplication component onto the
canvas

19. Connect the Graph Mapper and the Width number slider to the A and B inputs of the
Multiplication component

20. Connect the Result (R) output of the Multiplication component to the Radius (R) input of
the Circle CNR component

Use the handles on the Graph Mapper to adjust the profile of the circles.

NOTE: It is important to make sure the start point of the bezier curve on the Graph Mapper is not at zero. By
lifting the start point to a number greater than zero, we produce a flat base for our vase.

The Grasshopper Primer V3.3

181Working with Mesh Geometry
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There are many available tools for evaluating the performance of visual and thermal comfort. 
An overview of some of the common available tools is given by Kirimat et al. (2016) in a review 
of simulation techniques for sun shading performance. The review included 109 researches on 
sun shading simulations conducted in the period between 1996 and 2015. The review concluded 
Energyplus and Radiance to be the two leading tools for the performance analysis phase (see fig. 
48). Other available tools include; DOE-2, IES-VE, TAS, TRNSYS, ESP-r, Lightscape, Designbuilding, 
Fluent, DIVA, Ecotect and IENUS.

These two performance evaluation tools can be integrated in Grasshopper, the software of 
choice for the form-find phase, as explained in the previous paragraph. The connection between 
Grasshopper and Energyplus / Radiance can be made using the plug-ins of Ladybug (LB) and 
Honeybee (HB). Therefore, these tools are assumed to be used in the continuation of this research.

LB & HB allow the designer to analyze and visualize the effects of environmental data packages 
on geometry. This environmental data comes in the form of EPW files, which are freely accessible 
online. The developers state the following about Ladybug and Honeybee:

“Ladybug allows you to import and analyze standard weather data in Grasshopper; draw diagrams like Sun-path, 
wind-rose, radiation-rose, etc; customize the diagrams in several ways; run radiation analysis, shadow studies, and 

view analysis. Honeybee connects Grasshopper3D to validated simulation engines such as Energyplus, Radiance, 
Daysim and OpenStudio for building energy, comfort, daylighting and lighting simulation.” (Food4rhino, 2019)

There are various possibilities for evaluating the performance of geometry based on this weather 
data, like shown in the figure below. Because of the scope of this research, only possibilities 
for evaluating visual and thermal comfort will be discusses in this paragraph. The performance 
evaluation phase in relation to sun shading design can be subdivided in three sub-phases:

1.	 The preparation of the evaluation setup
2.	 The Radiance/energy plus simulation
3.	 The interpretation of the results

The next few paragraphs will discuss each sub-phase 
in depth in relation to the available tools in Ladybug 
& Honeybee

Figure 47.  Possibilities for performance evaluation in 
LB & HB (Food4rhino, 2019)

Figure 48.  Distribution of the tools for performance evaluation 
(Kirimtat et al., 2016)
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The preparation of the evaluation setup

The evaluation set-up to measure the performance of visual comfort is comparable to a physical 
set-up. An example for this is the lighting study conducted by Dubois (2001). He created a test 
room filled with sensors to measure the indoor illuminance. The sensors are placed in a grid like 
shown in the figure below. To measure glare a camera was placed in the room the mimic the 
human eye. All of this was done in a room dressed like a common office and an empty room for 
reference.

Thermal comfort is defined by contributing factors which are equal across the room. Therefore, 
these digital sensors don’t have to be placed in the model, but will be generated by the software 
itself.

The test room can be created using either Grasshopper or Rhino geometry. Afterwards LB & 
HB components are used to apply information to the surfaces making up the digital evaluation 
setup. This is done in the form of materials. These materials include parameters like conductivity, 
reflectivity, g-values for glazing, etc. The software also includes components for setting up an 
analysis grid, similar to the grid of sensors in the research of Dubois (2001).

Figure 49.  Test setup exterior (Dubois, 2001) Figure 50.  Test setup interior (Dubois, 2001)

Test room Reference room

Figure 51.  Placement of illuminance sensors (Dubois, 2001) Figure 52.  Placement of luminance camera 	
                 (Dubois, 2001)
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Figure 53.  Radiance (RAD) material components in HB & LB (by author) Figure 56.  Analysis grid component 	
                  in HB & LB (by author)

Figure 54.  Energy Plus (EP) material components in HB & LB (by author)

Figure 55.  Additional geometry information for thermal simulation components in HB & LB (by author)

Preparation components in LB & HB

Honeybee works with two kind of materials; Radiance (RAD) materials and Energyplus (EP) 
materials. The first one is used for the calculations for visual comfort and the second for thermal 
comfort calculations. Figure 52 shows the material components and their inputs for the RAD 
materials and EP materials. All geometry in the model needs to have a material assigned. For the 
thermal comfort analysis, the test room geometry needs to have some more data assigned. For 
this the components in the image 53 can be used. The test point component of LB & HB is used 
to create an analysis grid of digital measurement instruments with the test room to mimic the 
situation as created by Dubois (2001) in his physical performance evaluation. This component is 
shown in fig. 54
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The Radiance/energy plus simulation

The data of the evaluation setup is fed to the core-components that run the simulations. These 
simulations are based on the formula’s explained in section 1 and 2 of this literature review, various 
other formula’s and ray-tracing algorithms. The relation of LB & HB to the simulation engines is 
shown in figure 55. Simulations for visual comfort are done by Dayism and Radiance, simulations 
for thermal comfort by Openstudio and Energyplus. This figure also indicates the need for an EPW 
file, containing the weather data. These core-components also need some general information 
about the analysis; the analysis period and the analysis type. The analysis period determined the 
period within the year taken into account and the type determined the what quantities need to be 
simulated.

Figure 57.  Relation between HB & LB and the simulation software (Food4rhino, 2019)

Figure 58.  LB & HB components for DF, absolute illuminance and glare simulations (by author)

Radiance/Energy Plus components in LB & HB

The Radiance engine, for daylight calculations requires the analysis type settings in the form of 
recipes. The first one if for daylight factor simulations, the second one for absolute illuminance 
simulations. The last type component is a stand-alone engine and is used for the glare simulations, 
as shown in figure 56. The thermal comfort simulations are done by Energyplus. The options for 
the analysis type are set by using the components in the image 56.
The components  in figure 57 are used to set the analysis period for the various analyses. For visual 
comfort simulations this means picking some specific key moments and for the thermal comfort 
calculations this regards an entire year. 
EPW files contains climate data of various location around the world. All available data within the 
file can be extracted using the component shown in figure 58. These files can be freely accessed at: 
https:// Energyplus.net/weather. 
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Figure 61.  LB & HB components for interpreting		
                 visual comfort (by author)

Figure 62.  LB & HB components for interpreting		
                 thermal comfort (by author)

Figure 59.  LB & HB components thermal comfort simulations (by author) Figure 60.  LB & HB EPW file (by author)

The interpretation of the results

The last step is the interpretation of the results. Where the core-components only measure 
direct quantities by a digital simulation, other components are needed to transform these direct 
quantities to indices addressing visual and thermal comfort, such as the Daylight factor, PMV or 
adaptive comfort method. The components doing this translation rely on various formulas shown 
in section 1 and 2 combined with data directly from the EPW file such as the outside dry bulb 
temperature or the global outdoor illumination.

Interpretation components in LB & HB

The results for the daylight factor and the absolute illuminance values can be read directly 
from the Radiance engine component. The results from the glare analysis can be read from the 
independent glare simulation component. Both components are shown in the figure 59

The results for the thermal comfort simulation can be read from the Energyplus engine 
component. In order to translate the results to PMV or PPD values, the left component in the 
image 60 can be used. The right component is for translating to an adaptive comfort value.
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2.3.4 - The optimization phase of PCA sun shading design

The final phase of the PCA method is the optimization phase. Hubka and Eder (1987) 30 years ago 
already stated that performance evaluation is a very useful form of feedback for designers to make 
design choices. The main goal in the optimization phase is to let the computer make this design 
choices instead. These choices come in the form of altering the input parameters of the form-
finding phase, based on the results of the performance evaluation. Therefore, the optimization 
process requires a conditional statement. In this case the conditional statement would involve the 
level of visual and thermal comfort. This way they search for a better design options within the 
boundaries of the form-finding input parameters. The exact way of searching can be conducted in 
many ways and is always expressed in al algorithm. Multiple researches have shown optimization 
methods based on metaheuristics are the best suited for the PCA method. (Machairas, 
Tsangrassoulis and Axarli, 2014; Evins, 2013; Ciftcioglu, Sariyildiz and Bitterman, 2007). This is 
because they often find near-perfect results in a reasonable time, can handle larger numbers 
of input parameters and avoid local minimums and maximums compared to other searching 
algorithms. (Huang and Niu, 2016; Machairas, Tsangrassoulis and Axarli, 2014; Michalewicz and 
Fogel, 2004). The metaheuristic methods are based on phenomena observed in nature and can 
be divided in evolutionary computation (EC) and swarm intelligence (SI), which are schematically 
shown in image 61 and defined as following:

“Swarm intelligence (SI) and evolutionary computation (EC) are two powerful optimisation methods in metaheuristics. 
SI uses intelligent multi-agent systems inspired by the behaviour of social swarms. Conversely, EC uses procedures 

inspired by the biological evolution of the Darwinian theory” (Ekici et al., 2019, p.356)

Figure 63.  The schematic procedures of the evolutionary computation and swarm intelligence categories 
(Ekici et al., 2019)
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Evolutionary computation 

In evolutionary computation, the algorithm starts with a random combination of input parameters 
values which are encoded in virtual genes. This group forms the initial population and are crossed 
over to form a new generation of input values. Input values with bad results are removed from 
the gene pool, this way each generation will have better performance results. In order to prevent 
local minimums and maximums, a small portion of the population is mutated. This way the process 
results in a final set of values for the input parameters with the optimal performance. Two common 
algorithms within this category are the genetic algorithm (GA) proposed by Holland and Goldberg 
(1989) and the differential evolution (DE), invented by Storn and Price (2019).

Swarm intelligence

This category focuses on finding relation between the input parameters themselves and in relation 
to the performance evaluation. The methods are based on the behaviour of swarms of animals, 
such as bees, ants, birds, are land mammals living in groups. The swarm knows more than the 
individual members, because information about interaction with the environment is being shared. 
This allows for finding better performance within the range of values for the input parameters. Two 
common algorithms within the category are the Particle swarm optimisation (PSO), discovered by 
Eberhart and Kennedy (1995) and the ant colony optimisation (ACO) proposed by Dorigo, Birattari, 
and Stutzle (2006).

The algorithm of choice
Ekici et al. (2019) conclude the Generic algorithm was most commonly used for single objective 
optimization and the NSGA-II method for multi-objective optimizations. The distribution of used 
algorithms and amounts of objectives among the 100 researches reviewed by Ekici et al. (2019) is 
shown in the image below:

Figure 64.  Usage of algorithms and objectivity among 100 researches (Ekici et al., 2019)
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Since this research aims to optimize performance on both visual and thermal comfort it is 
categorized as a multi-objective optimization. The exact number and formulation of the objectives 
is yet to be determined. NSGA-II is a fast multi-objective evolutionary algorithm which is based 
on the non-dominated sorting approach. This specific algorithm has been proven to have a better 
spread of solutions and offers a faster convergence towards a near-perfect performance. (Deb et 
al., 2002)

Since the form-finding and performance evaluation phase are assumed to be conducted within 
the interface of Grasshopper, it can be argued to conduct the optimisation phase within the same 
interface as well, in order to keep the workflow as simple and thus efficient as possible. Because 
of the open-source nature of the plug-in system for Grasshopper, various optimisation plug-
ins have been developed. However, the methodology behind these plug-ins is often concealed, 
limiting customisation. Based on this concealing of the inner workings, these optimisation plug-ins 
can be topologized as block-box plug-ins (Wortmann, 2018). Some of the available options for 
Grasshopper integrated optimisation plug-ins include: GUI: Goat, Octopus, Silvereye, Opossum, 
Nelder-Mead Optimization, and Design Space Exploration. The most promising of these, based on 
its interactive GUI, is Octopuss (Wortmann, 2018).

The standard Octopus interface is shown below. The graph, in figure 63 shows the performance of 
all solutions on the various performance objectives. The objectives are represented by the axes of 
the 3D graph. The other graph in figure 64 shows the convergation towards an optimal solution. 
Octopus is uses the SPEA-2 and HypE algorithms from ETH Zurich by default, but other algorithms 
can be used as well. The developers state the following about Octopus: 

“Octopus was originally made for Multi-Objective Evolutionary Optimization. It allows the search for many goals at 
once, producing a range of optimized trade-off solutions between the extremes of each goal.” (Food4rhino, 2019) 

Figure 65.  Standard Octopus interface - 3D graph 
(Food4rhino, 2019) 

Figure 66.  Standard Octopus interface - convergation graph 
(Food4rhino, 2019) 
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Another tool with potential for optimisation is ModeFRONTIER. This software package is solely 
aimed at the optimisation phase and relies on integration with other software for the other two 
phases. The software does offer option for an integration with a Grasshopper script performing the 
form-finding and performance evaluation phases. As overview of the standard interface is given in 
figure 67. In addition to some of the classical search algorithms elaborated above, ModeFRONTIER 
offers the use a novelty algorithm, developed by the company themselves. This searching 
algorithm is called PilOpt, is Pareto-based and uses surrogate models (Montrone et al. 2014).

The main advantage of ModeFRONTIER compared to other tools such as Octopus is the wide 
variety of result analysis tools, including scatter plots (Pareto frontier), parallel/radial coordinates, 
self-organizing maps and k-clustering. These tools help the designer interpreting the optimisation 
results. The following few paragraphs will briefly discuss all of the incorporated analysis tools 
mentiond before.

Figure 67.  Standard ModeFRONTIER interface - post optimisation analysis (Wortmann, 2018) 
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Scatter plots (Pareto frontier)
Scatter plots are the most common analysis tool for interpreting optimisation results (Wortmann, 
2018). The tool plots all evaluated designs on a 2D of 3D fitness landscape, showing the 
performance of the designs on respectively two or three objectives. Figure 68 shows an example 
of a 2D scatter plot. The yellow solutions are the outer-most solutions on the scatterplot and make 
op the Pareto front. By definition, the performance on once objective cannot be increased without 
decreasing performance on other objectives, for these solutions. The Pareto front helps designers 
to understand the relation between performance on different objectives and provides a set of 
optimal solutions (Radford and Gero 1980).  

Parallel/radial coordinates
The visual presentation of the scatterplot, including the Pareto front, works fine for 2D and 3D 
fitness landscapes, but for higher dimensional optimisations, other visualization methods are 
required. The most common of these is the method of parallel coordinates (Wortmann, 2018). 
This technique is first proposed for the PCA method by Wegman (1990) and is based on plotting 
the performance on various objectives on multiple axes, which can be placed either parallel or 
in a radial system (see fig. 69). Another option of this visualization technique is to include input 
parameters in the same system as the objectives. 

Self-organizing maps
Self-organizing maps are a tool to visualize high-dimensional fitness landscapes as well, proposed 
to use for the PCA process by Harding (2016). The tool is based on neural networks that organize 
higher dimensional data in 2D grids, based on the levels of similarity. A big disadvantage of this 
tool is the distortion of the design space because this mapping is nondeterministic and varying for 
each parameter (Wortmann, 2018). The parallel projection method is often used to visualize the 
groups of the self-organizing maps. 

K-means clustering
The analysis tool of k-means clustering is a method for grouping solutions into groups based on 
unsupervised machine learning, first proposed by MacQueen (1967). This tool serves the same 
purpose as the self-organizing maps, but is more commonly used. Grouping the solutions into 
clusters will help to gain insight in the relation between input parameters and the performance on 
various objectives (Wortmann, 2018).

Figure 68.  Example of scatter plot (Pareto front) analysis		
	      (Wortmann, 2018)

Figure 69.  Example of  parallel/radial coordinates analyses	
	      (Wortmann, 2018)
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2.4 - Fundamentals of sun shading in contemporary high-rise

2.4.1 - The relevance

Trends in contemporary high-rise

Before diving into the relevance of sun shading in contemporary high-rise building, it is of 
importance to define contemporary high-rise. This can be done by watching trends within this field 
of architecture. Some common trends and their consequences for the relevance of sun shading will 
be given in this paragraph.   

The first observed trend to be discussed is about material use for the façade. MacErlean (2018) 
states the following in her article about why sky scrapers remain the top choice for contemporary 
high-rise buildings:

“Glass towers are one of the great symbols of the modern age — and their glazed facades, not to mention the 
technology behind them, are evolving in response to climate change and modern tastes”. (MacErlean, 2018)

The main reasons for this trend are the appeal of power is has to major corporations and the 
maximizing of natural daylight inside the building, which enhances the work environment.  
(MacErlean, 2018). The trend is also observed by Nickelson-Cole (2016) in the article about the 
impact of high-rise buildings with all-glass exteriors  on the evolution of modern cities by stating:

“Glass still predominates as we approach 2020” (Nickelson-Cole, 2016)

Chow et al. (2009) noticed this phenomenon happing to the architecture industry in general 
already 10 year ago by stating:

 “Highly glazed buildings have become a worldwide design trend in modern architecture for whatever climate.”
(Chow et al., 2009, p.212)

Chow et al. (2009)  defines the reason for this trend to be the important role of glazing in 
buildings, as it can enhance the quality of life. Secondary, it also reflects an image of transparency, 
modernity, interaction, freshness and natural brightness, which is in demand by large companies 

MacErlean (2018) also states eight out of 10 of the world’s top high-rise buildings are design with 
glass as the dominant exterior material. If the top ten is interpreted as the ten tallest buildings, 
the list would be as shown in figure 65. A photographic overview of the listed buildings is given 
in figure 66, supporting the statement about the dominance of glass among the world’s top 
skyscraper exteriors.

Figure 70.  The world’s ten tallest building in order of height (CTBUH, 2019)
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Figure 71.  Photographic overview of the world’s ten tallest buildings exteriors (www.google.com)
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The second trend in contemporary high-rise is related to the usage of the building. In figure 5 can 
also be noted that nine out of ten of the world’s tallest buildings have a (partial) office function. 
In fact, when the scope is decreased, CTBUH (2019) shows high-rises with an office function are 
clearly the domination among buildings taller than 200 meters, as shown in figure 7. In total, this 
dataset contains 2542 buildings worldwide, of which 1022 have an office function.

The consequences of all-glass exteriors for high-rise office buildings

These all-glass exteriors have their architectural value, but this facade typology also has 
consequences for the level of visual and thermal comfort, due to the large amount of incoming 
solar radiation. In order to make sure the building does not overheat and occupants do not 
experience glare, is it necessary to apply suitable solutions to limit the incoming solar radiation. 
(Evola et al., 2017). In order to gain insight to what solutions provide visual and thermal comfort to 
an all-glass exterior office building for a case study in Italy, Evola et al. (2017) compared multiple 
sun shading systems and found the following conclusions:  

 “Adoption of suitable shading devices in highly-glazed office buildings is of the uttermost importance, as it allows 
to significantly reduce the energy needs for space cooling and to improve thermal comfort while limiting indoor 

overheating. Moreover, the indoor daylight illuminance keeps suitable levels to allow visual tasks”.
(Evola et al., 2017, p.354)

“The present study suggests that the design of highly glazed office buildings must be tackled through dynamic 
simulations involving both visual and thermal comfort, and must be optimized case by case.” 

(Evola et al., 2017, p.355)

Figure 72.  Building functions of 2542 global 200m+ buildings (CTBUH, 2019)
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Figure 73.  Sun shading requirements (Kuhn, Bühler and Platzer, 2001)

2.4.2 - Technical requirements

Basic sun shading requirements

It has already been made clear two requirements for 
sun shading are providing visual and thermal comfort. 
However, there are more requirements to sun shading. 
Kuhn, Bühler and Platzer (2001) conducted a research 
to evaluate the effectiveness of different sun shading 
systems. The research gives five more additional 
requirements; low costs, high reliability, aesthetics, 
technical requirements and protection. It also sub-
divides the requirements of visual and thermal 
comfort. The entire list of requirements is shown in 
figure 68.

The next few following paragraphs will each describe 
additional requirements based on the scope of this 
research. They will be added to the requirements 
scheme of Kuhn, Bühler and Platzer (2001) in different 
colors in order to distinguish the nature of the various 
requirements. In addition, building standard will be 
consulted to quantify requirements when needed.

Additional requirements for high-rise buildings

Because high-rise buildings are usually substantially taller than their direct context, sun shading 
systems require some additional requirements. This absence of context makes high-rise buildings 
are more vulnerable to wind loads. Rofail and Kwok (1999) researched the effects of shading 
systems on the distribution of wind loads on the facades of high-rise buildings. The study 
compared the effect of three common shading systems with are integrated as exterior façade 
elements, concluding the following:

 “Although the facade elements tend to reduce the side wall pressures, which are the most critical in terms of cladding 
design, they can also significantly increase windward wall pressures.” (Rofail and Kwok, 1999, p.6)

Figure 69 shows a typical wind analysis for a high-rise. As a results of wind hitting the windward 
side of the building, the air at the sides of the building is blown away. This creates an under 
pressure are the sides of the building. Because of this, the wind forces at the side walls of the 
building are pointing outwards. This makes the façade cladding, and thus exterior sun shading 
system, at risk to be pulled off the building. Because shading elements reduce the speed of air flow 
around the building, this outward force at the side walls is reduced when sun shading is applied. 
However, this also results in a build up of air at the windward side, increasing the direct inward 
force of the wind of this façade. (Rofail and Kwok, 1999)
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Figure 74.  Typical wind force analysis on a high-rise building (Google.com, edited by author)

Figure 75.  Photographic overview of facade access strategies (BCA, 2017)

Another common issue for high-rise is cleaning and maintenance for the façade exterior. Because 
these surfaces are hard to reach, systems for accessing the exterior should be integrated in 
high-rise buildings from an early project phase (BCA, 2017). This integration means all parts of 
the façade are relatively easily accessible. Various systems have been proposed and the BCA 
of Singapore (2017) distinguishes six different façade access systems, in descending order of 
feasibility for high-rise. These are; the building maintenance unit (BMU), monorail, temporary 
suspended working platform (TSWP), rope access, ground-based access and ladders & gantries. 
A photographic overview of the different systems is given in figure 70. In essence, façade 
maintenance in high-rise buildings is usually done by lowering workers from the roof using any of 
the systems mentioned above. This means the sun shading systems should be design to allow for 
integration of one of the systems and allow workers using the systems to easily reach the façade, 
thus limiting the use of external sun shading
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Figure 77.  Schematic drawing of maintenance robot 
for high-rise (Rajesh et al. 2019)

Figure 76.  The ventilation principle of a double skin facade (Watts, 2016)

Additional requirements for an all-glass exteriors

The additional requirements for an all-glass exterior are largely based on aesthetic requirements. 
Even though the additional requirement for wind loads and maintenance restrict the application of 
exterior shading, this requirement restricts it even more. External sun shading should be limited as 
much as possible to maintain the all-glass exterior appearance.

Many office buildings with all-glass exteriors rely on the double skin façade principle, because 
this offers a solution to the overheating problem discussed earlier. (Gratia and De Herde, 2007). 
Double skin facades consist of two layers of glass, hence the name double skin. This way the cavity 
in between the panes can be used to ventilate heat to the outside in cooling periods or as a heat 
buffer in heating periods. (Watts, 2016). This principle is illustrated in figure 71.

Over the recent years, there has also been 
a development in using robots for basic 
maintenance such as window cleaning. Systems 
are still in development, but are proposed to be 
cheaper and safer than the traditional systems 
categorized by the BCA of Singapore (2017). 
Rajesh et al. (2019) conducted a study on how 
to optimize maintenance robots on high-rise 
buildings. A schematic drawing of the concept 
is given in figure 72. The sun shading of the 
future requires to adapted to these future 
developments in façade maintenance as well. 
The research concluded the following about the 
system, proving these systems have potential for 
the future:

“This contemporary design of these kinds of cleaners helps to overcome the limitations of the existing technologies 
in façade cleaning system. The rate of cleaning is moderate but the quality of the cleaning is much more superior.” 

(Rajesh et al., 2019, p.6884)



Fundamentals of sun shading in contemporary high-rise 75 

Figure 78.  Solar gain in relation to shading positioning	
	     (Google.com)

Figure 79.  Ventilation air speeds	    	
                  (Grata and De Herde, 2007)

Figure 80.  Optimal position of shading within cavity in relation to cooling loads Grata and De Herde, 2007)

Since exterior sun shading is not feasible due to wind loads, accessibility for maintenance and 
architectural appeal, other positions must be considered. Placing the shading on the interior is 
not feasible because it does not reduce the amount of solar gain by blocking radiation coming in 
the room (Gratia and De Herde, 2007). The principle of solar gain in relation to exterior or interior 
shading is graphically explain in figure 73.

However, like the images of Watt (2016) already suggested, there is a third placement option when 
using a double skin façade. This option involves placing the sun shading in between the two layers 
of glass. Gratia and De Herde (2007) conducted a research on the optimal position for sun shading 
within the cavity of a double skin façade. Three systems where compared; the sun shading placed 
against the windows of the inside skin, placed against the outside skin or in the middle of the 
cavity. The study concluded the following:

“This study has showed the great influence that the position and the colour of the blinds have on the cooling 
consumption in an office building with a double-skin. It also highlights the importance of the opening of the double-

skin.” (Gratia and De Herde, 2007, p.373)

In regard to determining the optimal position, which has proven to be of great influence, the 
results are shown in figure 75. The results show the optimal position of sun shading is in the 
middle of the cavity. This way the ventilation principle of the double skin façade is least obstructed. 
(Gratia and De Herde, 2007). The ventilation inside the double skin façade can be measured in 
terms of air speed. Figure 74 shows the difference in air speed.
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Figure 81.  Visual comfort requirements for office build-
ings (CEN, 2005)

Figure 82.  Thermal comfort requirements for office build-
ings (CEN, 2005)

Figure 83.  Thermal comfort requirements for office buildings (ISO, 2005)

Additional requirements for office buildings

The official requirements on visual and thermal comfort for office buildings varies from country 
to country, but there are some international building codes describing requirements for office 
buildings. National codes are often based on these international versions. 

Visual comfort:
A reliable source for office building visual comfort requirements is the European standard NEN-
EN-12464, about indoor workspace illuminance. The standard gives many requirement tables, 
based on specific work environments. The requirement table for a standard office in shown in 
figure 76. The requirements address the following quantities; minimum maintained illuminance, 
maximum UGR limit, minimum illuminance uniformity and the minimum color rendering index. 
These quantities are explained in section 1 of this literature review. Specific requirements are 
added for activities involving Display Screen Equipment (DSE). These extra requirements state the 
lighting must be appropriate for all tasks performed at the work station, both tasks that do involve 
the display screen and tasks that do not.

Thermal comfort:
A reliable source for office building thermal comfort requirements is the international standard 
NEN-EN-ISO-7730, about the ergonomics of the thermal environment. This standard explains how 
the PMV, PPD and adapted comfort are calculated as described in section 2 of the literature review. 
The requirements for thermal comfort are based on this PMV, PPD and adapted comfort quantities 
and given in NEN-EN-ISO-15251. PMV and PPD are used for building with mechanical cooling 
systems and the adaptive method is used for natural ventilated buildings. The requirements for 
office buildings are divided in performance categories, in order to design a healthy building it 
should meet the requirements for category I. The requirements of the different categories in 
relation to the PMV, PPD are found in figures 77 and 78.
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2.4.3 - Local climate

Figure 84.  Analysis of the tropical climate (Al-Masrani et al., 2018)

The location, with the climate of that location in particular. In locations with a hot climate, solar 
radiation is undesirable the entire year, while in regions with more temperate climates, solar 
radiation is often desirable in winter time, but undesirable in summer time. (O’Brien et al., 2013; 
Al-Obaidi et al., 2016). Therefore, the requirements for sun shading to help increase the levels 
of visual and thermal comfort is very dependent on the location. (Tzempelikos et al., 2007; 
Khoroshiltseva et al., 2016).

In terms of risk for visual and thermal comfort, the tropic climate is very demanding. As a result 
of relatively high levels of solar radiation, overheating and glare can become serious risk in this 
region. (Al-Tamimi & Fadzil, 2011). This means improving the sun shading of high-rise office 
buildings with all-glass exteriors is the most challenging in the tropical climate. Therefore, this will 
be the scope of this research.

In order to gain understanding of the local climate, every research on sun shading design should 
include a climate analysis. Like elaborated in the previous section, Ladybug & Honeybee offer 
tools to conduct these climate analyses based on the climate data in the EPW files. These files 
can be downloaded for many cities/weather stations around the world. As an example, a brief 
climate study on the tropic climate by Al-Masrani et al. (2018) is shown in figure 79. This includes 
a geographic definition of the global tropic climate zone and weather data analyses of three cities 
close to the equator. The analyses include the direct radiation, diffuse radiation and the dry-bulb 
temperature.

3. Research structure and methodology

This study used evidence review to conduct an observational survey
as the main tool for exploring various types and models. A systematic
flow was used to identify patterns and trends through classification and

comparison. The review selected and evaluated different experimental
studies on shading systems based on static and moveable approaches to
assess their potentials, with particular interest in their environmental
performance. The research reviewed over 70 studies on shading devices
from 2005 to 2018 to cover the period of the Green Building Standards

Fig. 3. Environmental analysis of three cities within the tropical region.

S.M. Al-Masrani et al. Solar Energy 170 (2018) 849–872

852
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2.4.4 - The potential for PCA implementation

The previous two paragraphs have described PCA’s potential for sun shading and the challenge to 
ensure thermal and visual comfort in high-rise office buildings with all-glass exteriors in tropical 
climates. Ekici et al. (2019) reviewed one hundred different case studies on PCA. Figure 9 shows the 
biggest percentage of these studies revolve office buildings, but figure 10 shows the amount of 
studies involving high-rise buildings is relatively low.

Figure 85.  Case studies per function (Ekici et al., 2019) Figure 86.  Case studies per  problem scale (Ekici et al., 2019)

The six studies involving high-rise buildings with the review of Ekici et al. (2019) includes the 
studies listed below. All studies do in fact involve high-rise buildings, but when after examining the 
abstracts, none of the studies involved optimizing the sun shading in high-rise for improving the 
visual and thermal comfort. 

“This research proposes a two-stage design optimization approach which is applied to a prototype passively designed 
high-rise residential building under different ventilation modes and thermal load requirements. Machine learning 

methods are employed to develop surrogate models for improving the computation efficiency of the multi-objective 
optimization process.” (Chen, X. and Yang, H., 2017, p.541)

“The paper applies a computer-based method involving evolutionary search, Pareto optimization, and color filtering 
to investigate the tradeoff between the life-cycle profitability of high-rise commercial office buildings and their load-

path safety against progressive collapse under abnormal loading.” (Khajehpour and Grierson, 2003, p. 279)

“This study presents building corner aerodynamic optimization procedure (AOP) to reduce the wind load, by coupling 
an optimization algorithm, large eddy simulation (LES) and an artificial neural network (ANN) based surrogate 

model.” (Elshaer, Bitsuamlak and El Damatty, 2017, p.133)

“This paper seeks to investigate methodology on the seamless integration for constructing a climate-conscious 
building envelope.” (Yi, 2014, p.159)

“This work presents a study of solar potential maximization over a district and its relation with urban shape.” 
(Vermeulen et al., 2015, p.1)

“As a result of following the code, most tall apartment buildings exhibit similar building layouts in which major 
facades face south, thereby sacrificing design diversity, creativity, and identity. To ease the problem, this paper 
proposes an alternative method for optimizing a building’s access to direct sunlight.” (Yi and Kim, 2015, p.236)
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The study of Al-Masrani, S., Al-Obaidi, K., Zalin, N. and Aida Isma, M. (2018) reviewed the 
applications of the PCA process, but whereas the paper of Ekici et al. (2019) reviews the 
applications of PCA in general, focuses this paper on sun shading in particular. The goal of the 
study is to investigate the challenges and future trends of sun shading systems applied to office 
buildings in the tropics. This thesis will to build further on these challenges and future trends to 
design the sun shading of the future. Many of the research reviewed by Al-Masrani et al. (2018) 
include traces of the PCA method, but not the entire iterative loop. The projects all include a 
performance evaluation phase, but many leak the form-finding phase and/or optimization phase. 
This thesis hopes to find ways to implement the entire PCA method to improve the existing sun 
shading systems for high-rise office buildings with all-glass exteriors in tropic climates.

In order to systematize the review, Al-Masrani et al. (2018) introduced a classification system for 
the precedence studies, shown in image 82. The highlighted category in the image below contains 
precedes who also include a parametric form-finding phase, and the paper also mentions the 
software of Ladybug & Honeybee being used to evaluate the performance. According to the 
review paper, it is not clear if the optimization phase was included as well. However, since the 
form-finding phase and performance evaluation phase are used with the Grasshopper interface, 
implementing the optimization phase should be possible. Some of the case studies within the 
review will analyzed more in-depth in the next section, in order to reveal in what extend the PCA 
was correctly used in these case studies. However, based on the bigger picture of the review, 
Al-Masrani et al. (2018) concluded the following about the challenges and future trends for sun 
shading design in high-rise office building in the tropics:

Passive sun shading for high-rise office buildings in tropical climates:
“The majority of shading studies in the tropics adopted fixed shading devices, and most literature has identified egg-

crate devices as the best device to improve daylight and thermal performance.” (Al-Masrani et al., 2018, p.869)

Active sun shading for high-rise office buildings in tropical climates:
“Performance and the applicability of intelligent building systems, this design faces many criticisms due to its 

complexity, cost and high operational energy.” (Al-Masrani et al., 2018, p.869)

Hybrid sun shading for high-rise office buildings in tropical climates:
“The performances of dynamic complex geometries and shape morphing shading systems have not yet been explored 
in the tropics. Consequently, studies must urgently assess the performance of more adaptive geometries in addition to 
biomimetic approaches represented by hybrid shading systems in a tropical climate.” (Al-Masrani et al., 2018, p.869)

Figure 87.  The three categories of sun shading systems (Al-Masrani et al., 2018)
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2.5 - State of the art: PCA use in sun shading design

2.5.1 - Case studies

In order to get an overview of the state of the art on the usage of the PCA method in sun shading 
design, the literature review of Ekici et al. (2019) can be used. This source offers an overview of 100 
researches conducted in the field of the PCA method. A selection has been made based on the 
cross-referencing of the form-finding parameter ‘shading’, the performance objectives ‘daylight’ 
and ‘solar radiation’ and the topic ‘building skin’. This resulted in a selection of 6 researches as 
shown in figure 88. The list is ordered chronologically, so in order to asses the progress of the state 
of the art over the last decade, the oldest and most recent research have been selected for a more 
in-depth case study review. The two selected reviews are the ones by Turin et al. (2011) and Yang 
et al. (2018)

Table 1
Overview o�orm-finding parameters, performance objectives and topic for each reviewed paper.

B. Ekici et al. Building and Environment 147 (2019) 356–371

362Figure 88.  Selection of research within the review of Ekici et al. (2019) based on 
cross-referencing (Ekici et al., 2019, edited by author)
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Turin et al. (2011)

The case study discussed in this research is about a sun shading design for a large roof structure 
and is located in Milan, Italy. The structure has a square footprint spanning 50 meters in both 
directions and is supported by four tree-like column systems. The structure itself is double curved 
and based on a tessellation grid. The sun shading elements are triangular shaped roof peaks and 
can vary in inclination (see fig. 89). The inputs for the PCA process involve parameters for the 
following:

-	 The overall shape of the roof
-	 Density of the tessellation
-	 Local inclinations of the cladding panels
-	 Length of the shading extensions

Since Milan is located in a temperate climate, desirable performance varies through the seasons. 
In summertime it is feasible to reduce solar gain and promote cooling effects, such as the stack 
effect by opening up the roof peaks. While in wintertime it is feasible to increase solar gains 
and close the roof peaks to avoid heat loss. However, visual conditions need to be appropriate 
throughout the year. The goal of the study is to asses the summer in winter situation in parallel, in 
order to compare the final results. This is intended to substance the choice for either developing 
a fixed solution which is a compromise of both final results or developing a mechanical shading 
system which can adapt to the annual solar cycle. In total, three simulations were run; an annual 
simulation, one for just the month of June (summer) and one for just the month of December 
(winter). The objectives used for these simulations were as following:

Annual & Summer:
-	 Minimize the incident solar radiation
-	 Maximize the daylight factor

Winter:
-	 Maximize the incident solar radiation
-	 Maximize the daylight factor

The case could have used a bi-objective optimisation process, but instead it was chosen to 
combine both objectives into a single objective as following:

Annual & summer: 	 Minimize ratio between incident solar radiation and daylight factor
Winter analysis: 	 Maximize sum of incident solar radiation and daylight factor

The case study uses ParaGen, running on a network of computers, for the optimisation process. 
This software uses it’s own Generative Algorithm (GA). Since the case study involves a single-
objective optimisation, there is only one optimal solution. 
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Yang et al. (2018)

The case study discussed in this research is about the design of a sports stadium, with the 
roof structure in particular. The roof features a number of steps in which openings for natural 
daylight are integrated. The perimeter of the roof serves as a natural daylight inlet as well. All 
daylight openings are suited with an exterior shading overhang (see fig. 90). All parameters used 
to generate this geometry are listed in figure 91. Other types of inputs include the occupancy 
schedule (see fig. 92), a weather file for the city of Wuhan which is derived from Chinese Standard 
Weather Data (CSWD) and a list of material parameters (see fig. 91).

Figure 89.  The case study of Turrin et al. (2011)

Figure 90.  The concept of  the case study of Yang et al. (2018)
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performance constraints in parametric or simulation models. And, the
fulfilment of the qualitative criteria (e.g. culture, beauty, emotions,
etc.) often involves the integration of subjective human preferences.

To ensure the basic function of indoor sports buildings, some im-
portant quantitative criteria regarding the grandstand design and
playing area need to be fulfilled in this case. For the grandstand design,

C-value is a crucial criterion to ensure the view quality of spectators.
Assisted by the parametric grandstand design tool [68], a C-value of
60mm is set as an input to generate various variations of grandstands in
this case. Thus, this criterion is always fulfilled during the generation
process. And, the number of seats (i.e. the capacity) of the grandstand is
calculated by the tool as one of the important performance feedback.

Table 1
Initial design variables and domains (Type I, II and III variables are marked by dark, medium and light gray respectively).

Variable
family

Variable full name Variable short
name

Data
type

Lower bound Upper bound Intervals Benchmark

Grandstand Seat row
number

Number of maximum seat rows (of the
upper tier)

SeatRows Int. 15 (19) 20 (24) 1 11

Building
envelope

Roof step
number

Number of roof steps RoofSteps Int. 2 5 1 2

Roof height Height of the highest ridge (m) TopHeight Float 25.00 (27.00) 30.00 (32.00) 0.01 26.00

Height of the lowest ridge (m) BottomHeight Float 15.00 (17.00) 20.00 (22.00) 0.01 24.00

Ridge
division

Portion of the ridge of sub-roof 1 R1 Float 0.20 0.90 0.01 0.9

Portion of the ridge of sub-roof 2 R2 Float 0.20 0.90 0.01 0.2

Portion of the ridge of sub-roof 3 R3 Float 0.20 0.90 0.01 –

Portion of the ridge of sub-roof 4 R4 Float 0.20 0.90 0.01 –

Portion of the ridge of sub-roof 5 R5 Float 0.20 0.90 0.01 –

Front row
division

Portion of the front row under sub-roof 1 F1 Float 0.20 0.90 0.01 0.9

Portion of the front row under sub-roof 2 F2 Float 0.20 0.90 0.01 0.2

Portion of the front row under sub-roof 3 F3 Float 0.20 0.90 0.01 –

Portion of the front row under sub-roof 4 F4 Float 0.20 0.90 0.01 –

Portion of the front row under sub-roof 5 F5 Float 0.20 0.90 0.01 –

External
shading

Shading
dimension

Overhang depth in X axis (m) OverhangX Float 0.10 3.00 0.01 3.80

Overhang depth in Y axis (m) OverhangY Float 0.10 3.00 0.01 2.20

Roof
structure

Span
partition

Centre Span (m) CentreSpan Float 0.50 5.00 0.01 4.20

Middle Span Partition (fraction) MiddleSpan Float 0.10 0.90 0.01 0.50

Side Span (m) SideSpan Float 0.50 5.00 0.01 4.20

Beam
vertical
distance

Beam vertical distance for sub-roof 1 (m) BVD1 Float 2.00 7.00 (6.00) 0.01 4.60

Beam vertical distance for sub-roof 2 (m) BVD2 Float 2.00 7.00 (6.00) 0.01 2.00

Beam vertical distance for sub-roof 3 (m) BVD3 Float 2.00 7.00 (6.00) 0.01 –

Beam vertical distance for sub-roof 4 (m) BVD4 Float 2.00 7.00 (6.00) 0.01 –

Beam vertical distance for sub-roof 5 (m) BVD5 Float 2.00 7.00 (6.00) 0.01 –

Repeated
unit number

Repeated unit number for sub-roof 1 RUN1 Int. 1 5 1 5

Repeated unit number for sub-roof 2 RUN2 Int. 1 5 1 1

Repeated unit number for sub-roof 3 RUN3 Int. 1 5 1 –

Repeated unit number for sub-roof 4 RUN4 Int. 1 5 1 –

Repeated unit number for sub-roof 5 RUN5 Int. 1 5 1 –

D. Yang et al. Automation in Construction 92 (2018) 242–269

251
Figure 91.  The geometrical and material related input parameters of the case study of Yang et al. (2018)
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The main goal of the case study is to reduce operational energy as much as possible while 
improving or maintaining daylight and thermal comfort. In order to do so, annual hourly daylight 
simulations were conducted using Daysim and annual energy simulations using Energyplus. 
Both simulations were done via Ladybug and Honeybee, the plug-ins within Grasshopper for 
connecting geometry and input parameters to the simulation software. The objectives of the case 
study are shown in figure 93 and include three comfort metric related objectives; the modified 
UDI (maximize), modified uniformity ratio (maximize) and the Energy use Intensity (minimize). 
The modified version refers to the original UDI metric, but instead of using a threshold of 50% of 
the annual occupation hours, this threshold can be set to any value. In the case of this research 
UDI-mod60 and UDI-mode65 are used, meaning a floor area receiving respectively 60% and 65% 
of annual occupation hours with illuminance levels in between 100 and 2000 lux is regarded as 
successful. The modified Uniformity ratio is used in this case because the uniformity of light is 
important for several sports played in the building. The modification refers to requirements specific 
to the building and are therefore beyond the scope of this research. The Energy Use Intensity is a 
common metric to measure the total annual energy consumption per square meter of floor area. It 
is the sum of energy loads for heating, cooling and lighting. 

The energy load due to artificial lighting is calculated using a stepped workflow. The Daysim 
annual illuminance simulation is conducted first. Based on the illuminance values and the 
occupancy schedule, a schedule for the artificial lighting is generated. In combination with 
an energy usage for the armatures per square meters, this lighting schedule is then used by 
Energyplus to calculate the annual lighting load. This stepped workflow is used, because the 
illuminance simulations of Daysim tend to be significantly more accurate than those of Energyplus.

In addition to the three climate related objectives, there is one climate related constrain related 
to the operative temperature. This temperature may not fall below values described in standards. 
The case does involve one more objective; minimizing the total construction mass, but since this is 
of structural nature it is beyond the scope of this research. However, since this case study involves 
four objectives it can be regarded as a multi-objective optimisation.

Figure 92.  Occupancy of the case study of Yang et al. (2018) (mon-sat = left, sun = right)

Figure 93.  Objectives of Yang et al. (2018) 
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The case used the software of ModeFRONTIER for the optimisation phase (see fig. 94). The 
Grasshopper definition, also including the connections to Daysim and Energyplus via Ladybug and 
Honeybee, is loaded in the custom Mynode component forming the heart of the ModeFRONTIER 
workflow. The workflow starts with a DOE of 500 designs, generated by the Uniform Latin 
Hypercube (ULH) method. The process was not given a limitation to the total amount of 
evaluations, but instead was left running for approximately 51 hours on a 6-core/12-thread CPU 
computer. Right away, 87.6% of the original ULH generation was discarded due to violation of one 
or more constrains in the process. This called for a reassessment of input variables boundaries, 
which is proven to be an important step in the optimisation workflow. Afterwards a second 
set of DOE designs was generated using the same methodology. A useful tool for making this 
reassessment of input boundaries is the correlation diagram (see fig. 95). This enables the designer 
to gain insight in the effects of various input parameters in relation to the objectives. This showed 
objective variables from different disciplines are barely correlating. After completing the final 
ModeFRONTIER iteration, solutions are clustered using hierarchical clustering. This is helped to 
assess the relation between input parameters and the four objectives. In the case this is done for 
the input parameter of the amount of roof steps, because results showed this parameter was of 
great influence on the objectives (see fig. 96). 

The full set of optimised solutions of the multi-objective optimisation can be visualized in 
the Pareto front. For visualisation purposes, the research used the objective for the modified 
uniformity ratio as a constrain instead. This results in a 3D Pareto front, showing the performance 
on the objectives of the modified UDI (maximize), Energy use Intensity (minimize) and mass 
(minimize). The result overview shows the total of 65 Pareto front solutions (see fig. 97). 
After completing this first iteration of the optimisation workflow, the research continues by 
repeating the optimisation several more times by zooming in on the promising clusters. This is 
done by reducing the boundaries for a portion of the input parameters, based on the Pareto 
front solutions and the cluster analyses. In this case the parameter for the amount of roof steps is 
reduced to a boundary between 2 and 3, before restarting the process. The research uses these 
multiple iterations to reduce the number of designs in the final Pareto front, and thus finding the 
desired solution by implementing the PCA process to its full extend.

Figure 94.  ModeFRONTIER workflow of the case study of Yang et al. (2018) 
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Figure 97.  Pareto front solutions of the first optimisation iteration of the case study of Yang et al. (2018) 

Figure 95.  Correlation graph of Yang et al. (2018) Figure 96.  Cluster analysis of Yang et al. (2018) 
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2.5.2 - Typology analysis

Based on the six selected researches of the previous paragraph, the implementation of the PCA 
process for sun shading design can be categorized according to typology (see fig. 98). This 
paragraph will continue by elaborating on each of the defined typologies.

The number of objectives
First of all, the typology of the number of objectives. There are three categories; single-objective, 
multi-objective and many-objective. This typology refers to the number of objectives included in 
the optimisation phase of the PCA process. A single-objective optimisation is a process with just 
a single objective and will result in a single solution which can be considered best. The first case 
study fits this typology. 

A multi-objective optimisation includes between two and four objectives. Optimal solutions 
for this category can be found in de Pareto frontier. An optimal solution can be defined by the 
property that no increase in performance on one objective can be achieved without decreasing 
the performance on other objectives. In the case of two objectives this is a 2D line spanning across 
the outer most solutions of the result splatter graph. For cases with three objectives the Pareto 
front can be visualized as a 3D surface spanning across the edge of a solution cloud. In the case of 
four objectives, additional techniques such as colors or animation are required to visual the Pareto 
frontier. The second case study fits this typology, as well as most of the PCA processes within the 
review of Ekici et al. (2019).

The last category, the many-objective optimisation, includes more than four objectives. 
Theoretically the optimal solution can also be found on the Pareto front, but visualizing and 
interpreting these results is complicated. This type of optimisation is far less often used in the PCA 
process and therefore beyond the scope of this research.

Typologies of 
the PCA process 
for sun shading 

design

Number of 
objectives

Type of 
test-setup

Type of tool 
combination

Type of 
geometry 

1. Single-objective
2. Multi-objective
3. Many-objective

1. Shading only
2. Entire building envelope
3. Fully integrated

1. Single room
2. Single section/floor
3. Entire building
4. Urban scale

1. Direct physical quatities
2. Comfort metrics
3. Energy useage

1. All integrated
2. Plug-in depending
3. Model depending

Type of
objectives

Figure 98.  PCA process for sun shading design typologies (by author)
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The type of objectives
When the PCA process is described in relation to sun shading design, the state-of-the-art overview 
concluded on three different types of objectives. It can be argued the order of these categories 
corresponds to an increasing level of simulation complexity. 

The first category involves direct physical quantities, such as the amount of incident radiation and 
the daylight factor used in the first case study. The values representing this type of objective can 
be calculated using only the core ray-tracing and thermal dynamic simulations of the Radiance and 
Energyplus engines.
 
The second category are the objectives based on comfort metrics. Comfort metrics are intended 
to rate the level of visual or thermal comfort like explained in the first two chapters of this 
report. These comfort metrics are commonly based on multiple of the previously mentioned 
direct physical quantities, and therefore involve an increased level of complexity. The physical 
quantities calculated by the software engines serve as the input for comfort metric interpretation 
components. 

The third category involves objectives based on energy usage. This is calculated by supplying 
setpoints for the heating and cooling installations to kick in. By combining this with some other 
HVAC system related parameters, the software is able to calculate the annual amount of energy 
use.

Test set-up
Another typology in which the PCA process for sun shading design can be categorised is the 
type of set-up. The test set-up refers to the arrangement of virtual test points and the geometry. 
The definition of the test set-up is of heavy influence on the total calculation time. Based on the 
researched case studies, four categories can be defined. In essence these four categories describe 
different levels of scale. 

First of all, the single room. In this category the test set-up is kept as small as possible. This 
typology is often used buildings with a repetitive design of individual rooms, such as schools, close 
floor offices or hospitals. 

One scale bigger is categorized as the building section or floor. This is often used for building 
without room repetition, but relatively separate sections. A section can refer to a wing of a building 
and a floor can refer to a floor in an open office interior design.

The third category is the entire building. This type of set-up is often used when a building has 
relatively low amount of room repetition. Other applications are the massing phase of the 
architectural design process in order to evaluate the performance of the envelope shape, or the 
performance check of a near definitive design at the final phase of the project.

Last of all, the urban scale. This is less relatable for sun shading in the traditional sense, but used to 
asses the shading effect of buildings on their surroundings, or vice versa.
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The used tool set
Although the choice of software is not necessarily important, the capabilities should match the 
goal of the PCA process. This results in another typology for the PCA process in relation to shading 
design; the choice of software. However, since the software is merely a tool in the PCA process and 
software will always be evolving, the definition of these categories may change over time and even 
new categories might emerge. In general, there are now three main categories of software choices 
available.

The first category is the all integrated software package. This refers to software which is able to 
conduct all three phases of the PCA process within the same interface. One of the examples for 
this category in relation to sun shading design is Design builder. 

Secondly, the category of plug-in dependent software packages. The two most commonly used 
for architectural design are Grasshopper (in combination with Rhino) and Dynamo (in combination 
with Revit). These software packages offer capabilities for the form-finding phase, but relay on 
other plug-ins to conduct the performance evaluation and optimisation phase. Most common 
plug-ins for the performance evaluation phase are Ladybug and Honeybee, the perform the 
simulations using the engines of Radiance, Daysim, Energyplus and Open studio. The most 
promising plug-in for the optimisation phase is Octopuss. (Wortmann, 2018) 

The last category is the model dependent software packages. This category involves software 
aimed at the optimisation phase and integrating with other software to conduct the form-finding 
and performance evaluation phase. The big advantage of software in this category is the extended 
range of options for analysing the optimisation results. One of the software packages in this 
category is ModeFRONTIER, offering integration with many other packages.

Type of geometry
Lastly, the typology of the geometry that is affected by the input parameters in the PCA process. 
Within this typology, three categories can be defined. The first one refers to a workflow only 
parameterizing the shading itself. This is common for projects where many other design decisions 
are already taken. In projects where the sun shading is a more integrated part of the design 
process, the input parameters can control parts of the envelope itself as well. This is referred to 
as the second category; a form-finding set-up including the entire façade. In other cases, the 
PCA process is used for the complete design process and integrated with other performance 
simulations and objectives as well. While there are many others, common additional sets of 
simulations and objectives include the structural performance and architectural performance, such 
as the number of seats in stadium. This last category is referred to as fully integrated.
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2.6 - State of the art: Sun shading in high-rise

2.6.1 - Case studies

In order to get an overview of the state of the art of currently available sun shading systems 
for high-rise buildings, the review by Al-Masrani et al. (2018) will be used to generate to list of 
researches involving shading designs that fit the scope of this research. The goal of the review 
is to identify challenges and future trends for optimised solar shading designs for tropical office 
buildings. However, some of the researches involve non-tropic climates and/or other building 
usage types. In order to select the case studies relevant to this research, the following filters are 
used:

1.	 The location of the case study has to be close to one of the three proposed climate regions of 
this research, which are Singapore, Abu Dhabi and Brisbane. 

2.	 The building usage type has to be ‘office’
3.	 The factors must include either ‘daylight’, ‘thermal’ or ‘energy’
4.	 The approach must include a simulation. This filter is set to make sure the sun shading design 

methodology can be integrated in the PCA process

Figure 99 to 102 show the complete selection meeting the criteria of the filters state above. The 
category of fixed shading design contains 8/29 researches meeting the filter criteria, the manually 
adjustable category 0/7, the kinetic dynamic category 4/17 and the hybrid category 5/20. This 
results in total list of 17/73 researches fitting the criteria. From each of the three categories 
containing researches that passed the filter, one case study will be selected for a more in depth 
analysis

Figure 99.  Selection of researches meeting the criteria of the fixed shading category
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Figure 100.  Selection of researches meeting the criteria of the manually adjustable category

Figure 101.  Selection of researches meeting the criteria of the kinetic dynamic category

Figure 102.  Selection of researches meeting the criteria of the hybrid category
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Lau et al. (2016)

The first case study selected for an in-depth analysis is the research by Lau et al. (2016), about the 
potential of shading devices and glazing configurations on cooling and energy savings for high-
rise office buildings in the climate of Malaysia. This study is selected because it addresses the 
observed trend of the all-glass exterior for office buildings and the challenges involved in realizing 
this in the tropical climate. As an example, the climate of Malaysia is analysed, showing relative 
high levels of annual solar radiation and a minimal fluctuation in average outdoor temperatures 
over the seasons (see fig 103.).  

Because of these minimal fluctuations and based on other studies (Offiong and Ukpoho, 2004) the 
research states external shading is the best choice for the tropic climate. Integration of this exterior 
shading with an all-glass façade remains an architectural challenge. In this study, the performance 
of three common types of sun shading are compared; horizontal overhangs, vertical fins and a 
combination of the two; the egg-crate sun shading system. The performance was compared for all 
four of the cardinal wind directions. To test this performance, a high-rise office building located 
at Jalan Munshi Abdullah, Kuala Lumpur was selected (see fig. 104). One of the main reasons for 
selecting this building is its window to wall ratio of 1. This means the façade is fully glazed, which 
is in line with the global trend of high-rise office buildings. The building contains a 4-story high 
lobby, with 41 floors of occupied office space above. The floor to floor height 4 meters and the 
square area of the rectangle footprint is 72,000 m². The design is based on an open floor office 
space on the perimeter of the building and a core with utilities in the center.
The study concludes by defining the egg-crate system as the shading system with the best 
performance. This conclusion is found in many other studies within the fixed sun shading category 
of the review of Al-Masrani (2018), as it is also included in the final conclusion of the literature 
review itself. 

Figure 103.  Climate analysis of Malaysia in the study of Lau et al. (2016)
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Sabry et al. (2015)

The category of kinetic shading devices in the review of Al-Masrani (2018) refers to shading 
systems relying on complex mechanical systems to change the configuration of the shading 
elements. The research of Sabry et al. (2015) is about a building in Egypt with a kinetic solar 
shading consisting of two layers. The glazing behind the exterior shading system spans the 
entire façade. The inner layer consists of dynamic horizontal louvres, while the exterior layer is a 
dynamic skin based on folding triangles. The geometrical configuration of this skin is derived from 
three main variables; the depth of the horizontal louvres and the unit radius and rotation angle 
for the dynamic skin (see fig. 106). This dynamic skin is similar to the sun shading of the Al-Bahr 
towers (see fig. 107). In the case of this building, the dynamic skin is grouped in sections with are 
controlled by an automated computer system. (Attia, 2017).

Figure 104.  Case study building in the study of Lau et al. (2016)

Figure 105.  Results of the study of Lau et al. (2016)
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Figure 106.  Shading set-up in the study of Sabry et al. (2015)

Figure 107.  Al Bahr Towers, United Arab Emirates (google.com)
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Figure 108.  Results of the study of Sabry et al. (2015)

In the research of Sabry et al. (2015), the goal is to improve the natural daylight quality. This is 
done by evaluating the performance on two different visual comfort metrics; the spatial daylight 
autonomy (sDA 300/50%) and the annual sunlight exposure (ASE 1000/250). The sDA describes the 
sufficiency of daylight illuminance levels within a space, and is defined as the ratio of space area 
which achieves a daylight level above 300 lux for at least 50% of the annual occupation hours. The 
ASE describes the expected annual hours of visual comfort due to glare and is defined as a ratio of 
floor area where the direct illumination level is over 1000 lux for more than 250 hours of the total 
occupation hours.

In order to evaluate this performance, a Grasshopper model was set-up to generate the geometry. 
Diva was used to conduct the simulations of a single-room test set-up. Using this methodology, 
320 different designs where tested. This methodology seems similar to the PCA process, however, 
there was no search algorithm involved in this case study. When projected on the PCA process this 
would be an optimisation phase with only one generation.
The study concludes by giving the optimal configuration of input parameters for the shading 
concept in relation to the two objectives of the sDA (300/50%) and the ASE (1000/250) (see fig. 
108):

“The research reached to the optimum of skin configurations which achieves the maximum levels of day light 
performance in office space and it is skin unit radius is (0.6m.), main shading devices depth (1.05m.), secondary 

shading devices depth (0.75m.) it is a constant value during simulation process, and (70°) to skin unit rotation angle, 
the skin reached to (100% SDA) and (3% ASE).” (Sabry et al. (2015)
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Pesenti et al. (2015)

The final case study involves a research of the hybrid category. Hybrid shading systems are based 
on the deformation capability of smart materials producing spatial movements. This process 
requires only a small amount of energy to be initiated and controlled. (Al-Obaidi et al., 2017). The 
main benefit of using the properties of the smart materials is eliminating the change of mechanical 
failure, which has proven to be a common issue for kinetic shading systems (Pesenti et al., 2015). 
According to Al-Masrani (2018), studies revolving hybrid shading systems are rarely conducted in 
the tropics, a need to be addressed in further studies. 
The research selected from this category of shading systems is the one by Pesenti et al. (2015), 
because it aims to optimise the shading system by using visual and thermal comfort simulations, 
which is very similar to the goal of this thesis. The shape morphing of the geometry in the case 
study relies on Shape Memory Alloys (SMA), which are electrically activated. Previous research has 
set some boundaries for designing with SMA regarding deformation and materialization (Peraza-
Hernandez et al., 2014). The same study also proposed origami based patterns to be promising 
design directions for hybrid sun shading systems, on which the research of Pesenti et al. (2015) 
continues. 
For the case study, an origami pattern was designed, but because of the complex dynamic 
3D geometry, preliminary simulations indicated some challenges. In order to overcome these 
challenges, the origami-based geometry was simplified to two sets of faces (see fig. 109). The 
effect of the origami structure opening up and closing down is mimicked by varying the opacity 
of these two sets of faces. Based on this methodology, a total of 27 design alternatives were 
generated (see fig. 110). These design alternatives resemble various contractive states of the actual 
3D origami geometry

Figure 109.  Simplification diagram of the study of Pesenti et al. (2015)

Figure 110.  Design alternatives of the study of Pesenti et al. (2015)
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The design alternatives were tested using a single room set-up of 3 by 5 meters, including a south 
faced window with a wall to wall ratio of 60%. This does not respond to the global trend of the all 
glass façade, but since this shading system is relatively modular, it can easily be continued along 
an all-glass façade. The location for the case study is Milan, Italy. This is not within a tropic climate 
region, but like already stated before, studies involving hybrid systems in the tropics have rarely 
been conducted (Al-Masrani, 2018). 
The form-finding phase for this case study is conducted using Grasshopper, in combination with 
the plug-in of Ladybug and Honeybee. To asses the visual comfort, the integration of Radiance 
and Daysim were utilized, while for the thermal comfort, the integration with Energyplus was used. 
The performance indicators used for this case study are directly related to visual and thermal 
comfort metrics. To asses the daylight performance, the Useful Daylight Index (UDI), Daylight 
autonomy (DA) and Daylight Glare Probability Index (DGP) are used. For thermal comfort, the total 
amount of energy (TE) for heating, cooling and lighting is used. The results for each of the four 
metrics is given for all 27 design alternatives are shown in figure 111.
The case study concludes with selecting the best performance alternatives and translating them 
back to various contractions of the actual SMA and origami-based hybrid shading system. It also 
states the used methodology of assessing the performance was suited for these adaptive facades, 
but further research should include a more detailed model of the actual 3D origami geometry.

Figure 111.  Results of the study of Pesenti et al. (2015)



State of the art: Sun shading in high-rise 101 

The review of Al-Masrani (2018) used for selecting the case studies of the previous paragraph, 
includes a categorisation on typology of all researches included in the review (see fig. 112). The 
main categories are passive, active and hybrid. The passive category contains both the fixed system 
and the manually adjustable system categories discussed in the previous paragraph. The active 
category refers to the kinetic systems, whereas the hybrid category to the biomimetic systems 
based on smart material shape morphing. Each of the categories can be further subdivided 
individually. For the passive category this is based on the design methodology; conventional, 
stochastic or parametric. For the active category this based on the control type and the kinetic 
complexity. For the hybrid category this is done based on the control type and deformation 
agencies. This categorisation on typology can be used for many other shading designs for high-
rise buildings as well. 
It is remarkable that many of the researches include parts of the PCA process, although mostly the 
form-finding and performance evaluation phase. The optimisation phase is yet to be integrated to 
complete the entire PCA process. In addition, Al-Masrani (2018) drew the following conclusions for 
the three main categories:

Passive sun shading for high-rise office buildings in tropical climates:
“The majority of shading studies in the tropics adopted fixed shading devices, and most literature has identified egg-

crate devices as the best device to improve daylight and thermal performance.” (Al-Masrani et al., 2018, p.869)

Active sun shading for high-rise office buildings in tropical climates:
“Performance and the applicability of intelligent building systems, this design faces many criticisms due to its 

complexity, cost and high operational energy.” (Al-Masrani et al., 2018, p.869)

Hybrid sun shading for high-rise office buildings in tropical climates:
“The performances of dynamic complex geometries and shape morphing shading systems have not yet been explored 
in the tropics. Consequently, studies must urgently assess the performance of more adaptive geometries in addition to 
biomimetic approaches represented by hybrid shading systems in a tropical climate.” (Al-Masrani et al., 2018, p.869)

2.6.2 - Typology analysis

Figure 112.  Sun shading typology categorization (Al-Masrani, 2018)
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However, the system of Al-Masrani is not the only way to categorize sun shading systems based 
on typology. Another more traditional and simple method is to categorize the systems based on 
the placement. There are three categories; exterior, interior and integrated within a double-glazed 
window or double skin façade (see fig. 114). With the placement of the shading in mind, Raji (2018) 
has made a typology categorization for common systems applied in high-rise buildings (see fig. 
115). The typology overview is completed with pro’s and con’s referring to the requirements for 
sun shading systems in high-rise buildings stated in paragraph 2.3.2.

Figure 113.  An overview of sun shading strategies for high-rise office buildings (Raji, 2018)

Figure 114.  Categorization of shading system typology based on placement (Google.com)

 318 Sustainable High-rises

SHADING STRATEGY Benefits and drawbacks

Manually operated or 
motorized venetian 
blinds inside the 
building

n Contribute effectively for glare control

n Lower installation and maintenance costs

n Ineffective at reducing the cooling loads

n Limit the access to outside views when they cover 
the entire window

Motorized blinds 
integrated in the 
intermediate space of a 
double-skin façade

n The outer skin of the double-skin façade provides 
an effective shield for blinds against rain, dust and 
wind; hence result in less maintenance

n More effective than indoor blinds at limiting the 
amount of heat radiated into the interior space

n The most viable option when the incorporation of 
exterior shading devices might cost a lot or is not safe

n It may cause overheating if there is no proper ven-
tilation within the two layers of the building façade 
so they are less efficient than the external shadings 
for reducing the cooling load

n Limit the access to outside views when they cover 
the entire window

Motorized venetian 
blinds on the external 
façade

n Blades can be set at different angles so that a very 
effective strategy for blocking low sun from entering 
east- or west-facing windows

n Can only be operated at wind speeds of lower than 
10-15 m/s

n Prone to damage by rain, dust and wind

n Less viable solution for tall buildings due to im-
pended cleaning access and wind noise

n Limit the access to outside views when they cover 
the entire window

Fixed louvers n Very effective at blocking low sun from entering 
east- or west-facing windows

n For heating-dominant climates in which passive 
heat gains are highly desired, louvers can increase 
the heating demand of the building in the winter; 
hence their application should be avoided on the 
south-facing windows (in the Northern Hemi-
sphere) and on the north-facing windows (in the 
Southern Hemisphere)
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 319  Proposed model of high-rise building

SHADING STRATEGY Benefits and drawbacks

Overhang (fixed) n Very effective at shading high sun angles in the 
summer, in particular for windows facing towards: 
– South on the Northern Hemisphere 
– South and north on the equator 
– North on the Southern Hemisphere

n Ineffective at blocking low sun angles (not suitable 
for east- and west-facing windows)

n They are not an economical and aesthetically pleas-
ing solution for high-rise buildings

Side fins (fixed) n Effective for blocking sun from a south-easterly or 
south-westerly direction

n It can limit a panoramic view

Smart glass (electro-
chromic glazing)

n Allows for uninterrupted views

n In their darken state, the increased heating (winter) 
and electric lighting loads might offset the cooling 
effect

n Not as effective as external shading devices to keep 
the solar radiation/heat from entering the building, 
especially in tropical climates with high amount of 
solar radiation

Façade-mounted solar 
PV

n Facades (and roof) of high-rise buildings offer a 
great opportunity for PV to provide shading and 
generate electricity

n Using PV on the facade has less output compared 
with using it on the roof
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 320 Sustainable High-rises

SHADING STRATEGY Benefits and drawbacks

Recessed or projected 
balconies combined 
with greenery systems

n In tropical climates, recessed balconies are good 
strategies for providing deep permanent shading 
on the east and west sides when larger openings 
are needed to get access to daylight or natural 
ventilation

n Shading and evapotranspiration from implement-
ing vegetation on balconies, sky gardens, roof or 
vertical greening can regulate the microclimate 
environment around and inside the building. 
However, in temperate climates attention should 
be paid to avoid shading the facade where passive 
solar gain is desired

n The effect of heat transfer through the increased 
surface by recessed terraces might offset the 
shading effect

Self-shading façade n Provide shading without blocking the views

n The effect of heat transfer through the increased 
surface might offset the shading effect

TABLE 7.1  The suitability of different shading strategies for high-rises.

External shading is more favourable in hot climates with a high amount of solar 
radiation. When there is a need for a better sunlight control system, an adjustable 
shading would be a better option. However, a considerable amount of maintenance and 
repair is usually required by using external operable shading devices, which needs to be 
accounted for in a life-cycle cost analysis of their use. In some locations, hazards such 
as high winds, nesting birds or earthquakes may reduce the viability of incorporating 
exterior shading devices in the design. Venetian blinds are the most commonly used 
shading systems in temperate climates. However, typical venetian blinds can only be 
operated at wind speeds of lower than 10 m/s (or 15 m/s under specific conditions) 
(Sobek et al., 2013). For this reason, they are often being employed either inside of the 
building or within the protected air gap when using a double-skin façade, while the 
latter is a better option in terms of energy saving.
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3.1.1 - Eggcrate shading as start point

3.1 - Conceptual sun shading design

In order to select a sun shading concept with potential for high-rise buildings with all-glass 
exteriors, some conclusions can be made based on the fundamental theory and state of the art 
overviews.

First of all, the choice of sun shading typology based on the categorization of Al-Masrani (2018). 
The seasonal differences in radiation and outdoor temperatures are limited in the tropic climate 
(see fig. 103). This means the shading requirements are relatively constant throughout the year. 
The risk of overheating buildings in tropical climates is relatively big, meaning the solar radiation 
should be blocked throughout the entire year. In other words, there is only a limited heating 
period and an extensive cooling period. The choice for an all-glass façade results in a lot of this 
solar radiation entering the building, increasing the risk of overheating even more. In order to 
prevent this overheating, a combination of HVAC systems and sun shading strategy is needed. 

Based on the conclusions that the requirements for sun shading for buildings with this façade 
typology, located in the tropical climate are constant throughout the year, it can be argued the 
fixed sun shading system category could contain a potential candidate for the selected shading 
system. The review of Al-Masrani (2018) showed there are multiple precedences based on a 
parametric design methodology, resulting in a dedicated sub-category in the typology scheme 
(see fig. 115). The review also concludes that for fixed shading systems, the egg-crate concept 
has the most potential in tropical climates, because multiple researches identify this concept 
to result in the most energy savings or highest comfort levels. One of these researches (Lau 
et al., 2016), which is analysed in paragraph 2.6.1 shows the egg-crate system performs better 
on all orientations compared to horizontal and vertical shading (see fig. 116). Based on these 
conclusions, it can be argued the egg-crate system could be a potential candidate for the selected 
shading system.

However, the standard version of the egg-crate systems discussed in the case study of Lau et al. 
(2016), does not comply with the all-glass exterior façade typology to the best possible extend. 
When this shading system is projected on the typology categorizing of the placement (see fig. 
117), it would be placed in the exterior shading category. Based on this categorization and the 
included advantages and disadvantages regarding the performance the ability to prevent solar 
radiation from entering the building, it can be argued the façade integrated category could contain 
a potential candidate for the selected shading system.

The shading typology categorization of Raji (2018), showed there are advantages for placing the 
shading in the intermediate space of a double skin façade (see fig. 118). This solution would also fit 
the integrated placement category of the previous typology categorization. Although this category 
in the typologies of Raji (2018) contains a motorized blind shading system, this could be replaced 
by a fixed shading system as well. Especially in the tropic climate, where the requirements for sun 
shading are relatively constant through the year, this could be a potential category for containing a 
candidate for the selected shading system.  
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Figure 115.  Selected sun shading system projected on typologies of Al-Masrani (2018)

Figure 117.  Selected sun shading system projected on placement typology (google.com)

Figure 116.  Research results (Lau et al., 2016)
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Based all conclusions stated before, a selection for the sun shading with potential was made. The 
selected sun shading system is the fixed egg-crate system, but since this is not beneficial to the 
all-glass exterior, the geometry will be placed inside a double skin cavity. This concept is based 
on the egg-crate geometry preventing a part of the solar radiation and direct daylight to enter 
the building, while the stack effect of the double skin façade will help to ventilate away the built-
up of heat within the double skin cavity (see fig. 119). This sun shading system will be used as 
an example to show how the performance on thermal and visual comfort can be improved by 
applying the PCA method. The fixed geometry of the egg-crate system will be elaborated in the 
next paragraphs of this chapter. The double skin façade encasing the shading geometry will be 
elaborated in the next chapter.
Although this shading concept could be a possible sun shading system for a high-rise office 
building with an all-glass exterior in tropic climates, other systems with potential are promoted to 
be studied in further research as well. The choice for a different sun shading principle might result 
in a different implementation of the PCA method and different possibilities for improvement.

 318 Sustainable High-rises

SHADING STRATEGY Benefits and drawbacks

Manually operated or 
motorized venetian 
blinds inside the 
building

n Contribute effectively for glare control

n Lower installation and maintenance costs

n Ineffective at reducing the cooling loads

n Limit the access to outside views when they cover 
the entire window

Motorized blinds 
integrated in the 
intermediate space of a 
double-skin façade

n The outer skin of the double-skin façade provides 
an effective shield for blinds against rain, dust and 
wind; hence result in less maintenance

n More effective than indoor blinds at limiting the 
amount of heat radiated into the interior space

n The most viable option when the incorporation of 
exterior shading devices might cost a lot or is not safe

n It may cause overheating if there is no proper ven-
tilation within the two layers of the building façade 
so they are less efficient than the external shadings 
for reducing the cooling load

n Limit the access to outside views when they cover 
the entire window

Motorized venetian 
blinds on the external 
façade

n Blades can be set at different angles so that a very 
effective strategy for blocking low sun from entering 
east- or west-facing windows

n Can only be operated at wind speeds of lower than 
10-15 m/s

n Prone to damage by rain, dust and wind

n Less viable solution for tall buildings due to im-
pended cleaning access and wind noise

n Limit the access to outside views when they cover 
the entire window

Fixed louvers n Very effective at blocking low sun from entering 
east- or west-facing windows

n For heating-dominant climates in which passive 
heat gains are highly desired, louvers can increase 
the heating demand of the building in the winter; 
hence their application should be avoided on the 
south-facing windows (in the Northern Hemi-
sphere) and on the north-facing windows (in the 
Southern Hemisphere)

>>>
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 319  Proposed model of high-rise building

SHADING STRATEGY Benefits and drawbacks

Overhang (fixed) n Very effective at shading high sun angles in the 
summer, in particular for windows facing towards: 
– South on the Northern Hemisphere 
– South and north on the equator 
– North on the Southern Hemisphere

n Ineffective at blocking low sun angles (not suitable 
for east- and west-facing windows)

n They are not an economical and aesthetically pleas-
ing solution for high-rise buildings

Side fins (fixed) n Effective for blocking sun from a south-easterly or 
south-westerly direction

n It can limit a panoramic view

Smart glass (electro-
chromic glazing)

n Allows for uninterrupted views

n In their darken state, the increased heating (winter) 
and electric lighting loads might offset the cooling 
effect

n Not as effective as external shading devices to keep 
the solar radiation/heat from entering the building, 
especially in tropical climates with high amount of 
solar radiation

Façade-mounted solar 
PV

n Facades (and roof) of high-rise buildings offer a 
great opportunity for PV to provide shading and 
generate electricity

n Using PV on the facade has less output compared 
with using it on the roof

>>>
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 320 Sustainable High-rises

SHADING STRATEGY Benefits and drawbacks

Recessed or projected 
balconies combined 
with greenery systems

n In tropical climates, recessed balconies are good 
strategies for providing deep permanent shading 
on the east and west sides when larger openings 
are needed to get access to daylight or natural 
ventilation

n Shading and evapotranspiration from implement-
ing vegetation on balconies, sky gardens, roof or 
vertical greening can regulate the microclimate 
environment around and inside the building. 
However, in temperate climates attention should 
be paid to avoid shading the facade where passive 
solar gain is desired

n The effect of heat transfer through the increased 
surface by recessed terraces might offset the 
shading effect

Self-shading façade n Provide shading without blocking the views

n The effect of heat transfer through the increased 
surface might offset the shading effect

TABLE 7.1  The suitability of different shading strategies for high-rises.

External shading is more favourable in hot climates with a high amount of solar 
radiation. When there is a need for a better sunlight control system, an adjustable 
shading would be a better option. However, a considerable amount of maintenance and 
repair is usually required by using external operable shading devices, which needs to be 
accounted for in a life-cycle cost analysis of their use. In some locations, hazards such 
as high winds, nesting birds or earthquakes may reduce the viability of incorporating 
exterior shading devices in the design. Venetian blinds are the most commonly used 
shading systems in temperate climates. However, typical venetian blinds can only be 
operated at wind speeds of lower than 10 m/s (or 15 m/s under specific conditions) 
(Sobek et al., 2013). For this reason, they are often being employed either inside of the 
building or within the protected air gap when using a double-skin façade, while the 
latter is a better option in terms of energy saving.
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latter is a better option in terms of energy saving.
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Figure 118.  Selected sun shading system projected on typologies of Raji (2018)

Figure 119.  Selected sun shading system (by author)
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3.1.2 - Parameterization

With the egg-crate concept as a selected start-point, the next step is to parameterize the concept. 
These parameters are essential for implementing the PCA method as stated in paragraph 2.3.2. 
The shading geometry will be generated for each façade panel individually. For the purpose of 
this research it is assumed all fade panels are of equal width. The only input needed to derive the 
shading and façade geometry is the outer perimeter of the building floorplan. This way the desired 
façade width and floor height can be set using the first two parameters of the shading geometry.  

The first step in parameterizing the egg-crate is by dividing the system in horizontal and vertical 
elements, so both can be controlled individually (see fig. 120). This paragraph will continue to 
describe the parametrization process step by step.

Amount of divisions

The first parameter is the amount of divisions in the panel for the horizontal and vertical direction 
individually. Because making anchor points in the corner points had proven to result in more 
difficult connections and visual irregularities in the final geometry, all anchor points are displaced  
half a distance of elements. If the shifting angle is left on zero, as in a default version of the egg-
crate, the amount of divisions input value is equal to the amount of shading elements in the 
corresponding direction (see fig. 121).  

Figure 120.  Separation of vertical and horizontal elements (by author)
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Shifting angle

The shifting angle determines the rotation of the horizontal and vertical elements of the panel. 
Instead of using a continuous parameter, the shifting angle is an integer determining the amount 
of anchor points and element shifts (see fig. 122). This method has two advantages. Firstly, it 
ensures the pattern of the shading geometry will be continuously along multiple façade panels 
and floor levels, resulting in more architectural quality (see fig. 123). Secondly, this means the 
connections are symmetrical, resulting in less unique parts when detailling the final design.

Figure 121.  Amount of divisions diagram (by author)

Figure 122.  Shifting angle diagram (by author)

Legend
 

w = Width of facade panel
h = Height of panel
x = Amount of divisions vertical  (in example = 4)
y  = Amount of divisions horizontal  (in example = 8)
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w = Width of facade panel
h = Height of panel
x = Amount of divisions vertical  (in example = 4)
y  = Amount of divisions horizontal  (in example = 8)
n = Shifting angle vertical   (in example = 1,2,3)
m = Shifting angle horzontal  (in example = -1,0,1)
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Rotation angle

The rotation angle determines the rotation around the baseline for the horizontal and vertical 
panels individually. An angle of zero means the element is perpendicular to the façade-element. 
An angle of 90 results in elements in the same plane as the element, this also stands for a value of 
-90, but in this case the elements are rotated the other way around (see fig. 124).

Extrusion depth

The extrusion depth controls the total thickness of the shading geometry. The Grasshopper 
script relies on planes to define all geometrical properties based on the previously mentioned 
parameters. The actual geometry is attained by performing an intersection operation of the both 
the horizontal and vertical planes and a “cutting-box” (see fig. 125). The extrusion depth controls 
the depth of the cutting-box, which is a perpendicular extrusion of the façade panel. This method 
is feasible because it allows for customisation of the cutting-box. This can be used to account for 
façade curvature or to further control the final geometry of the shading. In addition, having control 
over the total width of the shading using this method is efficient for placing it inside a double skin 
cavity.

Figure 123.  Continuity across multiple facade panels (by author)

Figure 124.  Rotation angle and extrusion diagram (by author)

Legend
 

Dv = Extrusion depth vertical
Av = Rotation angle vertical

Dh = Extrusion depth horizontal
Ah = Extrusion angle horizontal

Dv Dh
Av

Ah
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Extrusion shape

Since geometry close to floor and ceiling level is less efficient for blocking solar radiation, the 
extrusion shape is modified within the boundaries of the original straight cutting-box. There 
are many methods for adjusting the extrusion shape. Since the exact shape is not necessarily 
important for the scope of this research, a methodology was chosen on aesthetic quality. However, 
one important feature in regard to implementing the PCA process, is the preference to define the 
extrusion shape with the least number of parameters possible.

In earlier stages of the design process, a methodology based on the Gaussian curve was adopted. 
This methodology uses only three parameters to control the shape. The first one controls the 
midpoint of the curve relative to the height of the façade panel. The width at this point is equal to 
the extrusion depth. The second parameter controls the extrusion depth at the top and bottom 
edges of the façade panel. This parameter can be set to the minimum width needed for structural 
and detailing requirements. The third parameter is the Q-value of the curve. In order to achieve a 
smooth shape with aesthetic properties, the Q-value for the bottom and top part of the curve are 
relative to the distance to the bottom and top edge of the panel. The shape of the gauss curve was 
then remapped to the interval between the total extrusion depth and the depth at the ends. (see 
fig. 126) 

However, this methodology proved inefficient for the parametrization process, because the 
Q-value was not linearly changing the total volume of the cut-off shape. This made it difficult 
to properly set the boundaries for the input parameters in respect to the optimisation phase. 
Therefore, another methodology was adopted, based on the Bezier-curve. The methodology 
for defining the total extrusion depth and the depth at the end remained unchanged. The total 
amount of force used for the start and end vectors of the is equal to the height of the panel. The 
distribution for the bottom and top part is defined by the midpoint. The distribution of the force 
within the top and bottom parts itself is defined by the new Q-value (see fig 126). This value 
can vary from 0 to 1, eliminating the boundary definition problems caused by the gauss curve 
methodology. The change of this q-value is linearly related to the total area of the shape and thus 
the volume of the extrusion making up the cut-off shape (see fig. 125).

Figure 125.  Gaussian curve cutting-box (by author)
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Figure 126.  Gaussian curve and Bezier curve cut-off shapes diagram (by author)
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3.1.3 - Free-form perimeter buildings

As stated in the previous paragraph, the script is able to derive the shading based on the outer 
perimeter of a building floorplan. Using this method, the shading could be generated for various 
floorplan designs. Since the scope of this research involves office high-rise buildings, it can be 
presumed the floorplan layout is free of interior walls, except from the core. This is in conjunction 
with the philosophy of the ‘new way of working’ and the freedom for companies to design 
their ideal office landscape. This paragraph will explain how the façade and shading geometry 
are derived from the outer perimeter line of the building. For the purpose of this research it is 
presumed all façade panels are equal in width, because this is most cost- and time efficient for the 
production process. Using this method, each façade panel can be identical, with only the shading 
geometry varying along the building perimeter.
For the purpose of this research, an example floorplan was developed, based on a default open 
plan office (see fig. 127). The shape of the oval is chosen because it contains a relatively large 
number of different curvatures.

Figure 127.  Floorplan of example case (by author)
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Optimising the offset

In order to make sure façade panels of equal width will fit the building perimeter, the optimal 
offset from the original perimeter will be determined using a minor optimisation process. The 
input of this process is the building offset, which can be both positive or negative. The perimeter 
curve is divided into straight line segments with equal distance, based on the desired panel width. 
This will result in one line segment with a smaller length. The objective of the optimisation is 
a length as close to 0, or the desired panel width, as possible (see fig. 128). When running this 
optimisation, multiple offsets will be found, each corresponding to an increasing number of 
façade panels. Technically, these are all local optimum, but since the offset closest to the original 
perimeter is preferred, the desired solution can be determined. When this solution is reinstated in 
the script, the building outline will theoretically consist of all equal panels. However, in practice the 
outline will consist of almost all equal panels, with one panel which is slightly wider or narrower. 
The example floorplan is divided into 44 equal façade panels with a length of 2050, using an offset 
of -27 mm (see fig. 129).

Figure 128.  Offset optimisation process (by author)

Figure 129.  Offset optimisation for the example floorplan (by author)
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The interpolation concept

Since shading design is highly related to the sunpath of the specific location, the ideal shape will 
be different for each orientation. When the building perimeter has a free form outline, like many 
contemporary office high-rise buildings, the building can have a unique orientation for each 
facade panel. This also accounts for the example floorplan (see fig. 127). Since this is the case, 
each façade panel would require an individual set of parameters to control the shape. This is 
highly unfeasible in relation to the PCA process, because less parameters can be optimised faster. 
One option would be to optimise the shading geometry one part at a time. This would work in 
buildings with a floorplan divided in rooms, each facing just a single façade. However, in the case 
of the free-form perimeter, especially in combination with an open plan office function, the room 
faces multiple orientations. To overcome this problem, the parameters for the shading parameters 
described in the previous paragraph can be set for the four cardinal orientations. Thereafter, the 
parameters for each of the individual façade panels are calculated using an interpolation of the 
four input parameter sets. Hence the name interpolation concept. The figures below illustrate this 
concept. The upper image shows a simplification, using only the scale of the panel as a parameter. 
The lower image shows the interpolation concept applied to the shading geometry and the 
example floor plan.

Figure 130.  Interpolation concept applied to example (by author)

Figure 131.  Interpolation concept applied to sun shading (by author)
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Combining the parametrization process of the shading geometry, the optimisation of the offset 
and the interpolation concept results in the list of inputs as shown in figure 132. 
The first group contains general building input parameters. The toggle switch enables the building 
perimeter optimisation process to run. Next are the perimeter and core curves, the only two 
geometrical inputs for the script. The desired panel width controls the width of all façade panels, 
except for the last one, which might slightly differ. The offset can either be negative or positive 
and controls an offset of the building perimeter in order to get the width of the last panel as 
close to the desired panel width as possible. The start perimeter controls the starting point on 
the perimeter curve where the panel division starts. For the example case the panel width is set 
to 2050 mm. The offset is determined by the perimeter optimisation process. For the example 
case this is set to -27 mm, resulting is a façade of 44 evenly distributed façade panels. The first 43 
panels have a width of the desired 2050 mm, while the last panel has a width of 2050,3 mm. This 
difference of 0,3 mm is a neglectable difference within architectural design. The start parameter is 
left to 0 in the example case.
The following three general building input parameters include the floor height (3200 mm), which is 
de net floor height from floor to ceiling. The window trim width (50 mm) controls the width of the 
window trims of the interior façade. This width is not necessarily important for a simulation at this 
low level of complexity. However, Radiance does not allow windows to share and edge with the 
surface they are hosted into. Therefore, some distance between the window and the wall surface 
edges is required and 50 mm can be used as a default value for this. The last input of this group is 
the total cavity width (500 mm), controlling the distance between the interior and exterior glazing. 
The second group of input parameters contains the general shading input. These parameters 
are equal for every façade panel. The first two parameters in this group are the vertical (4) and 
horizontal (8) amounts. Setting these the uniform for each façade panel will result in identical 
connection points for the elements in each façade panel, which is feasible in regard to the 
manufacturing process as stated in paragraph 3.1.1. The Gauss curve precision controls the 
amount of points defining the cutting-box curvature. A low value will result in simplified geometry, 
which is useful for simulation purposes, while a high value results in detailed geometry, useful for 
visualisation purposes. The cut-off shape selector allows for selecting between a default straight 
cutting-box and the Gauss curve cutting-box.
The third group contains the shading input parameters which are set using the interpolation 
concept. It is a group of seven parameters, identical for each of the four cardinal orientations. 
They include the vertical shift, vertical rotation, horizontal shift, horizontal rotation, the extrusion 
depth, the M-value of the Gauss curve and the Q-value of the Gauss curve, all of which have been 
elaborated in the previous paragraphs. 

3.1.4 - Shading & building parameters

Figure 132.  Overview of all shading and building parameters (by author)
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All geometry is generated in respect to the requirements of Ladybug and Honeybee, the 
software used to conduct the comfort simulations. Is essence this software is merely an interface, 
connecting Grasshopper to energy simulation software Radiance, Dayism, Energyplus and Open 
studio. Since these underlaying software packages require different inputs, corresponding 
parameters have to be assigned to the geometry.

Similar to the shading geometry discussed in the previous chapter, the test set-up geometry is also 
derived from the building perimeter. In addition to the outer perimeter, the perimeter curve of 
the core is also an input for this process. These two curves define the floor geometry of the office 
space test set-up, and the test-room mass when combined with the floor height. Exterior windows 
are generated with an offset from the façade panel outlines, representing a window trim. This 
entire mass, including the windows, is combined into a Honeybee zone. This zone is interpreted by 
the software as a room.

The first property assigned to the surfaces is the boundary condition. The software recognizes four 
kinds of boundary conditions; Interior, Exterior, Ground & Adiabatic. Interior means the adjacent 
zones will transfer energy to each other. Exterior means the zone will transfer energy with the 
outside environment. Ground means the zone will transfer energy with the earth. Adiabatic means 
the zone will not transfer heat at all. Since the example floorplan is part of an entire building, the 
floor and ceiling can be set to adiabatic, because other floors will heat up similar to the test floor. 
In order to simplify the calculation, the interior walls in the office zone representing the core, 
are also set to adiabatic, assuming no energy is transfered to the building core. Leaving only the 
façade to exchange heat with the outdoor environment (see fig. 134).

In terms of the geometrical set-up, the double skin zones are straight extrusions from the façade 
elements in the normal direction of the specific panel. The total width of the double skin cavity 
can be controlled with an input parameter. Based on the research of Grata and De Herde (2007), 
the total shading geometry will always be placed in the middle of the cavity. In order to make sure 
the geometry is generated correctly; the total double skin cavity must be wider than the shading 
geometry at all times (see fig. 133). The technical set-up of the double skin façade with integrated 
shading will be further addressed in the next paragraph.

3.2.1 - Office zone set-up

3.2 - Test set-up design

Figure 134.  Honeybee zone boundary conditions (by author) Figure 133.  Shading geometry placement in double 
skin facade (by author)

Total cavity width
Shading width
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3.2.2 - Double skin facade set-up

Within the environment of Ladybug and Honeybee, there is no predefined methodology for 
modelling a double skin façade. However, an example found online is based upon modelling the 
double skin cavities as individual zones. 

In earlier stages of this research, this methodology was adopted. For the example case this resulted 
in the office zone surrounded by 44 double skin façade zones (DSF zones). The shading geometry 
was included inside the DSF zones, which were naturally ventilated as a result of the stack effect. 
The stack effect is caused by air rising up when heated by solar radiation, causing a natural 
ventilation stream from the inlet at the bottom of the panel to the outlet at the top of set panel 
(see fig. 135). 

However, preliminary simulation results showed the shading geometry did not have any influence 
on the annual thermal comfort. This is in contrast with the hypothesis, calling for a check of the 
simulation workflow. The software offers options for plotting the energy gains and losses for 
each zone. Among others, the numbers for energy transfers due to solar radiation and natural 
ventilation can be plotted. This showed the office was not gaining any energy due to solar 
radiation, in contrast to the hypothesis. This can be explained according to the energy scheme 
in relation to the mathematical concept behind Energyplus. The results did however show the 
working of the stack effect. It showed the energy losses due to natural ventilation almost counter 
the effect the energy gains due to solar irradiation. 

In the simplified reality, the total solar radiation energy is split up in 3 components, like shown in 
the top part of figure 135. The first part is reflected back to the sky. The second part is absorbed 
by the air inside the double skin façade. The natural ventilation as a result of the stack effect will 
ventilate this energy out. The third part is absorbed by the office zone, causing temperatures to 
rise. However, the mathematical concept behind Energyplus only allows zones adjacent to the 
exterior to gain energy due to solar radiation. In other words, the solar radiation cannot travel 
through a zone into another zone. This limitation results in a false and unusable simulation, 
because the solar radiation energy entering the office zone is the normative energy transference in 
regard to the shading design. 

To overcome this problem, the set-up for Energyplus is reduced to a single zone set-up, with 
only the office zone. The shading geometry and the side panels of the double skin façade are 
included in the simulation model as ‘Energy plus shading geometry’. Since Energyplus does not 
allow for solar radiation traveling through materials, the exterior glazing surface is omitted, while 
the interior glazing is assigned the combined g-value of the two glazing panes (see fig. 135). This 
model assumes all energy gains within the DSF cavity due to solar irradiation are lost as a result of 
the natural stack effect ventilation. In reality some energy might still be trapped in the Double skin 
cavity, but the previously discussed analyses indicated that the stack effect is mathematically able 
to ventilate almost all energy out of the cavity.

The software for the daylight simulation, Radiance, is in contrast to Energyplus, capable of ray-
tracing through multiple layers of Honeybee geometry. Therefore, the Radiance set-up is slightly 
different from the Energyplus set-up. Here the exterior glazing is left into place and both planes 
have an individually assigned visual transmittance coefficient value (see fig. 135).
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3.2.3 - Material parameters

All generated geometry described previously needs to have a material assigned, in order for the 
simulation to correctly mimic the physical environment. Within Ladybug & Honeybee there are two 
kinds of material parameters. 

The first one is for the ray-tracing simulations of Radiance and Daysim, used for the visual 
comfort simulations. Opaque materials require inputs for reflectance, roughness and specularity, 
transparent materials for transmittance, roughness and specularity. The input values used for 
the reflectance and transmittance are shown in figure 136. The values for roughness (0,05) and 
specularity (0) are left to default

The second type is for Energyplus and Openstudio to perform energy transfer simulations, used 
for assessing the thermal comfort performance. The software is based on ‘Constructions’ which 
are made-up of layered materials. The parameters for opaque materials include the roughness, 
R-value, thermal absorption coefficient, solar absorption coefficient and visual absorption 
coefficient. For transparent materials they include the U-value, g-value and visual transmittance 
coefficient. The input values for the R-value, U-value and g-value are given in figure 136. The 
values for roughness (Rough), thermal absorption coefficient (0.9), solar absorption coefficient (0.7) 
and visual absorption coefficient (0.7) are left to default.

Figure 136.  All materials parameters used in the simulations (by author)
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3.2.4 - Occupancy, HVAC systems, Internal loads & Ventilation parameters

In order for the simulations to correctly mimic the physical environment, some more parameters 
are required, regarding occupancy, HVAC systems and lighting. To address annual dynamic values 
for these parameters, the software uses ‘schedules’. These schedules are essentially a list of 8760 
values, one for each hour of the year. They can be created using various tools for incorporating 
daily, weekly, monthly reoccurring patterns and even allow to incorporate the local national 
holidays in the annual schedule.

In the case of this research the occupancy is simplified to a binary situation, where the office is 
either entirely in use, or entirely out of use. If the system would be applied to a specific case, a 
more detailed schedule can be made, based on the business activities of the specific company. 
The occupancy is set by two input parameters; Workhours start (8) and Workhours end (18). The 
schedule for these parameters is set to count Saturdays, Sundays and holidays as days without 
occupation.

The HVAC system parameters controls the thermostat settings for the heating and cooling 
systems. For the example case they are defined shown in figure 137. The input values are based 
on achieving near optimal results for thermal comfort in preliminary simulations. The schedule for 
the heating and cooling setpoints is directly linked to the occupation schedule, meaning the HVAC 
systems are only engaged when the building is occupied. The software offers various options for 
detailing the specific heating and cooling systems, which can be useful for a specific case. For the 
example case however, the system is set to an ‘ideal air system’, which is the default setting.

The Internal load parameters control the amount of energy generated within the office zone. The 
equipment load (1.07639 W/m²) and number of people per area (0.1 ppl/m²) control the gains 
from equipment and building occupants. They are both linked to the occupancy schedule. The 
input values refer to the value when the building is fully in occupied and are left to default. The 
lighting load (10.7639 W/m²) controls the internal gains from artificial lighting per floor area when 
switched on.

Figure 137.  All Occupancy, HVAC, internal loads & ventilation parameters (by author)
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3.3.1 - Analysis input parameters

3.3 - Performance evaluation

The methodology for the performance evaluation is based on the geometry and their 
corresponding parameters described earlier, as well as some other input parameters and local 
climate data. This data is recorded by weather station throughout the world and recorded 
in databases. The type of database compatible with Ladybug & Honeybee are provided by 
Energyplus is the form of Energyplus Weather files (EPW). These datasets can be downloaded 
for various locations around the world. For this research the data for Singapore, Abu Dhabi and 
Brisbane are used. The files are fed directly to the engine components of Radiance, Daysim, Open 
studio and Energyplus, which will be elaborated in the next paragraphs. The software packages use 
the various kinds of data stored in the EPW files. An overview of the available data within the files 
is given in figure 138.

Other input parameters for the analysis include general-, climate related-, analysis period- and 
resolution values. The general inputs are the analysis name, which is used for properly naming all 
files produced by the script, and the center point, which is used for visualization purposes only. 
The climate inputs include the directory of the EPW files mentioned earlier and a switch to select 
between the tree climates used in this research. It also includes the value for true north. A value 
ranging from 0 to 359 can define the true north for specific cases. When left to zero, which is 
done so for the example case, the software assumes the positive y-axis as the north direction. The 
analysis period controls the period for which the simulation is conducted. For the example case it 
is set from January 1st to December 31th, which are the default settings for an annual simulation. 
The resolution inputs control the simulations level of precision. The analysis grid, which will be 
further elaborated in the next paragraph, is based on the grid size input parameter and controls 
the average spacing of the grid. The analysis height refers to the height at which the daylight 
simulation is conducted. Many standards require daylight simulations to be conducted at desk 
height. Therefore, an input value of 700mm is used in the example case. The timestep refers to the 
timespan of the steps in the Energyplus simulations. The default value is hourly, which is also used 
in the example case. An overview of all analysis parameters is given in figure 139.

Figure 138.  EPW weather data overview (by author) Figure 139.  Analysis input parameters (by author)
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Figure 140.  UDI workflow (by author)

Figure 141.  Analysis grid LB/HB (by author) Figure 142.  Analysis custom (by author)

3.3.2 - UDI evaluation

The UDI is calculated using a Daysim annual daylight simulation, following the workflow shown 
in figure 140. A set of virtual sensor points are distributed across the floor surface. Ladybug & 
Honeybee offer a component to set-up these points by automatically. However, this component 
can result in illogical distributions (see fig. 141). Therefore, it is feasible to create a custom 
component which distributes the virtual sensors more specifically. The methodology for the 
distribution way vary for different floorplans. In the case of the example floorplan, a methodology 
based on intertwining the core and outer perimeter in combination with a radial grid was used 
(see fig. 142).
Daysim calculates the absolute illumination levels in lux for each of the virtual sensors, for each 
hour of the year. The results will be saved in a results file, which can be read to calculate which 
sensors are within the threshold lux window at least 50% of the time. In the case of the example, 
the window is set between 300 and 2000 lux. However, this window may be altered for other 
business activity cases with other illuminance requirements. The area represented by the sensors 
exceeding the 50% of the annual office hours limit is summed to obtain the final UDI score. 
This score describes the percentage of floor area that is at least 50% of the annual office hours 
within the illuminance threshold window. In a later stage of this research, the threshold value was 
increased to 75% (see paragraph 3.4.3)
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3.3.3 - PMV evaluation

The PMV is calculated using an Open studio heat exchange simulation, following the workflow 
shown in figure 143. The simulations can be run in two parallel modes. The first one is with the 
HVAC system engaged. Running the simulation in this mode will help to set the heating and 
cooling setpoints correctly in respect to the PMV thermal comfort index. This will return the annual 
heating and cooling loads. Another option is to return the lighting loads. These are based on two 
inputs; the energy usage for lighting per square meter floor space and a lighting schedule. 

This lighting schedule is derived from the UDI simulation by taking four points in the middle of 
the open space and registering the lux values and selecting the closest point in the analysis grid 
(see fig. 144 and 145). The schedule ensures all lights are off outside of working hours. When 
within working hours, each of the four points controls a quarter of the buildings artificial lighting, 
meaning at any given points in time either, 0%, 25%, 50%, 75% or 100% of the lights are switched 
on. The lights will be switched on when the bottom threshold of the UDI window is not met. In 
case of the example file this threshold is set to 300 lux.
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Figure 143.  PMV workflow (by author)
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The second option is to run the simulation without any HVAC systems at all. This way the 
performance of the shading is measured by a change in PMV values. As a result, the demand 
for HVAC systems is decreased. However, the PMV simulation results in a value for each hour of 
the year, whereas the PCA process prefers a single value as an objective. One option could be to 
measure the percentage annual of working hours the PMV value is inside the comfort threshold 
window of -0,5 to 0,5, similar to the UDI index. However, preliminary simulations show the PMV 
values are actually never within the acceptable boundaries in tropical climates. Therefore, the 
second method is more applicable for this climate zone. This method involves calculating the sum 
of annual exceedance of the threshold, meaning a PMV value between -0,5 and 0,5 would count 
as 0. Any other PMV score will be altered by taking the absolute and subtracting with 0,5. Using 
this method the annual PMV will be expressed as a theoretically infinite positive number, where 0 
stands for always comfortable.

Figure 144.  Location of lighting sensors (by author) Figure 145.  Closest analysis grid points (by author)

3.3.4 - DGP evaluation

The DGP is calculated using a Radiance image-based analysis, following the workflow shown in 
figure 146. The DGP index is depending on the positioning of the perceiver. Therefore, the seating 
arrangement serves as an input to place virtual mannequins. The exact methodology for placing 
the mannequins is open for interpretation. For the example case, seven mannequins are used and 
they are placed like shown in figure 147. The normal directions of the mannequins’ faces are used 
for setting the camera positions for the glare simulation. This way, the cameras will mimic first-
person views for the building occupants.
The glare analysis is run for 12 moments in the year. The months and times can be selected 
manually. For the example case they are set to March, June, September & December at 10:00, 
13:00 and 16:00. This will result in 3 moments each in spring, summer and winter time evenly 
spread throughout a working day. For a specific case, these input parameters can be altered 
according to preferences. The day within the selected months are picked automatically, based on 
the highest daily total amount of normal direct radiation. This way, the normative days within each 
month will be selected. 
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In early stages of the research it was already determined the DGP would not be included as 
an objective. The use of the UDI already includes a limitation of glare, because ow the upper 
boundary of 2000 lux of direct illuminance. However, the DGP evaluation can be used as a tool 
to check whether glare is an issue of not, because this metric is proven to be more precise at 
predicting glare than the UDI. When projected on the PCA method, it could be argued to include 
the DGP metric as a constrain. However, this has proven to be unfeasible, because of the relatively 
long calculation time needed for the DGP simulations.

The DGP check can be performed on a solution from the Pareto front to check it glare will be an 
issue or not. This can be done by selecting one of the mannequins and performing the analysis 
for this position. In order to make sure glare occurs for none of the occupants, it is advised to 
performance the glare analysis for multiple mannequins. The analysis will return a list of twelve 
DGP values, one for each moment of the year. Another option is to plot the first person fish-eye 
images, in order to see where in the visual field the glare is coming from. 
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Figure 146.  DGP workflow (by author)

Figure 147.  Closest analysis grid points (by author) 
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3.3.5 - Graphic presentation of results

An important part of the interpretation of preliminary results is the graphic presentation. Ladybug 
and Honeybee offer some built in option for composing graphs, coloured images, etc. However, 
when applying some computational scripting, custom components for displaying the results can 
be made as well. This paragraph will briefly explain some components developed for this research.
 
PMV
As stated previously, the PMV score will be returned by the simulation software as a list of 
numbers for each hour of the year. In order to gain insight in the annual distribution of PMV 
scores, a custom presentation component is developed. This will component takes the monthly 
averages of each hour of the day, resulting in a 2D table with the daily time on the y-axis and the 
months on the x-axis. The cells of the table are coloured according to the averaged PMV value, like 
explained by the legend. For instance, the bottom left corner cell will show the average PMV for 
all 01:00 moments in the month of January. An example of the custom PMV component is shown 
in the figure below. This method of taking an average is only used for interpretational purposes. 
The actual PMV score is derived from the entire set of annual hourly results, like explained in the 
previous paragraph.

Figure 148.  Graphic presentation of PMV results (by author)

UDI
The UDI is best interpreted as a floorplan overlay. The simulation returns three numbers per sensor 
point; the percentage of time the illuminance values are below, within and above the threshold 
window. Based on these three values, three floorplans can be generated, coloured according to the 
percentage of annual working hours (see fig. 149). The red floor plan represents the percentage 
of annual office hours the illuminance levels are above the threshold window and glare is likely 
to occur. The yellow one shows the percentage of annual office hours the floor are is within the 
threshold and visual comfort is ensured. The blue floorplan represents the percentage of annual 
office hour illuminance levels are too low and artificial lighting is switched on.
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Energy
The energy usages for heating, cooling and lighting are plotted in three separate graphs. The 
Y-axis represents monthly totals of energy use, while the x-axis represents an annual cycle of 
months. The number underneath each graph represents the total annual usage of energy for 
respectively heating, cooling and lighting. An example of the energy graphs is given in the figure 
below 150.

DGP
The DGP scores can be plotted in a colored table, similar to the graphic results of the PMV (see 
fig. 151). The colors refer to the DGP result categorization. In addition, the fisheye-images of the 
individual glare analyses can be generated as-well (see fig. 151).

Figure 149.  Graphic presentation of UDI results (by author)

Figure 150.  Graphic presentation of Energy results (by author)

Figure 151.  Graphic presentation of  DGP results (by author)
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3.4.1 - Workflow definition

3.4 - Optimisation

Until now, all methodology is modelled within the interface of Grasshopper, using Ladybug & 
Honeybee components for the performance evaluation. The next step within the process is the 
optimisation phase. The software used for this step is ModeFRONTIER, developed by ESTECO. 
ModeFRONTIER is able to adjust the input parameters, run the Grasshopper script and record the 
results (see fig. 152). When projected on the typology categorization scheme of paragraph 2.5.2 
this would fit the model-depending category of the software choice. 

An important part of the workflow definition in ModeFRONTIER is de distribution of evaluations. 
The software offers options to distribute the workload over multiple computers using a grid 
system. This also includes the options of using the powerful BK Renderfarm or the commercial 
Amazon EC2 cloud. Currently, running optimisations using ModeFRONTIER on the BK Renderfarm 
with officially supported integrations such as Matlab works perfectly well. However, the grid system 
on the BK Renderfarm does not work in combination with Ladybug and Honeybee inside the 
Grasshopper script. This problem is most likely caused, by the plug-ins of Ladybug and Honeybee 
not being intended to run in a render farm environment. Therefore, the only option is to run the 
optimisation on a single, powerful computer. Since the research involves a comparison between 
three different climates, the optimisation processes can be run separately on three different 
computers (see fig. 152). In order to make a valid comparison, the same settings where used for 
all three optimisations, only varying the EPW file in the Grasshopper script. The optimisations have 
been left running for 72 hours before collecting the results.

Figure 152.  ModeFRONTIER workflow diagram (by author)
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performance evaluation

EPW file Singapore EPW file Abu Dhabi EPW file Brisbane

Analysis & visualisation
of optimisation results
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of optimisation results

Settings for:
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3. Design of experiments
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3.4.2 - Input parameters

As shown in fig. 153, the shading geometry definition is based on a total of 10 parameters. The first 
two control the dimensioning of the double skin cavity. The second two control the positioning 
of the anchor points of the shading geometry. Since the example file is based on identical façade 
panels units, these parameters are equal for all panels. In order to simplify the process in respect to 
the example case, this group of four parameters is set as following:

Total double skin cavity:	 500mm		  Amount vertical:		  4
Shading width:		  250mm		  Amount horizontal:	 8

This leaves a total of six parameters as inputs for the optimisation process. However, each 
parameter has to multiplied by four in regard to the interpolation process, bringing the total input 
parameters to 24. Within the interface of ModeFRONTIER, the properties for the input parameters 
are defined as following:

Vertical shift
Type:				    Integer (Ordered, Steps of 1)
Bound: 			   -3 to 3
Vertical rotation
Type:				    Integer (Ordered, Steps of 5)
Bound: 			   -60 to 60
Horizontal shift
Type:				    Integer (Ordered, Steps of 1)
Bound: 			   -3 to 3
Horizontal rotation 
Type:				    Integer (Ordered, Steps of 5)
Bound:			   -60 to 60
Mid-point cut-off curve
Type:				    Number (Ordered, Steps of 0.05)
Bound:			   0.5 to 0.9
Q-value cut-off curve
Type:				    Number (Ordered, Steps of 0.05)
Bound:			   0.2 to 0.9

Figure 153.  Form-finding workflow (by author)
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3.4.3 - Objectives

The two-comfort metrics used as objectives for the optimisation process are the PMV and UDI 
score. The PMV score it the sum of all deviations from the comfort zone of -0,5 to 0,5, as explained 
in paragraph 3.3.2. The goal is to minimize the total annual deviation from the thermal comfort 
zone, so the PMV score needs to be minimized. 

The UDI score is the percentage of floor area that receives sufficient absolute illuminance levels 
as least 50% of the working hours. Sufficient regards to the threshold window between 300 and 
2000 lux. Lower levels lead to the need for artificial lighting and higher levels to an increased glare 
probability. Since preliminary simulations concluded an UDI score of 100% was easily reachable, 
this resulted in an undesired limitation on expressing the visual comfort. In order to overcome this 
challenge, the UDI mod-75 was adopted. This means the annual 50% of operative hours threshold 
is increased to 75%. The second case study in paragraph 2.5.1 used this solution to overcome te 
same problem as well. The goal is to maximize the amount of floor area meeting the requirements 
of the UDI mod-75, so the UDI score needs to be maximized. 

Both comfort scores are calculated based on an hourly annual simulation. A complete overview of 
the ModeFRONTIER workflow is given in figure 154.

Inputs

Objectives

Design of Experiments
Algorithm

Figure 154.  ModeFRONTIER workflow (by author)
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Figure 155.  ModeFRONTIER DOE and algorithm settings (by author)

3.4.4 - Design of experiments

3.4.5 - Algorithms

Every optimisation process starts with a first generation of input values. This first generation is 
determined by the design of experiments (DOE). The preferred method for generating the DOE in 
the PCA process is the Uniform Latin Hypercube (UHL). The input values for the DOE are set like 
shown in figure 155. In order to make a valid comparison of the performance in different climates, 
the same Design of Experiments was used in all three optimisation runs. 

Like explained in paragraph 2.3.4, the most commonly used evolutionary algorithm for the PCA 
process is NGSA-II. However, preliminary iterations of the ModeFRONTIER job showed the PilOpt 
algorithm, developed by ESTECO themselves tended to converge faster to the Pareto front. 
Therefore, the PilOpt algorithm was used for the example case in this research and the input values 
are set like shown in figure 155. The total amount of evaluations is not really relevant, because the 
optimisation process will be terminated after a predetermined amount of time due to practical 
recourse limitations. The simulations will be left running for approximately 72 hours.
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3.4.6 - Results overview

Raw results from ModeFRONTIER
This paragraph will discuss all results from the optimisations runs mentioned above. The ideal 
number of evaluations would be at least 500, based on a DOE of 50 and a total of 10 generations. 
However, with respect to the available computation facilities, the optimisations were left running 
over the weekend and had to be terminated after approximately 72 hours. Unfortunately, one 
of the three computers failed to stay activated over the weekend. The difference in number of 
evaluations on the other two computers is caused by a difference in computational power. This 
resulted in the following numbers of iterations:

Computer 1 (Singapore): 	 30 evaluations 	 (0 errors)
Computer 2 (Abu Dhabi):  	 261 evaluations 	 (4 errors)
Computer 3 (Brisbane): 	 188 evaluations 	 (27 errors)

Interpretation of designs resulting in errors
The results included an unexpected high number of errors, calling for an investigation of what is 
causing these errors. In order to do so, the input parameters of all 29 error results are checked 
for similarities in their input parameters (see fig. 156) The upper image shows the correlations for 
the optimisation of Abu Dhabi and the lower for Brisbane. It can be concluded that the errors are 
caused by a combination of input values near the thresholds of their corresponding parameters 
boundaries. In order to verify why this causes an error, the combination of input values can be 
reinstated directly in Grasshopper. 

Figure 156.  Error analysis (by author)
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Pareto front analysis

This first method for analysing the results is plotting the Pareto fronts of all evaluations (see fig. 
157 to 159). Since the UDI objective is to be maximized and the PMV objective to be minimized, 
the Pareto front is formed along the bottom right corner of the solution space. The colour of the 
dots indicates the evaluations ID number.

Singapore
Since the optimisation for Singapore only contains 30 evaluations, which are al part of the DOE, 
analysing these results is not really useful at this stage. Because of the lack of sufficient designs, an 
actual Pareto front cannot be defined. However, the selection tool of ModeFRONTIER does identify 
one Pareto front solution, situated in the bottom left corner of the solution space.

Abu Dhabi
Based on the colours of the dots, it can be concluded the Pareto font is indeed converging to 
the bottom left corner of the solution space. However, the Pareto front is not yet clearly formed 
due to an insufficient number of optimisation generations. The automatic selection tool of 
ModeFRONTIER identifies four Pareto front solutions.

Brisbane
Similar to the other two optimisations, the results for Brisbane do not include enough generations 
for the Pareto front to properly form. However, automatic selection identified 10 Pareto solutions.

Figure 157.  Pareto frontier Singapore (by author) Figure 158.  Pareto frontier Brisbane (by author)

Figure 159.  Pareto frontier Abu Dhabi (by author)
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Input/output correlation analysis
The second analysing method used is the input/output correlation graph (see fig. 160 to 162). 
Due to the high number of input values, the correlation graph itself becomes hard to read, but 
the list of variable relations and their Pearson correlation shows come insight in relation between 
parameters. 
For the same reasons as mentioned before, analysing the result set of the climate of Singapore for 
correlation is not useful at this stage. For the Abu Dhabi climate the correlation analysis identifies 
the horizontal rotation to be relatively heavily correlated to the PMV objective. For the climate of 
Brisbane, similar results can be found.

Figure 160.  Correlation analysis Singapore (by author)

Figure 161.  Correlation analysis Abu Dhabi (by author)

Figure 162.  Correlation analysis Brisbane (by author)
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Cluster analysis
The final used analysis method is the cluster analysis (standard hierarchical clustering), which was 
also used in the case study of Yang et al. (2018). This gave the following results for the different 
optimisation runs (See fig. 163 to 165). The blue cluster shows input values related to design with 
good performance on the PMV objective, whereas the yellow cluster shows designs performing 
well on the UDI objective.

Figure 163.  Cluster analysis Singapore (by author)

Figure 164.  Cluster analysis Abu Dhabi (by author)

Figure 165.  Cluster analysis Brisbane (by author)
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3.4.7 - Conclusions on optimisation results

Based on the post-processing analysis techniques discussed in the previous paragraph, more 
conclusions about the example case can be made regarding the input parameters. Drawing these 
conclusions is an essential part of the PCA method, because it gives the designer insight in which 
parameters are important contributing factors to the performance on visual and thermal comfort 
and what value boundaries for these parameters represent good performance. This paragraph will 
continue by discussing some of the conclusions made based on the analysis of the results. 

Reducing the input value boundaries of the rotation and Q-value parameters
This conclusion is based on the error analysis and reinstating some of the input value combinations 
in the Grasshopper script. Extreme values for the vertical rotation, horizontal rotation and q-value 
can result in invalid geometry, causing an error in the ModeFRONTIER design evaluation. In order 
to prevent future errors, the value boundaries are revised and set as following:

Parameter			   Original boundaries			  Revised boundaries
Horizontal rotation:		  -60 to 60				    -50 to 50
Vertical rotation:		  -60 to 60				    -50 to 50
Q-value:			   0.2 to 0.9				    0.3 to 0.9

Low correlation in the shifting parameters
Based on the Pearson correlation graphs, it can be concluded the values for shifting are actually 
not contributing that much to the visual and thermal performance of the sun shading, because 
of the correlation values are relatively close to zero. This means the input parameters for shifting 
can also be used to achieve a pleasing architectural appeal instead setting the values exactly 
to the optimisation result. This conclusion accounts for both the vertical and horizontal shifting 
parameters on all orientations in all three climates.

High correlation in the horizontal rotation
In contrast to the shifting parameters, the horizontal rotation parameters show a high Pearson 
correlation to the comfort objectives, especially to the PMV score. This means the horizontal 
rotation can be regarded as the most import input parameter. All correlations are positive, 
meaning a low input value for the horizontal rotation correlates to a low PMV score. This was 
expected, because a negative rotation means the horizontal shading elements are pointed at the 
ground, which is most efficient for blocking solar radiation. This conclusion accounts for both the 
vertical and horizontal shifting parameters on all orientations in all three climates.

High correlation in q-value
Similar to the horizontal shading, a high correlation can also be found for the q-value parameters, 
again especially related to the PMV score. In this case the correlation is negative, meaning a 
low q-value correlates with a high PMV score. This was also expected, because a low q-value 
corresponds with less sun shading material. This conclusion again accounts for both the vertical 
and horizontal shifting parameters on all orientations in all three climates.
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Custom clustering
The hierarchical clustering helps to gain insight in what parameter values correspond to good 
performance. However, none of the clusters found by the hierarchical clustering algorithm regards 
a set of designs with a high UDI score and a low PMV score. Another method for gaining insight 
in this relationship is manually altering the filters of the objectives in a parallel coordinates graph. 
This will reveal a set of designs with good performance and the corresponding input values 
ensuring this performance. This analysis showed that for the Abu Dhabi climate the south façade is 
very closed compared to the north façade. In Brisbane this difference is vice versa. The analysis for 
Singapore does not give much insight in the relationship between input values and performance 
on the objectives, due to the lack of data in this analysis. (see fig. 166 to 168)

Figure 166.  Custom clustering Singapore (by author)
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Figure 167.  Custom clustering Abu Dhabi (by author)

Figure 168.  Custom clustering Abu Dhabi (by author)
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Final assessment
The next step in the research is to select a design from the Pareto front in order to compare is to 
different design alternatives (see next chapter). The methodology for making a selection from the 
Pareto front is open for interpretation. In this case the decision making is based on various aspects. 
The first one is the performance on thermal and visual comfort, which are the two objectives in this 
optimisation in the form of the PMV and the UDI metrics. The Pareto front is defined as the set of 
solutions which cannot improve performance on one objective without decreasing performance 
on other objectives. So, the selection involves choosing a design based on the ratio between the 
performance on PMV and UDI. Since one of the goals of the study is to see if the sun shading 
system can be improved on both objectives, a balanced performance is preferred. This indicates 
the desired solution would be in the center of the Pareto front. In order to define the boundaries 
of this center, the performance of the “default egg-crate” (see next chapter) was used. Using 
this methodology, it is ensured the chosen design performs better than the default egg-crate 
alternative.
The second aspect used for the assessment is the DGP evaluation, which can be run to evaluate the 
designs performance on glare. This has been done for multiple designs and multiple mannequin 
locations. Figure 169 shows the results of an example DGP evaluation for a Pareto front solution 
in the climate of Abu Dhabi. It shows a high-glare probability for mid-day in wintertime. Indicating 
some form of interior dynamic light shading might be needed for this facade to address peak glare 
probability hours.
In addition to the performance on comfort metrics, architectural quality is also an aspect 
influencing the choice for a solution on the Pareto font. In order to rate the architectural quality, 
multiple methods can be used. This simplest method would be to plot the 3D images of all Pareto 
front solutions and compare them by eye. However, two more advanced methods are proposed 
in this research as well. The first one being the automatized production of physical models. This 
is based on an automatized workflow for translating the 3D geometry to vector files which can be 
read by a laser-cutting machine. This workflow in elaborated more in-depth in chapter 3.9. The 
second advanced method for assessing the architectural quality is the creation of VR-renderings. 
This can also be done using an automated workflow, which is elaborated more in-depth in 
chapter 3.10

Figure 169.  DGP analysis Pareto front solution of Abu Dhabi

3.4.8 - The final assessment and design choice
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Final choice
Based on the assessments of the aspects stated in the previous paragraph, a solution was selected 
from the Pareto front. This final choice is open to interpretation and in order to make sure the 
design actually is an optimal solution, more generations of the search algorithm are needed. 
However, choosing an option at this stage is required to be able to compare the performance with 
conventional shading systems. The choices for the different climates are made as following:

Figure 170.  Choice Singapore		
(by author)

Figure 171.  Choice Abu Dhabi		
(by author)

Figure 172.  Choice Brisbane		
(by author)
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Figure 173.  Geometry choice Singapore

Figure 174.  Geometry choice Abu Dhabi

Figure 175.  Geometry choice Brisbane
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3.5.1 - Definition of alternative shading concepts

3.5 - Comparison

In order to asses to what extend the PCA process improved the shading, a comparison to 
conventional systems will be made in this chapter. The first two simulations involve reference 
measurements of a single skin façade and a regular ‘empty’ double skin façade with the 
dimensions as stated in paragraph 3.4.2. Three alternatives involve conventional systems; solar 
reflective shading, a default egg-crate system and default dynamic screen shading. All five 
alternatives will be compared to the solution chosen from the Pareto front in the previous 
paragraph. 

The different design alternatives can be generated by including or excluding various parts of the 
Grasshopper script by using the toggles shown in figure 176. For simulation 1, the single façade, 
this means excluding both the DSF and the shading geometry. For simulation 2, the empty DSF, 
this means only excluding the shading geometry. 
For the third simulation, involving the solar reflective glazing, the material parameters for the 
exterior shading are altered to a g-value and visual transmittance coefficient of both 0.4. The 
interior glazing remains unchanged with a g-value of 0.7 and a visual transmittance coefficient of 
0.7.
The fourth simulation, involving the dynamic shading, a screen shading element was added in 
between the two glass planes with a g-value and visual transmittance coefficient of both 0.25 
(see fig. 177). For this simulation, an additional performance evaluation was set-up. In order to 
asses the visual performance of this alternative, two daylight simulations were run in parallel; one 
with the dynamic shading up and one with the dynamic shading down. The hourly results for 
both simulations are collected and combined. Whether the shading is up or down is based on a 
logical statement; whenever the normal direct solar radiation gets above 300 W/m², the dynamic 
shading goes down. The annual scheme for the dynamic shading is created for determining how 
to combine the two simulations together and as an input for the thermal comfort simulation. 
Energyplus allows for settings up shading geometry with an transparency schedule attached. The 
schedule contains a value of 1 (fully transparent) when the shading is up and 0.25 (the g-value) 
when the shading is down.
The last alternative, the “default sun shading” is generated using the default “cutting-box”. All 
parameters for shifting and rotation are set to zero. Since this alternative is generated with the 
default cutting-box, it does not have parameters for the M and Q value of the cut-off box.
The alternatives will first be compared on the performance of the two optimisation objectives; 
the PMV and UDI score. Secondly, the two properties used to select the desirable solution from 
the Pareto front; the DGP score and the material usage. Thirdly the annual energy usage if the 
simulation is run with the ideal all-air system.  

Figure 176.  The toggles for generating the design 
alternatives (by author)

Figure 177.  Material parameters for dynamic shading 
(by author)
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Simulation 1: Reference 1
Single skin facade

Total DSF width:	 n/a
Egg-crate width:	 n/a
Amount vertical:	 n/a
Amount horizontal:	 n/a
Vertical shift:		  n/a
Vertical rotation:	 n/a
Horizontal shift:	 n/a
Horizontal rotation:	 n/a
Mid-point curve:	 n/a
Q-value curve:		 n/a
g-value:		  0.8
Visual trans.:		  0.7

Simulation 2: Reference 2
“Empty” double skin facade

Total DSF width:	 500mm
Egg-crate width:	 n/a
Amount vertical:	 n/a
Amount horizontal:	 n/a
Vertical shift:		  n/a
Vertical rotation:	 n/a
Horizontal shift:	 n/a
Horizontal rotation:	 n/a
Mid-point curve:	 n/a
Q-value curve:		 n/a
g-value:		  0.8
Visual trans.:		  0.7

Simulation 3: Alternative A
Solar reflective glazing

Total DSF width:	 500mm
Egg-crate width:	 250mm
Amount vertical:	 4
Amount horizontal:	 8
Vertical shift:		  0
Vertical rotation:	 0
Horizontal shift:	 0
Horizontal rotation:	 0
Mid-point curve:	 n/a
Q-value curve:		 n/a
g-value:		  In: 0.7 Ex: 0.4
Visual trans.:		  In: 0.8 Ex: 0.4

Simulation 6: Optimised
by conventional approach

Total DSF width:	 500mm
Egg-crate width:	 250mm
Amount vertical:	 4
Amount horizontal:	 8
Vertical shift:		  ???
Vertical rotation:	 ???
Horizontal shift:	 ???
Horizontal rotation:	 ???
Mid-point curve:	 ???
Q-value curve:		 ???
g-value:		  0.8
Visual trans.:		  0.7

Simulation 4: Alternative B
Default dynamic screen shading

Total DSF width:	 500mm
Egg-crate width:	 n/a
Amount vertical:	 n/a
Amount horizontal:	 n/a
Vertical shift:		  n/a
Vertical rotation:	 n/a
Horizontal shift:	 n/a
Horizontal rotation:	 n/a
Mid-point curve:	 n/a
Q-value curve:		 n/a
g-value:		  0.8
Visual trans.:		  0.7

Simulation 5: Alternative C
“Default” egg-crate shading

Total DSF width:	 500mm
Egg-crate width:	 250mm
Amount vertical:	 4
Amount horizontal:	 8
Vertical shift:		  0
Vertical rotation:	 0
Horizontal shift:	 0
Horizontal rotation:	 0
Mid-point curve:	 n/a
Q-value curve:		 n/a
g-value:		  0.8
Visual trans.:		  0.7
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3.5.2 - Comparison of alternatives in three climates

When comparing the results, it has to be stated that the optimal solution can actually not be 
proven to be an optimal version due to insufficient data. However, comparison is still made to 
assess the performance in relation to the other alternatives (see fig. 179). A full overview of the 
graphic results is given in appendix I. The comfort metrics refer to a situation where all HVAC are 
disabled, the energy usage refers to a situation where an ideal all-air system with parameters as 
stated in paragraph 3.2.3 is conditioning the building.

The two references and the solar reflective glazing behave as expected, since their order represent 
a decreasing total g-value for the glazing. Dynamic shading within the double skin cavity does 
perform far worse on daylight in all climates. Even though the threshold value of 300 w/m² is 
common for automatic dynamic shading systems to close, it resulted in the following percentages 
of annual operative hours being closed:

Singapore:	 16%
Abu Dhabi:	 82%
Brisbane:  	 62%

For the climates of Abu Dhabi and Brisbane these percentages are relatively high. This can be 
explained by two contributing factors. Firstly, the fact that the fictive building in the example case 
uses operative hours from 08:00 to 18:00, resulting in an absence of evening hours. Secondly, the 
annual graphs for the cloud cover index can be plotted for all 3 climates as shown in the figure 
below. The total amount of sky cover is expressed in a domain ranging from 1 to 10. A score 
of 1 means no cloud cover, so completely sunny, whereas a score of 10 means totally clouded. 
The graphs indicates that the differences in annual closing percentages between the climates 
corresponds with the annual cloud cover index. Singapore is found to be clouded almost year-
round, whereas Abu Dhabi is sunny almost year-round and Brisbane represents an intermediate 
annual cloud coverage.

Figure 178.  Annual cloud cover indices for the three climates (by author)

Singapore

Abu Dhabi

Brisbane
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Sim 2:
Empty 
double skin 
facade

Sim 3:
Solar 
reflective 
glazing

Sim 4:
Dynamic 
screen sun 
shading

Sim 5:
Default 
egg-crate 
sun shading

Sim 6:
Optimized
egg-crate 
sun shading

Sim 1:
Single skin 
facade

Brisbane

9072
14.2%

Primair
PMV score
UDI score

1.477 kWh
5.530 kWh

98.345 kWh
103.875 kWh

Secundair
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It can also be observed that the egg-crate system performs better than all alternatives before, in all 
three climates. The optimised version of the egg-crate does not perform better in all three climates 
yet. The main reason for this is the lack of data, like stated before. However, for the climate 
with the most evaluation, Abu Dhabi, the optimised version does in fact perform better on both 
objectives. Even though the comparison gives insight in the performance in regard to alternatives, 
the validity of the comparison between the default egg-crate and optimised egg-crate remain 
debatable, due to different amounts of shading material. This property of the design solution has 
not been taken into account as an objective, but in practice, the ratio between performance and 
material use does have an impact on the feasibility of a system. This is due to the fact that less 
material means less expenses, resulting in the system being a more favourable solution for future 
designers. Since the form-finding script does have inputs controlling the amount of material use, 
with the Q-value in particular, this observation raised debate whether including the material use as 
a to be minimized objective would result in a more feasible sun shading solution. The first proposal 
of improvement of methodology in the next chapter will touch upon this debate.

Figure 179.  Results on performance on PMV, UDI and energy usage for the alternatives (by author)
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3.6 - Challenge identification

3.6.1 - The stepped approach

As stated before in the previous paragraph, the main issue for properly analyzing the optimisation 
results is a lack of sufficient data. The most straightforward approach would be to let the 
optimisations run for a longer period of time. However, this would imply impracticalities, 
because the optimisations elaborated previously already took 72 hours to complete on high-end 
computers. Another approach would be to improve the workflow. The first step in doing so is to 
identify the challenges which limit the contemporary workflow. In essence the main challenge is to 
generate more data in a smaller amount of time. This can be done using two different approaches. 
The first one is to use the available computational power more efficiently whereas the second 
approach is to allow for more computational power to be used. 

The first approach aims to use the computational power more efficiently by splitting the input 
parameters into two groups and optimise them using a stepped approach. This might help to 
generate more data in a lower amount of time, because the optimisation algorithm can use a 
smaller generation size and thereby theoretically converge faster to the Pareto front. A more 
elaborate description of the stepped approach is given in paragraph 3.6.1
The second approach aims to enable the use of the grid in the workflow. This will allow the 
optimisation process to split the computational tasks among multiple computers and thereby 
allow to generate more data in a lower amount of time. The concept of this grid-based 
optimisation approach is discussed in paragraph 3.6.2. In the final phase of this research this 
approach was explored more extensively, resulting in the development of the next generation 
workflow, which will be discussed further in chapters 3.7 and 3.8. 

The stepped approach involves a reconsideration of the objectives and input variables of the 
ModeFRONTIER workflow. The comparison between the “default” egg-crate and the optimised 
version in the previous chapter is arguable not completely valid, because both options use a 
different amount of shading material. The “default” eggcrate is derived from the straight extruded 
cut-off shape and does not contain the values for defining the cut-off curve. The hypothesis is that 
these two parameters controlling the curve of the cut-off shape are independent from the other 
parameters. The input parameters of rotation and shifting control the performance of the panel 
in relation to the orientation, whereas the values for the mid-point an q-value of the curve merely 
controlling the efficiency of the material. However, this is an hypothesis and it remains debatable if 
the parameters for the case of the egg-crate sun shading can be indeed be divided in independent 
groups without cross-correlation. 

In order to conclude on this matter, a new approach is proposed. If the hypothesis is found to be 
correct, this stepped approach might be able to help designers to converge to the desired solution 
faster. The conventional approach, used for the optimisations discussed in chapter 3.4, uses all 
the inputs for one single optimisation run based on two objectives; minimizing the annual PMV 
exceedance sum and maximizing the UDI (mod-75) score.  The stepped approach is based on first 
running an optimisation which only includes the input parameters of rotation and shifting. In the 
second run, these objectives remain unchanged, and in addition a third objective is added. The 
new objective is minimizing the material use. Using this method, the results can be used to assess 
the relation between the effectiveness of the geometry and the relative performance on visual and 
thermal comfort. A workflow comparison regarding the conventional and stepped approach is 
given in figures 180 and 181.
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Figure 180.  Conventional approach (by author)

Based on the results on this first optimisation, two sub-approaches with regard to the second 
optimisation are possible. The first one involves selecting an option from the Pareto front, based 
on the same criteria as before. This will result in fixing the four parameters of rotation and shifting, 
leaving only two variable inputs for the second optimisation run. The final desirable solution can 
be found in the 3D Pareto front of the second optimisation iteration. The second sub-approach is 
to perform hierarchical clustering analysis on the solutions of the Pareto front. This will result in 
gaining insight which input values correspond with high performance. Thereafter, this information 
can be used to decrease the domain of (some of) the input variables. As a result, the second 
optimisation run will still include some variable inputs. However, since the domain of these input 
parameters is decreased the optimisation will converge to the Pareto front faster. This second 
sub-approach of decreasing input variable domains, was also applied in the second case study 
discussed in paragraph 2.5.1.
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3.6.2 - Grid based optimisation approach
The second improvement of methodology is regarding the workflow in ModeFRONTIER itself. The 
software is well suited for the application of improving the performance of sun shading using the 
PCA method. However, since integration with Grasshopper is currently only available through a 
custom myNode, some challanges regarding this integration are still present. Although researching 
the following newly proposed method is on the borderline of the software engineering realm, 
realizing it would have a large positive impact on the speed of the workflow.

This thesis is built on the current state of the art of integrating ModeFRONTIER and Grasshopper, 
where the ModeFRONTIER workflow is based around one single Grasshopper script. Within this 
script the form-finding and performance evolution are set-up using Ladybug and Honeybee. 
These performance evaluation plug-ins are the current standard for evaluation visual and thermal 
performance within Grasshopper. However, using Ladybug and Honeybee in the workflow causes 
challenges for harvesting the full potential of the Volta player grid. This grid can be used for 
distrusting the workload across multiple computers. When combined with heavy computational 
power, this can drastically reduce the time required for the optimisation.

The first problem in the workflow is the need for a Rhinoceros license on every node within the 
grid. Since the amount of licenses are limited in commercial practice, this also limits the potential 
of the grid. The second problem is related to Ladybug and Honeybee not being intended for use 
in the grid. This prevents ModeFRONTIER from the ability to run parallel processes, which can be 
done with other simulation engines. As a result of these limitations, ModeFRONTIER is only able to 
evaluate a single design at a time for each of the limited number of computers.
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   comfort range deviation
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Figure 181.  Stepped approach (by author)
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Figure 182.  Diagram for utilizing the power of the grid efficiently (by author)

In order to overcome this problem, a new ModeFRONTIER workflow is suggested. The concept of 
this new proposed workflow is based on only harvesting the power of the Volta player grid for the 
time-consuming processes; the actual simulations of Radiance, Daysim and Energyplus. Honeybee 
offers the capability of just preparing batch files for the simulations, instead of executing them 
within the Grasshopper interface. Thereafter these batch files can be send to the grid for execution. 
Radiance, Daysim and Energyplus themselves are freely accessible, therefore eliminating the 
challange revolving the Rhinoceros licenses. When this concept is to be applied to an actual 
ModeFRONTIER workflow, the first two Grasshopper scripts should each give the directory of 
the prepared batchfile as an output. The execution nodes can be realized as a DOS script node, 
taking the batchfile directories as an input an give the result file address as an output. The final 
Grasshopper script should then give the final comfort metrics as an output. The application of this 
concept in ModeFRONTIER will be further discussed in the next chapter. In the case of this specific 
workflow for sun shading design, the process of preparing the batch files needs to be repeated 
twice, since the Energyplus simulation requires input from the result of the UDI evaluation in the 
form of a lighting schedule. A conceptual overview of the proposed workflow for further research 
is given in figure 182.
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3.7.1 - The first conceptual setup: Separating the Grasshopper script

3.7 - Developing the next generation workflow

The main bottle neck with regard to cloud compatibility is related to the use of Grasshopper. Like 
explained in the previous chapter, the main concept of the next generation workflow is to use 
Grasshopper only to prepare the analyses and to interpret the results, but the actual execution of 
the visual and thermal simulations is done outside the Grasshopper environment. This means the 
ModeFRONTIER workflow is essentially split in three different sections, the preparation, execution 
and interpretation (see figure 183). Using this separation, the preparation and interpretation 
can be executed on one main computer, while the execution part can be split among multiple 
computers using the Volta grid. This means Rhinoceros, which is relatively expensive software, is 
only required on the main computer. All other computers in the grid only need installations of 
Radiance, Daysim, Open studio and Energyplus, which are all free of charge to use. The execution 
phase is conducted using a DOS script consisting of only a few lines of code. The script will execute 
the total of three batchfiles generated by the preparation phase and will return a true value when 
they all simulations are completed.

The first step in realizing this conceptual set-up is to split the Grasshopper script in two parts; 
preparation and interpretation, and define the required inputs and outputs. The separated version 
of the Grasshopper definitions can be found in Appendix III. The inputs for the first Grasshopper 
script remain the same as in the contemporary PCA workflow, same as the outputs for the 
second script. The outputs of the first script are the file directories for the analysis batch files, the 
directories of the result files which will be generated when the simulations are completed and the 
point matrix. 

The matrix contains the three coordinates of the test points within the grid for the visual comfort 
simulation, as well as the floor area these points represent. This results in a matrix with 4 columns 
and a number of rows equal to the number of test points. This matrix is used to transfer the test 
point data between the First and second Grasshopper script, because this information is needed 
for the interpretation of the UDI comfort index. The complete overview of inputs and outputs is 
given below.

First GH script inputs:
•	 Horizontal rotation	 (x4 façade orientations)
•	 Horizontal shift		  (x4 façade orientations)
•	 Vertical rotation		  (x4 façade orientations)
•	 Vertical shift		  (x4 façade orientations)
•	 Midpoint of the curve	 (x4 façade orientations)
•	 Q-value of the curve	 (x4 façade orientations)

First GH script outputs:
•	 File directory of the Radiance batch files 
	 (x2 because Radiance requires and initializing batch file, and a main batch file)
•	 File directory of the Energyplus simulation
•	 File directory of the Radiance result files
•	 File directory of the Energyplus result files
•	 The point matrix
•	 The total amount of sun shading material
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Dos script inputs:
•	 File directory of the Radiance batch files 
	 (x2 because Radiance requires and initializing batch file, and a main batch file)
•	 File directory of the Energyplus simulation

Dos script outputs:
•	 Boolean value

Second GH script inputs:
•	 Boolean value
•	 File directory of the Radiance result files
•	 File directory of the Energyplus result files
•	 The point matrix

Second GH script outputs:
•	 UDI comfort index
•	 PMV comfort index

The second step is to control the amount of concurrent processes, in other words, the amount 
of calculations which ModeFRONTIER is allowed to execute simultaneously in parallel. In the 
contemporary workflow the number of concurrent processes was limited to just one. This limitation 
is caused by the use of Ladybug and Honeybee, as they are not intended to operate in multiple 
simultaneous Grasshopper instances, which caused a challenge in preliminary test runs. In addition, 
multiple instances of Grasshopper are unfeasible, because this will result in relatively high CPU 
loads on the computers processor. When the processor is operating at full capacity and even more 
Grasshopper instances are started, some instances might stop responding.

In the next generation workflow however, the maximum number of concurrent processes is 
different per node. These differences amongst nodes can be controlled using the ModeFRONTIER 
queue nodes. This results in a workflow where the Grasshopper nodes are limited to one 
concurrent process, while the other nodes in the workflow can do a higher number of concurrent 
processes (see fig. 183). In the first conceptual setup this was tested on a common laptop with 
four concurrent processes. However, this number can be increased based on the specifications 
of the computer. This means that special farm computers could in theory process a relatively 
large number of concurrent processes. The TU Delft Architecture faculty does own such a farm 
computer, called the BK Renderfarm. Testing the next generation workflow on the BK Renderfarm 
will be discussed further in paragraph 3.7.8.
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Figure 183.  First conceptual set-up of the next generation workflow (by author)

PreparationOptimisation
Scheduling

4 concurrent
processes

4 concurrent
processes

1 concurrent
proces

1 concurrent
proces

Execution Interpretation

3.7.2 - The lighting schedule issue

The first issue in implementing the next generation workflow is the lighting schedule. This schedule 
controls whether artificial lighting is turned on or not. In the contemporary workflow, this schedule 
is derived from the results of the visual comfort analysis and used as an input for the thermal 
comfort calculations. Meaning the visual comfort analysis will run first and the thermal comfort 
simulation will start afterwards. However, based on the nature of the next generation workflow 
discussed in the two previous paragraphs, this stepped analysis is not feasibile anymore. This 
paragraph will continue discussing some approaches that have been tested to overcome this issue. 

Option 1: Use 3 scripts in the ModeFRONTIER workflow
The first option would be use three Grasshopper scripts in the ModeFRONTIER workflow, like 
proposed in paragraph 3.6.2. In this case the middle script would prepare the Energyplus analysis 
based on the results of the Radiance simulation. This would be the preferred option with regard 
to achieving the same level of detail in the simulation as when using the contemporary workflow. 
However, other options which would enable the Energyplus simulation to be prepared without the 
results of the Radiance analysis would be preferred with respect to the development of the next 
generation workflow.
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Option 2: Run a minor simulation for the lighting schedue
This option proposes to run a minor simulation, with just a few analysis points inside the first 
Grass-hopper script to generate the lighting schedule. For the example case this minor simulation 
would include 4 test grid points, since it includes 4 sensor points, like explained in paragraph 3.3.3. 
The main disadvantage of this option however, is the increased amount of time to prepare the 
simulation. In addition, running the minor simulation within the Grasshopper environment would 
imply it is required to be executed on the main computer. This would undermine the philosophy 
behind the next generation workflow.

Option 3: Use options within Energyplus to generate the lighting schedule
Energyplus also offers native options to generate a lighting schedule based on a sensor. In 
the contemporary workflow this is option is not used, because Radiance daylight simulations 
are proven to be significantly more accurate compared to daylight simulations conducted by 
Energyplus. In addition, Honeybee only allows to prepare a single lighting sensor per room. Since 
the example case used four lighting sensors, this option is not really feasible. 

Option 4: Utilize the additional strings input
When Energyplus is used as a stand-alone software package, multiple lighting sensors can be 
assigned per room in more recent versions. This option is unfortunately not yet assessable via 
Honeybee natively. However, the core Grasshopper component for preparing the Energyplus 
simulations has an input named ‘additional strings’. This input enables more experienced users to 
add instructions to the Energyplus simulation batch file which are not assessable via Honeybee. So 
the fourth option would be to make a custom component which feeds the information of multiple 
lighting sensors to the main Energyplus component. However, developing this custom component 
would take too much time in respect to the focus of this thesis.

Option 5: Wait for the Honeybee update 
Since more recent versions of Energyplus support the use of multiple lighting sensors per room, 
it is very likely this option will be added in future releases of Honeybee. Waiting for this update 
would be an alternative to the previous option, but this will not solve the lighting schedule issue 
for this thesis. This can however be an interesting direction for future research.

Option 6: Do not include artificial lighting
Since the results generated using the contemporary workflow indicate the energy usage for 
lighting is very small compared to the need for cooling, it can be argued that for the example 
case artificial lighting can be removed from the calculation entirely. One notable implication is the 
disability to directly compare the results of the contemporary and next generation workflow, since 
the used model will be different. However, this difference is not relevant to the development of the 
next generation workflow and will therefore be the direction chosen for the continuation of this 
research.
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Like mentioned earlier, the concept of the next generation workflow is to prepare the batch 
files for the analysis and to execute them outside of the Grasshopper interface. For the visual 
comfort simulation, which is conducted by a combination of Radiance and Daysim this was fairly 
easy, because Honeybee natively offers an option to only write the files and not running them. 
For the thermal calculations based on Energyplus however, this introduced another challenge. 
Natively, Honeybee only offers options to prepare the Energyplus IDF file, which cannot be directly 
executed by windows itself. In order to convert this IDF file to a batch-file, a modification of a the 
“re-run IDF” Honeybee component was necessary. The altered part of the code and Grasshopper 
integration can be found in Appendix III.

There is one more challenge to overcome using a custom node; the suppression of the 
Grasshopper multi-save pop-up. This is a built-in feature of Grasshopper, which serves as safety 
feature to prevent the loss of work when closing Grasshopper. Previously, in the contemporary 
workflow this was not an issue, because the ‘keep alive option’ was enabled. This option makes 
sure each design evaluation is conducted in the same instance of Grasshopper. However, in the 
next generation workflow, utilizing the keep alive option was not possible, because there are 
two Grasshopper nodes within the ModeFRONTIER workflow. As a result of disabling this option, 
Rhino and Grasshopper are restarted for each design evaluation, introducing the multi-save pop-
up. This pop-up requires to be closed by clicking OK before being able to proceed, which is very 
unfeasible for the next generation workflow, as it prevents automatization. In order to overcome 
this challenge, a custom VB script was used in order to suppress the multi-save pop-up by 
manually switching the ‘is-changed flag’ using Rhinoceros API coding. The code and Grasshopper 
integration can be found in Appendix III.

Since one of the core features of the next generation workflow is to prepare multiple analyses 
and executing them in parallel, each evaluation needs to be saved as a unique file to prevent 
overwriting. The most straight forward approach is to append a number to each analysis and save 
them all in a main working directory. In order to do so, a custom python component was written. 
The purpose of this component is to identify the number of folders already present in the main 
working directory. This number will be increased by one and will serve as the input for generating 
the analysis files of the new design. The code of this custom component, as well as the integration 
in the Grasshopper script can be found in appendix III. 

Another challenge in making the workflow cloud compatible is the dependence on the EPW 
weather files. Previously these files where saved locally, but this caused problems for enabling the 
cloud functions. In order to overcome this challenge, Honeybee offers an option to download the 
weather files when running the Grasshopper files. The downloaded files will be saved in the main 
working directory that was mentioned earlier as well. The Grasshopper definition for this automatic 
downloading of EPW files can be found in appendix III. 

3.7.3 - Analysis numbering (custom node)

3.7.5 - Preparing the Energyplus simulation (custom node)

3.7.6 - Suppressing the Grasshopper multi-save pop-up (custom node)

3.7.4 - Delocalizing the EPW-file
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As stated in the problem statement of this thesis, the integration of Grasshopper is not an 
integration node provided with standard modeFRONTIER installations, but only supported 
through a custom myNode. This custom node is developed by ESTECO, the company behind 
modeFRONTIER, especially for academic use at the TU Delft. Due to this reason, the custom 
Grasshopper myNode was not implemented to cover all the possible use cases. Prior to this 
research, the output of strings and matrices was not yet possible. Other options for transferring 
the string and matrix data between the nodes were possible, but not the most elegant solution. 
Fortunately, the developers of ESTECO were so kind to add these features to the custom 
Grasshopper nyNode especially for this research.     

3.7.7 - Updating the Grasshopper custom MyNode

3.7.8 - Finalizing the next generation workflow 

In order to increase convenience in making the next generation workflow cloud compatible, the 
input for the analysis numbering method where taken to the ModeFRONTIER workflow instead 
of being defined within the first Grasshopper script. This will make it easier to change the main 
working directory, because the Grasshopper script does not have to be opened. In addition, the 
two Grasshopper scripts are loaded in two project file nodes. This will make sure the two scripts 
are embedded in the ModeFRONTIER projects. This increases convenience, because there is no 
more need to copy the Grasshopper scripts along with the ModeFRONTIER project when placed 
onto a cloud environment. Lastly, the DOS script within the workflow is simplified. Preliminary 
results indicated the output boolean value is not necessarily needed, because ModeFRONTIER 
natively waits for each node to be completed before advancing to the next node in line. Therefore, 
this part of the DOS script was removed, leaving only three lines of code which will execute each 
of the three batch files. These final steps complete ModeFRONTIER set-up of the next generation 
workflow (see figure 184).

Figure 184.  Finalized set-up of the next generation workflow (by author)
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3.7.9 - Testing on the BK Renderfarm 

The architecture faculty at the TU Delft is the proud owner of the BK Renderfarm. The farm was first 
set up in 2005 and is primarily used to serve as a solution for executing computational resource 
demanding rendering jobs externally. An internal article for the university about the BK Renderfarm 
written by Arno Freeke and Aytaç Balci (2018) describes the setup of the BK Renderfarm as cited 
below and the current hardware specifications are given in figure 185.
  

“The render farm consists of one master node and four render nodes. The master node distributes the render jobs 
over the four render nodes. With the current hardware there is a lot of computing/rendering power at our disposal. 

For optimal use of the available computing power, each render node is divided into several ‘instances’.” (Freeke & 
Balci, 2018)

In the final phase of this research, multiple tests with the next generation workflow where 
conducted on the BK Renderfarm under supervision of Aytaç Balci, one of the responsible staff 
members within the university for the BK Renderfarm. The first tests showed promising results, as 
the BK Renderfarm was able to execute the visual and thermal comfort simulations in parallel on 
different instances while executing the Grasshopper nodes in series on a single instance.
For conducting the tests, the number of concurrent processes was set to four, sending one 
simulation each to four of the six available instances in the BK Renderfarm. In further research, 
this number can be increased to test the computational limits of the BK Renderfarm. The number 
of concurrent processes for the Grasshopper MyNodes and the Queue nodes is set to one, like 
explained earlier. The amount of concurrent processes for the overall run and DOS script can be set 
in the dedicated precerence options (see fig. 186 and 187). Control over the amount of concurrent 
processes distributed over the grid is found in the Volta player (see fig. 188). In the context of the 
next generation workflow, it is advised to keep these numbers of concurrent processes equal in 
each of the preference option menus.

Figure 185.  Current hardware setup TU Delft Architecture BK Renderfarm (internal publication by Freeke & Balci 
(2018))

Figure 186.  Number of concurrent 	
	 processes Scheduler node 	
	 (by author)

Figure 188.  Number of 		
	 concurrent 		
	 processes Volta 		
	 player (by author)

Figure 187.  Number of concurrent 	
	 processes DOS node 		
	 (by author)
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3.7.10 - Testing in the VR lab

In addition to the tests on the BK Renderfarm, there were test conducted on the computers in 
the VR lab as well. This are the same machines used for generating the results based on the 
contemporary workflow discussed earlier in this research. In total, four different computers where 
used to conduct the tests. Based on the individual specifications, an appropriate number of 
concurrent processes was set. A higher number will result in overloading the CPU at a constant 
utilisation of 100%. This will slow down the computer, and will make the system unstable when 
ModeFRONTIER opens a Rhinoceros/Grasshopper session to prepare the simulation or interpret 
the results for a new design. This action causes a spike in CPU load, which can not be handled by a 
processor which is already overloaded. Based on preliminary tests, the CPU load should be around 
70% when steadily running the Radiance and Energyplus simulations in order to process the spikes 
caused by starting a Rhino/Grasshopper session. An overview of the hardware specifications of the 
used VR-lab computers and the predetermined number of concurrent processes is given below.

			   Cores			   Memory	 Number of concurrent processes
Computer 1:		  8 @ 3.4 Ghz		  8 Gb		  10				  
Computer 2:		  6 @ 3.3 Ghz		  16 Gb		 8
Computer 3:		  4 @ 4,0 Ghz		  8 Gb		  6
Computer 4:		  4 @ 4,0 Ghz		  8 Gb		  4

In order to assess to what extend the next generation workflow is capable of overcoming the 
identified challenges in chapter 3.6, the projects on the four VR-lab computers where left running 
for approximately 72 hours; the same amount of time as the optimisations using the contemporary 
workflow in chapter 3.4. The results of these optimisation runs will be evaluated in the next 
chapter.

Unfortunately, due to restrictions in use of the BK Renderfarm for running ModeFRONTIER projects 
and nearing final deadlines for this research, it was not possible to run the complete optimisation 
for the example case on the BK Renderfarm using the next generation workflow. However, the first 
tests proved that the BK Renderfarm is able to theoretically execute a relatively large number of 
multiple visual and thermal simulations in parallel when using the next generation workflow. Since 
this was not possible before all developments discussed previously in this chapter, it will drastically 
reduce the time needed to complete the optimisation phase of the PCA framework. Using a render 
farm environment in conjunction with the next generation workflow will be a very interesting 
direction for further research.

All knowledge generated during this research has been passed on the university staff members 
in charge of the BK Renderfarm. They will continue to run tests on the BK Renderfarm using the 
next generation workflow, so that hopefully future research and projects are able to utilize the 
computational power of the BK Renderfarm.
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3.8 - Analysing the next generation workflow

3.8.1 - Comparing the feasibility to the conventional workflow

The tests In the VR lab where left running during a weekend, but unfortunately none of the four 
managed to keep running the entire 72 hours. The second computer failed to stay powered on for 
the entire weekend, causing these results to be lost. The other three failed due to different errors 
related to Rhinoceros/Grasshopper. These errors come in the form of a pop-up which requires 
user input to be closed. Due to these error pop-ups the entire optimisation process comes to a 
stall and will not continue evaluating designs. The first computer stalled on a generic Rhinoceros 
error report (see figure 189). The third computer failed due to ‘expired Honeybee components’ in 
the Grasshopper script. This resulted in an error pop-up for each of the components present on 
the Grasshopper canvas. Figure 191 shows a few of these error pop-ups, but all included the same 
message. The fourth computer stalled on an error produced by an exception in the python script 
used by ModeFRONTIER to open a new Grasshopper session (see figure 190).  

Figure 189.  Error pop-up computer 1 (by author)

Figure 191.  Error pop-ups computer 3 (by author)

Figure 190.  Error pop-up computer 4 (by author)
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3.8.2 - Comparing the results to the conventional workflow

The most important property on which the feasibility can be compared to the contemporary 
workflow is the amount of calculations over time. Even though there are some slight differences 
between the simulations conducted using each of the two workflows, like the lighting schedule 
discussed in paragraph 3.7.2 and the changes in input parameters discussed in paragraph 3.4.7, 
the time required per simulation is relatively equal. The difference in total calculation time 
needed is grounded in the ability to run multiple processes in parallel. The reference for the 
contemporary workflow will be the optimisation for the climate of Abu Dhabi, since this one has 
the most evaluations; a total of 261 in a time spawn of 72 hours. Even though the optimisation 
using the next generation workflow did not manage to keep running for the complete 72 hours, 
the evaluations over time can be calculated based on the amount of time the computer manager 
to stay on (see the table below). Based on the test optimisation in the VR-lab and the calculated 
evaluations per hour it can be stated that the next generation workflow is capable of generating 
data about 2.5 to 3 times faster compared to the contemporary workflow.

				    Total running time		  Total evaluations	 Evaluations / hour
Contemporary workflow	 72:00 h			   261			   3.6 
	 (Ran on PC 2)
Next generation PC 1	 05:00 h			   46			   9.2
Next generation PC 2	 02:40 h			   36			   13.5
Next generation PC 3	 01:10 h			   6			   5.1		
Next generation PC 4	 09:30 h			   86			   9.1

The main challenge within analyzing the contemporary workflow was the lack of data. This caused 
the Pareto front to not properly form. Even though the next generation workflow has proven do 
be significantly faster than the contemporary workflow, it is also less stable, resulting once again 
in a lack of data. Unfortunately, time restrictions regarding this research prevented to rerun the 
optimisation and generate more data. Nevertheless, the results of the two workflows can be 
compared. There is however one main difference; the choice of algorithm. In the optimisations 
using the contemporary workflow, the PilOpt algorithm was used in combination with a Uniform 
Latin Hypercube DOE of 50. In the optimisation using the next generation workflow, the PilOpt 
algorithm was used in self-initializing mode, because research of fellow graduate students 
indicated the Pareto front will form more quickly using this setting. For the comparison the results 
of computer 4 are used, because these include the most evaluations, a total of 86. The Pareto 
front graph is given in figure 192, but the Pareto front has not formed yet. Since this is the case, 
it does not make sense to apply the other post-processing analysis techniques to these results. 
The distribution of PMV and UDI scores seems very similar to the simulations ran using the 
contemporary workflow, validating that the individual simulations are ran correctly using the next 
generation workflow as well.
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3.8.3 - Conclusions on the next generation workflow

The most important conclusion regarding the next generation workflow is the fact the designs can 
be evaluated faster, but the workflow is not yet fully stable. This is due to some random errors, 
caused by Rhino/Grasshopper and Ladybug/Honeybee. During the testing in the VR-lab this was 
unanticipated for, because these errors did not show up in preliminary tests containing just a few 
evaluations, which were used to test the concept of the next generation workflow. As a result, 
all conducted tests failed to continue running over the weekend, as the errors mentioned earlier 
require user input for the process to continue. So, when the process is left to run for a longer 
period without supervision, this will stall the optimisation process. 
 
At this point the hypothesis is these errors are produced when both Grasshopper scripts are 
opened simultaneously. This behaviour is expected in the workflow and ModeFRONTIER 
functioned correctly, as the queue nodes only control the portion of workflow in between the 
queue start and end node. This means there are no elements in the workflow preventing the first 
and second Grasshopper custom myNodes from starting a Grasshopper instance for different 
design evaluations simultaneously. Since the plug-ins of Ladybug and Honeybee are not intended 
to operate in multiple Grasshopper instances simultaneously, this still forms a challenge for the 
next generation workflow. The next two paragraphs will discuss a workaround and conceptual 
solutions for this challenge.

There is an option in ModeFRONTIER which could serve as a workaround for this problem; the 
timeout function (see fig. 193). This option controls the maximum amount of time a node is 
allowed to run before the process will be terminated. This will result in generating one failed 
design, but will ensure the ModeFRONTIER optimisation run will continue afterwards. However, in 
order to verify whether the timeout option will work as intended for the next generation workflow, 
further research is needed.

Figure 192.  Pareto front results of the next generation workflow on PC 4, containing 86 design evaluations (by author)
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Figure 193.  The timeout option for the Grasshopper node (by author)

Figure 194.  Interlinking the queue nodes (by author)

At this moment, no definitive solution was found to prevent both Grasshopper custom myNodes 
from starting a Grasshopper instance simultaneously. In terms of conceptual solutions, two 
directions would be desirable. The first being an option to limit the global option for the number 
of concurrent processes conducted by external software. Such an option could be used to limit the 
global amount of Grasshopper instances to only one. The second conceptual solution would be 
some sort of link between the queue nodes would be desired solutions. This link should prevent 
ModeFRONTIER from starting a Grasshopper script, while the other Grasshopper node is active 
(see fig. 194).
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3.9.1 - Automatized workflow

3.9 - Automated physical models

The optimisation results in a set of optimal solutions, making up the Pareto-front. The final step 
within the PCA process, making the final assessment, allows for human interpretation. The choice 
for the desirable solution out of the optimal solutions can be made based upon the performance 
metrics. However, since the process is related to an architectural project, aesthetic quality of the 
solutions can be used in the assessment process as well. One common tool for assessing the 
aesthetic quality is by making physical models. Since 3D models of the solution are already present 
due to the nature of the form-finding phase, this can serve as a direct input for creating physical 
model using an automated methodology.

Developing this methodology is a reversed engineering process, staring with selecting the proper 
manufacturing technique. Since the geometry is made up of 2D elements, but includes lots of 
unique curvature, the technique chosen for this research is wood laser cutting. This technique 
requires 2D vector files, which will serve as cutting paths for the machine. These files can be 
generated automatically by Grasshopper. Since this research is conducted at the TU Delft, the 
files are generated according to the requirements of the faculty’s laser cutting machines. These 
machines require a DWG file with the outlines for the wooden plate included. This paragraph will 
continue describing the automatized workflow.

Step 1 
The first step in generating the DWG files is generating the wood surface outline based upon the 
standard available sizes. In case of a 1:10 scale model, a plate of 600x300 will be sufficient.

Step 2
Next are the intersection cut-outs for the shading elements will be generated. The width of the 
cut-out is based on the material thickness and the angle between the shading elements.  

Step 3
The next step involves the connections with the side panels of the double skin façade. These are 
made by introducing a new cutting-box, accounting for the material thickness of the geometry 
side panels, but leaving a left-over width for the connections.

Step 4
After generating the connections on the shading elements, the holes in the side panels can be 
generated by projecting the intersecting geometry onto the plane of the side panels.

Step 5
In this step, all geometry is 3D rotated in order to align to the world XY plane. 

Step 6
After 3D rotation, all geometry is placed on the world XY plane in order to fit the wood surface 
outline.

Step 7
In order to simplify the process of assembling the physical model after last cutting, marking are 
added to the geometry. These marking contain either the letter H (for horizontal element) or V (for 
vertical element) and a number. The markings will be engraved into the wood and use a special 
single line font which is intended for engraving purposes.
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3.9.2 - Physical test models

Step 8
This step involves deleting overlapping line parts, so the laser cutter can do the job as efficient as 
possible. 

Step 9
After checking for overlapping lines, all geometry can be baked into layers. The names and colours 
of the layers correspond with the file requirements for the laser cutters at the architecture faculty 
of the TU Delft.

Step 10
The final step is to export the file as a DWG file and send it to the laser cutter. When finished, the 
physical model can be assembled by hand, resulting in model like shown in the next paragraph.

These are two of the physical models created during the research. They where made to asses 
the aesthetics of two different cut-off shapes. Since the research is more aims towards the 
methodology of the next generation workflow, the models where not used for the final assessment 
like shown in the methodology scheme in paragraph 1.6. However, when the PCA methodology 
would be applied in practice, this automated physical model workflow might be valuable to the 
designers to asses differences in aesthetic quality in this phase of the project as well.

Figure 195.  Frontside photographs of the two physical models (by author)
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3.9.3 - Relation to the commercial design process

The primary goal of this automated physical model workflow is to serve the final assessment 
of selecting the desirable solution from the Pareto front. Over the past few decades, many 
architecture offices have invested in new modelling production techniques such as 3D printers, 
foam carvers and laser cutting machines. This allows them to produce architectural scale models 
faster, resulting in a more efficient business model. Implementing a production script in the 
PCA process is in line with this trend, further increasing the overall value of the PCA process for 
contemporary architecture offices. 

Secondary, the physical models can also serve a role is assessing the aesthetic quality of shading 
geometry. This quality is obtained in the parametrization of the shading geometry within the 
form-finding phase of the PCA process. The ability to make preliminary scale models, enables the 
designer to assess the aesthetic quality or spot possible challenges and change the parametric set-
up of the shading geometry according to the findings. 

Thirdly, the methodology developed for making the physical models can serve as a starting 
point for the production process. Since the shading of the example case contains lots of unique 
geometry, the technique of laser cutting might be feasible to use for the actual production process 
as well. When this methodology is further developed, it offers an opportunity to automatically 
produce the input drawings for the actual production laser cutter machines, resulting in a time-
efficient production process.

Figure 196.  Backside photographs of the two physical models and connection detail photograph (by author)
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Another methodology for aiding the final assessment is the automatized production of VR 
renderings. The exact workflow for producing these VR rendering is open to interpretation, but the 
workflow used for this research will be elaborated below.
There are many software solutions for producing renderings. Rhinoceros even offers built-in 
rendering capabilities. However, the workflow used in the research is based on a connection with 
Autodesk Revit. This software is used in the architectural field for creating building information 
models (BIM) and has become the standard for the industry over the last few decades. Revit offers 
a built-in tool for parametric modeling; Dynamo. Dynamo offers functions to import geometry 
into Revit and assign materials. This will be used to directly import the shading geometry from 
Grasshopper into Revit.
In contrast to other rendering solutions, Autodesk offers the ability to use their cloud for 
producing and storing renderings. The connection to the cloud is fully integrated in Revit and 
offers used to send a view for rendering relatively easily. After completing the ray-tracing 
calculations, the rendered image is stored on the cloud and can be downloaded or linked via a QR-
code. When working with VR rendering, the storage section of the cloud offers a built-in viewer. If 
people where to scan the QR-code using their phone, they can view the VR rendering by rotating 
their phone or placing it in a set of VR-glasses.

Step 1
The first step is to collect all shading and building geometry in Grasshopper and properly name/
sort them for exporting.

Step 2
The next step is importing the geometry to Revit via Dynamo. The methodology for this is based 
on the Dynamo plug-in Rhynamo, which features a direct link between an open Rhinoceros file 
and the Dynamo file. This way, baking the shading and façade geometry in Grasshopper will result 
in a direct transfer of the geometry to Dynamo.

Step 3
Dynamo is used to assign materials to the geometry. The materials themselves can be created 
using the regular Revit material editor.

Step 4
This step only has to be taken once, and can be skipped every new iteration of the VR rendering 
workflow. Standard Revit modelling techniques are used to recreate office interior, by placing 
furniture, equipment, people, etc. The goal is to create a Revit model in which only the shading 
itself has to be replaced in order to quickly compare different designs of the Pareto front. The level 
of detail of this model is depending on the designer and materials can be assigned using standard 
Revit modelling techniques.

Step 5
The next step is to use Dynamo to place the shading geometry in a ‘design options’, an entity in 
Revit intended for this purpose.

Step 6
The next step is to set an appropriate view for the VR render to be made. The direction of the view 
is irrelevant, since a 360-degree image will be rendered. 

3.10.1 - Automatized workflow

3.10 - Automated VR rendering
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This paragraph shows the still image render versions of the VR renders as well as the flat box 
image that represents the VR render when opened in a proper viewer. In addition, the QR codes 
for viewing the non-postprocessed VR rendering directly in the Autodesk storage cloud are 
given as well. Due to the limited storage time allowed on the Autodesk cloud, these QR links may 
become invalid over time.

3.10.2 - VR renderings

Step 7
This step involves sending the render scene to the Autodesk cloud. Before sending the scene, 
a resolution and other settings have to be supplied. It is advised to first to first run a free Draft 
rendering before uploading the final version in high-resolution. These final versions in high 
resolution may a relatively small payment. 

Step 8
After waiting for the rendering to be completed, is image can be downloaded from the cloud or 
be viewed on any device by scanning the QR-code. This enables the designer to experience the 
shading design in virtual reality.

Step 9
The final step in the VR rendering workflow is the post processing. This step in not necessary 
within the design process, but might be valuable for preparing the final renders for a presentation. 
In the case of the VR renders for the example case sun shading, post processing is done by adding 
a high resolution photograph of a high-rise skyline into the render to give the impression of a 
building surrounding. 

Figure 197.  Day-time VR render flat box image & QR code for non-post-processed VR rendering (by author)

Figure 198.  Night-time VR render flat box image & QR code for non-post-processed VR rendering (by author)
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Figure 200.  Still image version of night-time VR rendering (by author)

Over the recent years, many commercial architectural offices have invested in VR technology, 
enabling them to use VR as a powerful presentation technique. However, this methodology allows 
to quickly make VR renderings during the design process as well and use the VR rendering as 
a tool for assessing the architectural quality of the optimisation results. A big advantage of the 
described workflow is the elimination of the need for special equipment. Since the cloud is used 
to produce the renderings, no high-end computers are needed. In addition, the cloud storage with 
integrated viewer and the QR-code system allows to easily view the renderings on mobile phones 
instead of dedicated VR glasses.

3.10.3 - Relation to the commercial design process

Figure 199.  Still image version of day-time VR rendering (by author)
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4.1.1 - Conclusions on visual comfort

4.1 - Literature review conclusions

This chapter will briefly summarize and conclude on all the matter discussed previously according 
to the answered research questions stated in the introduction.

Q1: How is visual comfort defined?
Visual comfort is defined as a “subjective condition of visual well-being induced by the luminous 
environment” (CEN, 2018, p.9). Due to its subjective nature visual comfort is hard to quantify and 
impossible to quantify in a single number, visual comfort will always be described using multiple 
quantities. (Carlucci, 2015)

Q2: What factors are responsible for the level of visual comfort?
The four main contributing factors are as following (Carlucci, 2015):
1.	 The amount of light
2.	 The uniformity of light
3.	 The quality of light in rendering colors
4.	 The prediction of the risk of glare for occupants

Q3: How can visual comfort be calculated?
One calculation method by Dubois (2001) is based on various international standards (AFNOR, 
1990; ISO, 2000; IES, 1993; CIE, 1986; CIBSE, 1994; NUTEK, 1994). This method focuses especially 
on the first two contributing factors; the amount and uniformity of light, as they are normative for 
the perceived visual comfort. The method by Dubois (2001) describes 5 performance indicators 
and suited requirements for an office building: daylight factor, work plane illuminance, illuminance 
uniformity, absolute luminance and luminance ratios.  
International European calculation methods and requirements can be found in NEN-EN-12665. 
(CEN, 2018)

Q4: How are visual comfort related to shading systems?
Sun shading is primarily needed to reduce glare. The most common source for this glare is the 
direct sun light. Shading can be used to block this direct light for the occupant, improving the level 
of visual comfort regarding glare. The secondary goal of the shading is to allow indirect daylight 
to enter the room in order to keep absolute illuminance levels within the requirement boundaries 
as well. The absolute illumination levels are needed as well to experience visual comfort while 
executing tasks

Q1: How is thermal comfort defined?
Thermal comfort is defined as “that condition of mind which expresses satisfaction with the 
thermal environment” (ISO, 2005). This condition of mind is influenced by various aspects, 
including physiological, psychological, medical, climatological and engineering aspects. (Carlucci, 
2013)

4.1.2 - Conclusions on thermal comfort
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4.1.3 - Conclusions on performative computational architecture

Q2: What factors are responsible for the level of thermal comfort?
A commonly used index for thermal comfort is the PMV index. This index is based on six 
contributing factors:
1.	 Clothing
2.	 Activity
3.	 Air temperature
4.	 Mean radiant temperature (MRT)
5.	 Air velocity
6.	 Humidity

Q3: How can thermal comfort be calculated?
According to CEN standard NEN-EN-15251 (CEN, 2007), the PMV and PPD indicies should be used 
for calculating thermal comfort in HVAC controlled building and the adaptive comfort index for 
naturally ventilated buildings. All three indexes can be calculated using various formula’s given in 
International standard NEN-EN-ISO-7730 (ISO, 2005). Another method is by using the CBE thermal 
comfort tool by Tyler et al. (2017). This tool is based on the same formula’s and can be used to 
calculate thermal comfort and compare it to the requirements of NEN-EN-15251 or ASHRAE 55

Q4: How are thermal comfort related to shading systems?
A prominent contributing factor to thermal comfort is the mean radiant temperature. This quantity 
is influenced by the sun as a result of solar gain. The radiation energy from the sun will heat up 
the room, which can result in overheating, causing thermal discomfort. Sun shading can be used 
to partly block this solar radiation from entering the room and thereby controlling the amount of 
solar gain and influencing the level of thermal comfort.

Q5: What are the principles of the performative computational architecture method?
The principle of performative computational architecture is based on a three-phase cycle which 
is iteratively looped until the best solution is found. The thee phases are as following: (Ekici et al., 
2019)

1.	 The form-finding phase; generating geometry using a parametric approach
2.	 The performance evaluation phase; a digital simulation evaluating the performance of the 

geometry
3.	 The optimization phase; using a search method to find the best configuration of input 

parameters based on their performance criteria.

Q6: How can the form-finding phase of the performative computational architecture 
method be used to design sun shading systems?
Parametric modelling can be used to generate geometry, based on parameters. (Barrios, 2005). 
These parameters define certain key values describing the geometrical shape. Since sun shading 
consists of geometrical shapes, parametric modelling can be used for this application as well. 
All geometry generated by the parametric script is derived from these input parameters using 
mathematical alterations, often implemented by using some kind of scripting or coding. This way, 
altering the input parameters influences the geometry, allowing to relatively quickly explore design 
alternatives. Commonly used software for the form-finding phase is Grasshopper.
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Q7: How can the performance evaluation phase of the performative computational 
architecture method be used to design sun shading systems?
Performance evaluation can be used to determine the performance of the geometry generated 
in the form-finding phase, using a digital simulation. For designing solar shading, this means 
the visual and thermal comfort can be simulated. This will determine the feasibility of a design 
alternative. Commonly used software is Ladybug & Honeybee, two plug-ins for Grasshopper. The 
software mimics a physical test set-up as illustrated by Dubois (2001), simulates the visual comfort 
using Radiance/Daysim and simulates thermal comfort using Energyplus/Open studio.

Q8: How can the optimization phase of the performative computational architecture method 
be used to design sun shading systems?
The optimization phase uses a search method to find the best set of input parameters based on 
the performance evaluation. This is done using (evolutionary) search algorithms. Since designing 
sun shading often involves a multi-objective optimization, the algorithm of choice is the NSGA-
II method. (Ekici et al., 2019). Commonly used software to execute these search algorithms are 
Octopus, another plug-in for Grasshopper, and ModeFRONTIER, a stand-alone software solution 
dedicated to evolutionary optimization.

Q9: What is the relevance of sun shading in contemporary high-rise buildings?
A common building type of contemporary architecture is the high-rise office building with an all-
glass exterior. (Chow & Lin, 2010; Nicholson-Cole, 2016; MacErlean, 2018; CTBUH, 2019). However, 
buildings with all-glass exteriors are at increased risk to visual and thermal discomfort and a well-
designed sun shading system is essential to increase the levels of visual and thermal comfort. 
(Evola, Gullo, & Marletta, 2017).

Q10: What are the technical requirements for sun shading systems in high rise office 
buildings with all-glass exteriors?
The seven standard requirements for sun shading are given in the list below: (Kuhn, Bühler and 
Platzer, 2001). 

1.	 Thermal comfort
2.	 Visual comfort
3.	 Low costs
4.	 High reliability
5.	 Aesthetic requirements
6.	 Compliance with technical boundary conditions
7.	 Protection against fire, noise, weather and burglary

The scope of high-rise buildings introduces two requirements within the technical boundary 
category; the resistance to the effects of windload and the access aspects for façade maintenance. 
The all-glass exterior introduces a requirement within the aesthetic requirements category; the 
unfeasibility of external shading elements. Since high-rise office buildings are often built with 
double skin facades, the shading could be integrated in between the two glazing panes as well. 
However, the ventilation capacities of the double skin façade should not be obstructed.
Additional requirements for the office function regarding visual and thermal comfort can be found 
in the international standards NEN-EN-12464, NEN-EN-ISO-7730 and NEN-EN-15251.

4.1.4 - Conclusions on sun shading in contemporary high-rise
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4.1.5 - Conclusions on the state of the art: PCA use is sun shading design

Q11: How does the local climate influence sun shading design in contemporary high-rise 
office buildings with all-glass exteriors?
The local climate influences the sun shading strategy because in locations with a hot climate, 
solar radiation is undesirable the entire year, while in regions with more temperate climates, solar 
radiation is often desirable in winter time, but undesirable in summer time. (O’Brien et al., 2013; Al-
Obaidi et al., 2016).
In the tropic climate, sun shading is especially relevant, because as a result of relatively high levels 
of solar radiation, overheating and glare can become serious risks in this region. (Al-Tamimi & 
Fadzil, 2011).

Q12: How can PCA be used to improve sun shading systems in contemporary high-rise office 
buildings in extreme climates with all-glass exteriors?
Many studies have been conducted to research the application of PCA methods in architectural 
design. The applications for sun shading have been proven. (Ekici et al., 2019; Eltaweel and 
Yuehong, 2017). However, the application for sun shading for contemporary high-rise office 
buildings in tropical climates is less researched. Multiple studies concluded using PCA is a 
promising direction for the future of sun shading design, but more research is needed for 
designing sun shading systems in this specific situation. (Eltaweel and Yuehong, 2017; Evola, Gullo, 
& Marletta, 2017; Al-Masrani et al., 2018)

Q13: What projects have been important to the development of PCA methods for designing 
sun shading?
Over the past few decades, many projects have been important for the development of the PCA 
process. One of the available sources for an overview projects involving the PCA method is the 
literature review of Ekici et al. (2019). From this overview, six researches involved shading design. 
Among others, these six researches can be regarded important, because they gain insight in the 
development of the state of the art of applying the PCA method for sun shading design.

Q14: How would PCA methods for designing sun shading be categorized based on typology?
Based on the literature review and case studies, a new typology categorization was developed. This 
categorization defined 5 typologies on which the PCA methods can be grouped;

1.	 Number of objectives; single objective, multi-objective & many objective
2.	 Type of objectives; direct physical quantities, comfort metrics & energy usage
3.	 Type of set-up; single room, section/floor, entire building & urban scale
4.	 Type of tool combination; all integrated, plug-in depending & model depending
5.	 Type of geometry; shading only, building envelope & fully integrated



176 Literature review conclusions

Q15: What projects have been important to the development of sun shading in 
contemporary high-rise office buildings in extreme climates?
Over the past few decades, many projects have been important for the development of shading 
systems meeting the requirements of contemporary high-rise buildings in extreme climates. One 
of the available sources for an overview of projects involving sun shading design for high-rise 
buildings is the literature review of Al-Masrani et al. (2018). From this overview, 17 researches 
fitted the scope of this research. Among others, these can be regarded important, because they 
gain insight in the current state of the art on sun shading design for contemporary high-rise 
builds in extreme climates. In addition, some of these case studies compared shading systems on 
performance.

Q16: How would designs for sun shading in contemporary high-rise office buildings in 
extreme climates be categorized based on typology?
Sun shading designs can be categorized according to their energy involvement and the placement. 
Another typology categorization, proposed by Raji (2018), defines some common typologies of 
sun shading found in high-rise buildings, which can all be categorized according to their energy 
involvement and placement as well. 

For energy involvement, the categorization of Al-Masrani et al. (2018) defined the following 
typologies:
1.	 Passive; fixed systems & manually adjustable systems
2.	 Active; mechanical systems
3.	 Hybrid; biomimetic systems

For the placement, three typologies can be defined: 
1.	 Exterior shading
2.	 Interior shading
3.	 Glazing integrated shading

4.1.6 - Conclusions on the state of the art: Sun shading design in high-rise
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Q17: Can the performance on visual and thermal comfort of current state-of-the-art sun 
shading systems with potential for high-rise office buildings be improved using the common 
contemporary PCA workflow?
There are many available sun shading systems for high-rise office buildings with all glass 
facades. Based on findings in literature and case studies, one of the standard available systems 
with potential has been selected for further research; the egg-crate system. This system can be 
categorised based on the defined sun shading typologies as following:

Energy involvement: Passive, fixed
Based on the limited annual differences in solar radiation and outdoor temperatures, and the 
implications of the large scale of the high-rise building, a passive, fixed shading system shows 
potential for a feasible system.

Placement: Integrated shading
Since exterior shading was not preferred due the scope of the all-glass exterior, and the limited 
performance of interior shading on overheating prevention, a façade integrated solution seems to 
show most potential. Hence the integrating of the egg-crate inside a double skin cavity.

High-rise shading strategy: Double skin integrated fixed shading
Although this typology is more common in combination with dynamic shading, integration of a 
fixed shading system shows potential due to the effects of the tropic climate.

In order to assess whether the PCA methodology can be used to improve the performance of this 
system, one workflow with increased potential was selected; the contemporary PCA workflow. 
This specific workflow, applied to the example case can be defined by the developed typology 
categorization as following:

Number of objectives: Multi-objective
In order to asses performance on thermal and visual performance, two objectives where used.

Type of objectives: Comfort metrics
The objectives regard the minimization of the annual exceeding of the PMV comfort domain and 
the maximization of the UDI mod-75 metric.

Type of set-up: Section/floor
A contemporary trend in high-rise office buildings is the open office landscape floorplan typology. 
Based on the absence of interspace subdivisions, such as interior walls, and the vertical repetition 
among floors found within this type of office high-rise buildings, a test set-up for an entire floor 
was used. As an example, an oval floorplan was used for this research.

Type of tool combination: Model-depending
Based on findings in literature and precedences, Grasshopper was selected for the form-finding 
phase and the combination of Radiance and Energyplus (via Ladybug and Honeybee) for the 
performance evaluation phase. Based on the advantages for post-processing and analysing 
optimisation results, ModeFRONTIER was selected for the optimisation phase. This combination of 
tools, with ModeFRONTIER as the main interface, is defined as a model-depending workflow.

4.2.1 - Conclusions on the example case

4.2 - Practical research conclusions
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Type of geometry: only shading
Since this research is scoped on the sun shading explicitly, only the shading geometry itself is 
parametrized in the form-finding phase.  

Research has shown that the contemporary PCA workflow, in regard to sun shading design, is 
capable of assessing the performance on thermal and visual comfort. Results have shown that this 
workflow is also capable of improving the performance when compared to other available shading 
systems. However, whether this workflow is also capable of finding the optimal performance for 
this sun shading typology is yet unclear due to insufficient data. In order to generate a proper 
amount of data, as unfeasible amount of calculation time is required.

Q18: How does the possibly improved sun shading system perform in comparison to 
currently available systems for high-rise office buildings with all glass facades?
For this comparison two reference facades without sun shading and three alternatives where 
compared, which are defined as following:

Reference 1:		  Single façade
Reference 2:		  Empty double skin
Alternative A:		 Solar reflective glazing
Alternative B:		 Dynamic shading
Alternative C:		 Default egg-crate

Comparison showed that the eggcrate performs best for all three climates. Due to the lack of data, 
no actual optimized shading systems can be compared yet. However, some conclusions can be 
made based on the available data. The optimization with most evaluations, for the climate of Abu 
Dhabi, implied a Pareto-front was forming. The available dataset supplied one design that stood 
out and did indeed perform better on both objectives in regard to the default egg-crate. For the 
climate of Singapore the results did not include a design performance better that the default 
eggcrate alternative, and for Brisbane the results only included designs improving performance on 
one of the objectives.

Q19: How do the possibly improved sun shading system perform for different façade 
orientations of the building envelope?
Based on the test set-up, which includes an open office floorplan layout and an ellipse-shaped 
perimeter, the interpolation principle was developed. This allowed for each orientation to have 
different sun shading geometry. The geometry of the optimized egg-crate shading system showed 
that the shading system is more closed on orientations with more solar radiation (East and west 
for Singapore, South for Abu Dhabi and North for Brisbane). This indicates the shading system 
will perform differently for each façade orientation, based on the annual solar path of the specific 
location. 
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Q20: How do the possibly improved sun shading system perform in various tropic climates 
around the world?
This research is scoped on the tropic climate, but in reality this includes a group of different 
climates. Based on the climate classification map (1980-2016) of Köppen-Geiger, three different 
climates have been selected for comparison. 

Singapore: 	 The tropical rainforest climate
Abu Dhabi:	 Hot desert climate
Brisbane:	 Humid sub-tropical climate

Based on the results, it can be stated the optimized egg-crate sun shading system does perform 
similar in these climates when compared to alternative systems. The geometry of the shading 
is very different. In Brisbane, the orientation with most radiation is very closed and others very 
open, whereas the other two show a more even distribution. However, since the optimizations lack 
sufficient data, some of the values controlling the shape of the geometry might be arbitrary and 
not describing an optimal design.

Q21: What are the challenges of the of the contemporary PCA workflow in regard to sun 
shading design?
The main challenge regarding the contemporary PCA workflow is to generate more data in a 
smaller amount of time. In order to do so, the research proposed two approaches to overcome 
this challange; the stepped approach and the grid-based approach. The grid-based approach is 
the one with the most potential. Using the contemporary workflow, it is not possible to harvest the 
full power of the grid, because the plug-ins of Ladybug and Honeybee are not intended to operate 
in such environment. In addition, the contemporary workflow would require a Rhinoceros license 
for each computer in the grid. In a corporate environment this is very unfeasible because Rhino 
licenses are relatively expensive.

Q22: How can the workflow be altered in order to overcome these challenges? 
The contemporary workflow can be altered to overcome this main challenge by separating it 
into three core phases; preparation, execution and interpretation. This core concept of the next 
generation workflow divides the Grasshopper script in two parts, one for the preparation phase 
and one for the interpretation phase. These two phases are the least time consuming and can be 
conducted on one local machine. The execution phase is conducted using a DOS script node and 
only requires the installation of freely available software. Therefore, only this time-consuming step 
is executed using the grid. Executing the simulations outside the Grasshopper interface also result 
in decreased CPU loads on the computer, allowing for more concurrent processes. The distribution 
of parallel and sequential processes in the next generation workflow in controlled using queue 
nodes and concurrent processes settings. Even though this alteration did help to generate more 
data in a smaller amount of time, the next generation workflow is not yet fully stable, as there 
are still some more challanges to be overcome. The paragraph on recommendations and further 
development will further address these issues.

4.2.2 - Conclusions on the next generation workflow 
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4.2.3 - Conclusion on the main research question

The main research question:
How can the contemporary Performative Computational Architecture (PCA) workflow for 

optimising sun shading designs on visual and thermal comfort in high-rise office buildings with all-
glass exteriors be advanced to the next generation?

In order to answer this question, a relatively complex example case was set-up and optimised 
using the contemporary PCA workflow. The contemporary PCA workflow for sun shading design 
can be categorized as a model-depending workflow, where ModeFRONTIER is responsible for the 
optimisation phase and depends on a Grasshopper model for the form-finding and performance 
evaluation phase. The visual and thermal comfort simulations are conducted using Radiance & 
Energyplus via Honeybee. 

The sun shading in the example case is based on the yet existing egg-crate system. This system 
has arguable potential for a fictive building resembling common trends within the specified scope 
of high-rise office buildings with all-glass exteriors in tropical climates. Results have shown that 
the contemporary PCA workflow is capable of assessing the performance on visual and thermal 
comfort of the selected sun shading system. Whether it is capable of improving this performance 
by finding optimal design solutions, is not yet fully understood, because more data is needed to 
give a comprehensive answer. 

The research has identified the main challange to generate more data in a smaller amount time. 
The main bottle-neck within the contemporary PCA workflow for doing so is the disability to 
properly utilize the full potential of the grid, resulting in impractical calculation times or insufficient 
data. This disability is mainly caused by the plug-ins of Ladybug and Honeybee not being intended 
for use in a grid or render farm environment and the fact that executing the Grasshopper script 
on multiple cloud nodes would require the installation of relatively expensive software on each 
node. This will drastically limit the feasibility of the using the PCA framework for sun shading in a 
corporate environment.

The research resulted in two proposals to advance the workflow, the cloud-based approach 
having the most potential to overcome the main challenge of generating more data in a smaller 
amount of time. Further development of this cloud-based approach has resulted in the birth of 
the next generation workflow. This workflow is conceptually based on splitting the optimisation 
workflow in three phases; preparation, execution & interpretation. The preparation phase is about 
generating the geometry and preparing the visual and thermal performance simulations. This 
first phase is conducted using Grasshopper and will give the file directories of the analyses batch 
files as the main outputs. By using the queue nodes in ModeFRONTIER, it is ensured that this 
phase is conducted sequentially and only on the host computer of the cloud network. The second 
phase, the execution, is conducted using a simple DOS script which will execute the visual and 
thermal simulations, which is by far the most time-consuming task within the PCA framework. By 
executing the analyses outside the interface of Grasshopper, these tasks can be divided among 
the nodes in the grid and ran in parallel, because the simulations themselves only rely on freely 
available software; Radiance and Energyplus. In addition, bypassing the Grasshopper interface for 
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the execution will also reduce the total amount of computational power needed per evaluation. 
The total amount of parallel executable processes depends on the hardware specifications of the 
computers. The final phase, interpretation, is also conducted using Grasshopper and will transform 
to raw output data of the visual and thermal comfort simulations into comfort metrics, serving 
as the objectives in the PCA framework. An overview of the currently finalized version of the next 
generation is given in figure 201.

The development of the next generation workflow would not have been possible without this 
research, as the needs for this specific case required an updated version of the ModeFRONTIER 
Grasshopper myNode. This fact emphasizes the novelty of the next generation workflow. In order 
to properly assess the feasibility of this new workflow, more research is needed. The first tests, 
which are part of this research, indicated the next generation workflow is capable of running in 
a render farm environment and has proven to be about 2.5 to 3 times faster when running on a 
regular high-end computer. However, the next generation workflow is not fully stable yet. Some of 
the issues still present will be addressed in the next chapter. Further research on these issues and 
the next generation workflow in general is highly recommended, as it will drastically increase the 
power of the PCA methodology in relation to sun shading design by advancing the workflow to 
the next generation.

Figure 201.  Currently finalized version of the net generation workflow (by author)
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4.3.1 - Broadening future research

4.3.2 - Deepening future research

4.3 - Recommendations & further development

Like stated before, the next generation workflow offers great potential for the application of the 
PCA framework to sun shading design. However, this research is just the start of the development 
of this new workflow and further research is highly recommended. This paragraph will continue by 
listing some of the issues that are still present within the next generation workflow.

Linking the queues
As stated before in paragraph 3.8, the next generation workflow is not completely stable yet. 
The hypothesis is that the system is likely to crash when the two Grasshopper scripts are opened 
simultaneously, causing the entire optimisation process to stall. If this can be prevented by 
somehow linking the two queues and only allowing one instance of Grasshopper to be started at 
a time, this issue might be resolved. A workaround for this issue could be the time-out limitation 
options within ModeFRONTIER, which will force kill processes that take over a set amount of time 
to complete. Both methods are advised to be explored in further research as this stalling action 
caused by random errors is currently the biggest challenge, limiting the feasibility of the next 
generation workflow.  

Suppressing the multi-save Grasshopper pop-up
The multi-save pop-up is a native feature of Grasshopper acting as a safety feature when the 
software is shut down. However, is has proven to be unfeasible in regard to the next generation 
workflow. In this research a custom VB script was used to suppress this pop-up using Rhinoceros 
API, but finding a more elegant solution is recommended for further research. This will also limit 
the possibility of random errors, which could cause the optimisation process to stall, as this custom 
component did show some problems in earlier research phases.

This research has focused on the example case, which regards one particular shading system which 
was found to have potential for high-rise office buildings with all-glass exteriors. However, there 
are more shading systems with potential to be found in literature. Since the implementation of the 
PCA method varies depending on the specific shading system, these other systems with potential 
could be interesting topics for further research as it would help to validate the next generation 
workflow as a standardized workflow for optimising sun shading designs on visual and thermal 
comfort. In addition, further research could also be extended outside the realm of sun shading 
design. Grasshopper is a common tool in architectural design nowadays, so the challenge of 
harvesting the computational force of a grid- or render farm environment might also be of interest 
for other achitectural design processes.
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The lighting schedule issue
Paragraph 3.7.2 discusses the lighting schedule issue. In the contemporary workflow, the lighting 
schedule used for the thermal comfort simulation is derived from the results of the visual comfort 
analysis. For the next generation workflow however, this is not feasible because it would be 
preferred to execute the visual and thermal comfort simulations simultaneously. With regard to 
the development of the next generation workflow it was for this research chosen to not include 
artificial lighting at all, because it is not very relevant to the example case. The alternative options 
discussed in paragraph 3.7.2 and other solutions for the lighting schedule can all be interesting 
directions for further research.

Further testing on the BK Renderfarm
The first test with the next generation workflow indicated to be compatible with the BK Renderfarm 
present on the TU Delft architecture faculty. However, limitations in time availability prevented to 
extensively explore this compatibility. When some of the issues listed above are resolved and the 
next generation workflow is more stable, it is highly recommended to test the limitations of the BK 
Renderfarm. Running the optimisation on high-end regular computers in the VR-lab showed the 
next generation workflow is already 2.5 to 3 times faster. In theory, much higher speeds could be 
achieved when using a render farm environment.
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4.4.1 - Relationship between research & design

4.4 - Reflection

In order to design the sun shading of the future, it is important to gain insight in what defines 
the performance of the sun shading. Ultimately, the main purpose of shading systems in building 
design is to enhance the comfort of the occupants. When this is done as efficient as possible, the 
use of energy consuming HVAC systems to artificially achieve a state of comfort can be limited as 
much as possible, resulting in more sustainable buildings. 
In the first phase of the graduation, leading up to the P2 presentation, lots of literature research 
was done to define metrics qualifying the levels of thermal and visual comfort. These metrics will 
be used in the design process to evaluate the performance of various shading systems. Based on 
the findings of this research two design tasks were to be completed. 
The first design task involved selecting and adapting a sun shading system. This was done based 
on typologies defined by literature sources in combination with their suitability for the specific 
scope of this research. This resulted in selecting a fixed shading system; the egg-crate system, and 
placing it within the cavity of a double skin façade, in order to adapt it to fit the requirements of 
the scope. The next step within this design task was the parametrization of the concept, in order to 
be integrated in the PCA method. After applying this sun shading system to an example building 
floorplan, this will serve as an example case to explore how the PCA method can contribute to 
improving the performance of the selected shading system
The second design task involved developing a specific PCA methodology. Firstly, the fundamentals 
of the PCA method in general were research in literature. Thereafter, based on literature findings 
and case studies, a typology categorization for PCA processes was developed. This helped 
designing the PCA workflow for the performance evaluation and optimization phase. The workflow 
is tested using the example case defined in the first design task. Based on these results, various 
questions about the performance of the optimized version of the selected example can be 
answered. In addition, the results for the example case can be used to asses the feasibility of the 
developed PCA methodology itself as well. This resulted in two proposals for further improvement 
of the researched PCA methodology itself.

Literature
Fundamentals
Case studies
Typologies

Research

Design task 1
Select shading system
Adapt shading system

Example floorplan
Example case

Design task 2
Select PCA methodology
Optimise example case
Performance optimised 

shading system
Feasibility PCA methodology

Figure 202.  Diagram: relation between research & design (by author)
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4.4.2 - Relationship between the topic, building technology track & Msc program

4.4.3 - Research method & approach in relation to BT inquiry & scientific relevance

In my opinion, this graduation topic covers the core of the building technology master track; Using 
technology to design better buildings. In this case, better means more comfortable visual and 
thermal indoor environments achieved in a more sustainable way. The technology used in this case 
to achieve this improvement on comfort is the PCA method. 
I think one of the main purpose of graduates of this master track is to form a bridge between the 
novelty developments of the scientific research realm and the architectural practice realm. Before 
graduating, I gained some practical experience working in multiple architecture offices. During 
these experiences I noticed there is a lot of interest in the development of these parametric design 
tools in relation to healthier buildings. However, there also appears to be a lack of knowledge 
about how to properly use these tools to create architecture. This research has shown the current 
methodology for implementing the PCA method can still be improved. As a future graduate, I 
hope be a part of this development and to be able to use it’s potential to help designing the 
buildings of the future.

In my graduation plan I described multiple methods used for this project in chronological order. 
The first one is the literature research method. This consisted of two parts, the first being the 
fundamental theory part (about visual comfort, thermal comfort, the PCA process and shading 
requirements for high-rise.) And the second part, the state-of-the-art review (about case studies 
and typology on PCA use in sun shading and sun shading in high-rise. The relevance of this 
method is to assemble all required information for the design tasks.
The second selection method is the selection method, with the goal of selecting the most 
promising sun shading concept for buildings within the scope. At the time of writing the 
graduation plan, this method was envisioned to use three steps;

1.	 Cross-referencing typologies; building two databases, one with parametrically design 		
	 shading systems, the other with shading systems used in high-rise. The two databases 		
	 would be cross-referenced with the other scopes of this graduating project
2.	 Out-of-the-box brainstorm; thinking about possibilities for adapting other shading systems 	
	 to fit the criteria.
3.	 Literature review findings; reflect the finding to literature reviews

However, after reconsideration, the order of those three steps was changed to better fit the 
building technology studio methodical line of inquiry; start at findings in literature findings and 
work from there. Although the selected shading system is still open for interpretation, the findings 
in literature helped to substantiate the choice for the egg-crate system in a double skin cavity, by 
proving its potential for the specific scope of the high-rise office building with all-glass exterior in 
tropic climates.

Topic
Sun shading design
PCA methodology

Building 
technology

studio
Use technology 
to design better 

buildings

Master of science 
Bridge novelty 

developments from 
the scientific research 

realm to the 
architectural practice 

realm 

Figure 203.  Diagram: relation between topic, studio & master program (by author)
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Figure 204.  Diagram: research methodology at P2	
                   (by author)

Figure 205.  Diagram: research methodology at P4	
                   (by author)

The third method is the PCA method, also consisting of three steps; form-finding, performance 
evaluation and optimization. I did have some previous knowledge about this method, but 
researching the literature on this topic definitely put things better in perspective. Within the 
building physics track, a common part of the methodical line of inquiry is to base the specific 
choice of PCA workflow on precedences. The specific PCA workflow was developed to meet the 
requirements of this specific case study. As a concluding part, the research gives two proposals to 
further improve this workflow itself as well.
The fourth method used in this research is the comparison method. This method is used to assess 
the performance of the selected shading system, optimized using the PCA method, in relation 
to different alternatives and climates. The graphic representation of the methodology has been 
changed in between P2 and P4, but the methodology itself remained the same; define shading 
alternatives, run simulations and compare the presentation on comfort metrics.
The fifth and final method is the exploration method. Originally this phase of the research was 
envisioned as rerunning the PCA cycle in order to make sure the selected option is actually the 
best option. However, during the research, the completion of this phase was revised, based on 
new insights. Being open to adapt the research methodology when preliminary results indicate 
this might lead to better results is also in line with the studio’s methodical line of inquiry. During 
the research, multiple analysis techniques for optimization techniques where discovered, which 
have shown to be of value in precedences. Therefore, the step of interpretation and analysis was 
added to the exploration method. Conclusions derived from these analyses have also resulted in 
a feedback loop to the PCA methodology itself. In addition, steps for assessing the architectural 
performance where added as well. Originally this step was neglected in the exploration method, 
but precedences showed the importance of this assessment in making the final selection for 
a desirable design. In order to do so, two steps where added to the methodology scheme; 
automated physical model making and automated VR rendering.
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4.4.4 - The research in wider frameworks & transferability

4.4.5 - Ethical issues & dilemmas

As stated previously, I noticed an increasing demand for the use of parametric design tools in the 
professional field. In combination with the observed lack of knowledge within the professional 
framework, the graduation project fits neatly in a wider professional framework.
Secondly, this graduation project contributes to the design of more healthy and sustainable 
buildings. With phenomena such as global warming and fossil fuels running out, the need for more 
healthy and sustainable buildings will become ever larger over time. In the meantime, the demands 
for visual and thermal comforts will most likely increase in the future, because people have a 
tendency to become accustomed to luxury. In addition, contemporary trends in architecture such 
as the all-glass exterior makes the challenge of realizing these comfortable buildings in a tropic 
climate even harder. Since this research offers a potential solution to the challenges resulting from 
these trends, it fits in the wider social framework.
With regard to the scientific framework, the topic links to an ongoing scientific field with is 
currently increasing in popularity due to its high potential for architectural designers. Within the 
boundaries of the contemporary PCA workflow, the research identified the main bottle neck to 
be the disability to utilize the full potential of the grid. In addition, the research proposed an 
improvement of the selected workflow. When this challenge can be overcome, it might result in a 
big leap forward in the state-of-the-art on implementing the PCA process for sun shading design.
The secondary goal of this graduation project would be a system that will be actually applicable 
in practice. In this context, that means the parametric script will be able to generate an optimal 
sun shading geometry for every building perimeter shape, across different locations with tropical 
climates. Since the comparison method showed the egg-crate shading does perform better than 
some alternatives, the concept might have potential to be implied in practice. Multiple design 
decisions have been made based on current trends in architecture and the constructibility of the 
shading system, further increasing the transferability to actual architectural practice.

The first encountered issue was involving the argumentation for the selection of a shading system. 
Unsuccessfully, the research tried to identify the best shading system. After reconsideration this 
goal was classified as unfeasible and the research shifted focus to selecting a shading system with 
proved potential. After this was found in the form of the egg-crate system, the shading served as 
a valid example. This still resulted in valuable research results, but due to scoping the research on 
the egg-crate system, these results cannot be interpreted as comprehensive for all available sun 
shading systems.

Figure 206.  Diagram: relation between topic, professional, social & scientific framework (by author)
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Figure 207.  Diagram: ethical issues & dilemmas (by author)

Another issue involved translating the comfort metrics to objectives. With regard to the PCA 
workflow, it is preferred to combine comfort metrics into a single annual value. For the UDI this 
was completed relatively easily, by using the UDI (mod-75). However, the PMV score refers to 
an hourly result by definition. Literature showed no predefined methodology for combining this 
to an annual data. First an approach similar to the UDI was proposed, but based on preliminary 
results this was later changed to a sum of the annual exceedance of the PMV comfort domain. 
Even though this combined PMV score proved to give insight in the performance on thermal 
comfort, the methodology for combining the hourly values to the annual score is not supported by 
literature.
Perhaps the biggest dilemma in this research was how to deal with the limitations running 
ModeFRONTIER in combination with Ladybug and Honeybee. This semester, the faculty’s ICT 
staff tried to integrate ModeFRONTIER in the BK Renderfarm. This was successful for other 
integrations such as Matlab, but unfortunately without success for the case of Ladybug and 
Honeybee integration, due to technical limitations. After losing some valuable time by awaiting 
these developments in vain, the decision was made to run the simulations over the weekend on 
three computers in the VR lab. Like stated before various times, this resulted in insufficient data 
to actually identify the Pareto front optimal solutions. The big dilemma at this stage involved the 
choice of continuing with the current workflow and reserving more time for the computational 
process, or to try and speed up the workflow by improving the workflow. Since an improved 
workflow seemed of bigger scientific relevance, the research shifted focus towards developing the 
next generation workflow.
The last issue involves implementing the final result in practice would be the validation of the 
performance simulations. The tools found within Grasshopper for assessing visual and thermal 
comfort; Radiance and Energyplus (via Ladybug and Honeybee) are well suited for architectural 
design exploration. However, most countries have strict legal requirements on the used methods 
for validating the climatological performance of a building as part of building standards. 
Unfortunately, the used PCA methodology would not fit these requirements for many cases. This 
would cause the need for yet another software to validate the design and obtain the required 
building permits.

Process 
Start

Time

Dillema 1: Argumention for selection of shading systems

Dillema 2: Translation of comfort metrics to objectives

Dillema 3: Computation limitations

Dillema 4: Validation in practice

Process 
End1 2 3 4
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Overview of inputs
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Overview of perimeter optimisation, facade mapping to orientation & geometry generation
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Overview of mapping the input parameters for the interpolation concept
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Overview of shading planes generation
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Overview of cutting-box generation and shading geometry
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Overview of Honeybee surface elements
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Overview of Honeybee zone and shading preparations
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Overview of Honeybee occupancy related schedules
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Overview of Honeybee other schedules and custom radiance analysis grid
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Overview of Energyplus, Daysim and Radiance engines
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Overview of comfort metric interpretations
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Overview of modules for dynamic shading alternatives
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Overview of modules for graphic result output
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Overview of modules for physical model laser cutting



212 Appendix III: GH scripts next generation workflow

Overview of first Grasshopper script in next generation workflow

5.3 - Appendix III: GH scripts next generation workflow
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Overview of second Grasshopper script in next generation workflow
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Analysis numbering (custom node)

Delocalized EPW file
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Preparing the Energyplus batch file (custom node)
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Analysis numbering (custom node)


