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Abstract

Code quality of software products often degrades while they grow. Coun-
teracting the degradation of code quality or improving it requires immense
effort. Tools that reduce this effort are a hot topic in software engineering
research. Software Modularization in particular aims to aid in the process
of improving the quality of code structure, by finding flaws in code struc-
ture and suggesting improvements. Much research has been done in this
field, however, most of it is applied on small to medium scale codebases.
In addition, the quality of solutions implied by this research is often not
properly validated. This thesis aims to apply an existing approach to an
enterprise-level codebase, namely that of Adyen, and validating the results
with developers experienced with the code. We achieve this by taking a
graph-based approach, applying the NSGA-II algorithm, and introducing a
new metric called the Estimated Build Cost of module Cache Breaks. We
evaluate the approach in two ways. First, we performed a controlled exper-
iment exploring the feasibility of the approach on larger scale codebases.
For this experiment, we apply the approach to the Adyen codebase. The
results show that the approach is scalable and shows a significant improve-
ment of code quality in terms of the metrics used. We then performed a user
study where we explore the feasibility of these results in practice. For this
study, solutions generated during the experiment are split up and filtered
to form groups with less than 10 changes, which are reviewed by develop-
ers that have changed that code recently or are a senior with experience in
that specific area of the code. The results show that the algorithm is suc-
cessful in identifying flaws in the codebase. However, the improvements it
suggests are less precise and require future work.
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Chapter 1

Introduction

Over the past decades, software has become more intertwined with our daily
lives. With the ever-growing demand for functionality provided software, and
tech companies wanting to out-compete each other, software services need
more and more features and are ever-growing. With the value of the software
being defined by its functionality and not its code quality, the latter often de-
grades when the former is expanded. Especially in enterprise-level software,
the emphasis on the delivery speed of features is high. Often the amount of de-
velopers working on the code is also relatively high, of which most do not fully
understand the entire codebase. The missing understanding of the codebase
combined with the number of changes being done and the time pressure for
new functionality results in bad code quality if not prevented by putting in lots
of effort. The effort cost is not attractive from a business perspective, but the
effects of ignoring code quality can be worse.

Bad code quality negatively impacts the software development process in
many ways [4] and can also impact the quality of the product [62]. One of the
main aspects that is negatively impacted is the understandability of the code. In
other words, how easy developers can work with the code. Another is the costs
associated with building, running, and testing the code. Different parts of the
codebase can get more coupled, duplicate code can arise and code can get less
efficient. While these effects might not be apparent in the short term, the code
quality keeps degrading over time, slowly increasing the negative effects and
decreasing the understandability [66]. This concept is known as technical debt
[20].

As understandability and usability are abstract and subjective concepts, they
cannot be easily defined or measured. Instead, researchers often measure code
quality by coupling and cohesion [54]. Coupling represents how intertwined
the code is, while cohesion represents how well the code is organized so that it
belongs together. These are still abstract concepts but measurable metrics that
represent them are easier to make. These metrics can be used to create tools
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1. Introduction

that can help improve code quality.

These tools that assist in this process are very useful, as improving code
quality can be very costly and time-consuming. In this thesis, we propose and ex-
plore a remodularization recommendation approach, based on a multi-objective
evolutionary algorithm, that is adjusted for enterprise-level software. The ap-
proach is applied to an enterprise-level codebase which is object-oriented. The
goal of this approach is to reduce the effort needed to remodularize a codebase
by removing the need to manually search through dependencies. This thesis
contributes to the knowledge in the field of search algorithms for modulariza-
tion by applying an existing approach on larger scale software than done before
and adjusting it as needed, adding a new metric as an optimization variable, and
investigating the quality of the suggestions in practice with the help of develop-
ers working on the enterprise software it is applied on.

There exist a significant body of related work in modularization and code
refactor suggestions. Some use Machine Learning [60, 70], some Cutting or
Clustering [33, 37, 43, 17], and most use Evolutionary Algorithm approaches
[36, 35, 46, 56, 50, 1, 53, 30, 38, 27, 6, 2, 31, 61]. The most used algorithm
is the NSGA-II algorithm [22], which we also use in this thesis. Many different
code quality measures are used, yet close to all works use some measurements
representing coupling and cohesion.

In order to apply the approach to enterprise-level software, we make deci-
sions based on existing work. These decisions try to find the most efficient way
to tackle the problem. We test several optimization variable configurations con-
sisting of metrics used in existing work. We also add a new metric to represent
a coupling issue that is more prevalent in bigger codebases, namely transitive
coupling. The metric is called the Estimated Build Cost of module Cache Breaks
(EBCCB), and it represents weighted transitive coupling. The configuration
we decide to use contains the following metrics: Intra-Module Dependencies,
Inter-Module Dependencies, # Class Move Refactorings, and EBCCB. The re-
sults show that the approach was successful, and the added metric significantly
reduces weighted transitive coupling.

To validate the results work in a real scenario, parts of the generated solu-
tions were reviewed by developers that are experienced in that part of the code-
base. They were interviewed to understand the quality of the suggestions. From
these interviews, we found that less than half of the inspected code changes,
which were all good according to the metrics, were good in reality, which ques-
tions the applicability of this type of approach in reality. However, all suggested
changes led a developer to find a flaw in the code and an idea on how to fix it.

These results show that the approach and likely similar ones can be applied
to enterprise-level codebases and achieve a theoretical significant improvement
in terms of the metrics used. It is also shown that the metric values do not neces-
sarily translate to practical quality, which implies that modularization research
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1.1. Contributions

results should be validated. This validation is often overlooked [52].
The thesis starts with explaining the relation between code quality and mod-

ularization and stating the modularization problem. After this, it goes into re-
lated work. The chapter after describes the challenges the bigger scale code-
base introduces, and which decisions were made to tackle these challenges.
This is followed up by the chapter that describes the configuration of the algo-
rithm. The theoretical and practical value of the approach is examined in the
empirical study and case study chapters. The empirical study chapter describes
how the approach performs from a metric point of view, and the case study
chapter describes how the solutions delivered by the approach were reviewed
by developers. Finally, the approach is discussed, conclusions are made, and
the potential future work is proposed.

1.1 Contributions

This project makes three main contributions.

1. A multi-objective evolutionary optimization approach to the remodulariza-
tion problem can be applied on large-scale enterprise-level codebases and
reach significant improvements from a metric point of view, verified by a
controlled experiment showing its effectiveness.

2. A user study on the practical value of solutions that are generated by the
approach. This study shows the importance of this type of validation and
that more work is required to properly translate the improvement shown
by the metrics to a real scenario.

3. A new metric is introduced to measure an aspect of a codebase which be-
comes more important the bigger the codebase becomes, namely weighted
transitive dependencies. The metric is called the Estimated Build Cost of
module Cache Breaks.
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Chapter 2

Code Quality & Modularization

In this chapter, code quality and the relation it holds with the modularization
problem are explained. The chapter starts with going into code quality, specif-
ically structural quality, and the two most used aspects of it in research, cou-
pling, and cohesion. After this, it explains the dependency structure and its
implications and uses for modularization. Finally, it states the modularization
problem.

2.1 Code Quality

Code quality represents lots of factors. How well the code performs in terms
of runtime, how readable it is, how well it is documented, etc. For this thesis,
we will look at the quality of the code structure specifically, as it is the goal
of modularization to improve this. Code structure quality represents how well
classes are put together, how well classes are divided among modules, and how
proper these modules are connected among other things. Two aspects that are
often used when investigating code structure quality are coupling and cohesion.

2.1.1 Coupling

Bavota et al. state that coupling is a fundamental property of software systems
and that coupling measures are often used to determine code structure quality
[8]. Coupling is an abstract concept, representing how interconnected the code
is. As stated by Stevens, Myers, and Constatine, coupling is the measure of the
strength of association between modules [63]. On a class level, this represents
how connected to other classes a class is, be it through using other classes or
being used by other classes. If a piece of code is using many other pieces of
code, or it is used by many other pieces of code, chances are that it’s using or
being used wrongly.
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2. Code Quality & Modularization

Higher coupling is a negative aspect, among other reasons due to the following
[8, 11, 13, 15]:

• It makes the code harder to change. The more code is connected, the
more code needs to be checked and possibly changed if a part of the code
is changed.

• It propagates errors further. If a part of the code is faulty and performs
unwanted behavior, returns faulty output, or even crashes, this impacts a
bigger part of the codebase.

• It makes the code harder to understand. To fully grasp a part of the code,
it and the code it depends on need to be looked at. More coupled code
means more code to inspect.

Coupling plays an important role in modularization research, as it is relatively
easy to measure and an easy to grasp concept. It has also been shown to have
a strong relation with fault detection [13]. Decoupling code is the process of
decreasing coupling and as such improving code quality [42]. These improve-
ments in terms of coupling can be achieved by removing code connections in
any way.

Coupling has been empirically shown to be perceived by developers similarly
as it is measured by some coupling measures. Revelle, Gethers, and Poshyvanyk
introduce a set of textual and structural feature coupling metrics and show that
the metrics align with how developers perceive coupling [57]. Bavota et al.
show that coupling is best measured in structural and semantic measures [8].
In their study, developers’ perception aligns most with the semantic coupling
measures.

2.1.2 Cohesion

Another code quality concept often used in code quality assessment is cohesion
[19, 26, 14]. Cohesion is the abstract idea representing the degree to which
elements inside a module belong together [69]. From a class perspective, this
means it should fulfill one purpose or hold one responsibility, and every variable
and method defined should contribute to that purpose or responsibility. From a
module perspective, this means that classes in a module should use each other
and/or be used together and have a clear shared purpose.

Higher cohesion is a positive aspect. It makes the code easier to understand
and work with. It causes the code to be more robust. If a piece of code is highly
cohesive, it is most likely easier to reuse, refactor, or replace. In other words, it
has opposite effects of high coupling.

Cohesion plays an important role in modularization research as well, as it
is a powerful tool in the design of modular structures [69]. It can show how
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2.2. Modularization

to divide the code into modules [42]. Code can be restructured optimizing for
many different aspects, however, if the code has low cohesion afterwards, it will
be hard to use, understand and maintain, and more error-prone. Cohesion is
generally harder to measure than coupling, as its definition is more abstract,
making it difficult to represent it in metrics.

Cohesion being harder to grasp becomes clear from a developer perspective
in empirical research such as Counsell et al. [19]. They show a difference in
judging cohesion between novice and experienced developers. Their results im-
ply that a class is cohesive if it has low coupling, higher numbers of comment
lines, and methods that contribute to a common goal of the class. The difficulty
of forming proper cohesion metrics is clear from the work of Etzkorn et al. [26].
They show that many cohesion metrics correlate to the developers’ perspective,
however not to a degree where the metrics capture the majority of the value. In
the case of improving code quality through refactoring, developers do not nec-
essarily pursue an optimal balance between cohesion and coupling, as shown by
Candela et al. [14]. Additionally, the majority of developers surveyed confirmed
that they were guided by other properties than cohesion and coupling.

2.2 Modularization

A type of problem definition that specifically tries to improve on code struc-
ture quality is modularization. Modularization is the effort of dividing code into
groups in such a way that it results in a good code structure. Often this is done
on module level, meaning that it tries to optimize package or class organization
over modules. Modularization is key in large codebases and its quality is impor-
tant, as bad modularization can be worse than no modularization at all [9]. In
order to properly define the problem of modularization, we need to explain the
concept of a dependency structure.

2.2.1 Dependency Structure

A dependency structure represents the individual pieces of code of a codebase,
and the connections between them. In object-oriented programming, classes
are the pieces of code and the dependencies are the connections between them.
A class depends on another class if the former uses any functionality from the
latter directly, by for example using a method from the latter. From now we will
refer to this as class dependencies.

These dependencies form a dependency structure, which can be represented
by a directed graph where the nodes are classes and the edges are the depen-
dencies from the using classes to the used classes. This graph will be referred
to as the class dependency graph. By grouping these classes into modules, the
module dependency structure can be inferred. If modules that classes are in
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2. Code Quality & Modularization

Figure 2.1: Module dependencies inferred from class dependencies

are represented as groups of nodes, the edges that go from group to group,
show the dependencies between modules. This can be seen in Figure 2.1. This
figure shows classes as nodes, labeled with numbers, and the dependencies as
directed edges. The squares represent a possible modularization, which results
in the module to module dependency structure below the arrow.

To run a piece of code, it needs to be compiled. Before this can happen,
all its dependencies should be compiled first. These two graph representations
can be used to determine which modules need to be compiled and built first
when compiling and building a module. These graphs can also be used to derive
information about the codebase. Specifically, they can be used as the input of
metrics that measure code quality, for example, metrics representing coupling
and cohesion.

2.2.2 Problem

The problem we are faced with is as follows: What is the best division of code
into modules? We want to create these modules in such a way that the result
is a dependency structure of high quality, and in turn a code structure of high
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2.2. Modularization

quality. Managing dependencies to solve this problem is not trivial. One of
Martin’s most well-known books describes design flaws that all relate to depen-
dency management, and how they should be prevented or fixed through proper
development, management, and planning[42]. As many other factors also go
into what makes a specific modularization "good", finding the optimal solution
is infeasible. Instead, modularization is optimized according to one or multiple
metrics, often ones that represent coupling and cohesion and are measured us-
ing the dependency structure among others. By creating a modularization that
improves on these metrics, we assume that the code structure quality and as
such the overall code quality is also improved upon.

9





Chapter 3

Related Work

Modularization of code is not a new topic in software engineering research.
The field has been researched for more than 20 years [60, 33]. The goal of
modularization is to improve the codebase it is applied to from a structural point
of view. As a "good" codebase is an abstract concept that is hard to quantify,
instead metrics are used to measure code quality. The metrics that are used to
measure code quality are explored in the first section. To apply these metrics
on code projects, various approaches have been implemented over the years
using various algorithms, which will be described in the second section of this
chapter. Finally, papers that compare approaches are inspected and potential
shortcomings of existing research and additions to the field are identified.

3.1 Code Quality Metrics

There are many ways to measure the quality of code. In this section, we de-
scribe code quality metrics that have been proposed by related work, structural
metrics specifically.

Allen, Khoshgoftaar, and Chen propose coupling and cohesion as quality
measures, and that they can be easily measured in a modular system [3]. They
measure coupling by the amount of inter-module connections, and cohesion by
the intra-module coupling, normalized to between zero and one. In describing
these measures, the authors refer to work done by Briand, who has expanded
these measures further to also apply on class level. In his paper with Devanbu
and Melo, the coupling measure is further expanded to inter-class coupling [10].
This coupling measure is based on how every class in an object-oriented sys-
tem is connected. It covers more than direct class to class connections. This
measurement has been empirically shown to be a reasonable measure of fault-
proneness. In another paper by Briand, Daly, and Wüst, many established ways
of measuring cohesion between classes are compared [12]. A critique that is
applied to most measurements is that they do not have empirical studies behind
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3. Related Work

them and the ones that do may not improve the quality of the code in practice
when they are used. In a later paper, Briand et al. show that when a proper set
of coupling and cohesion measures are used together, accurate models can be
built to find fault-prone classes [13].

Chidamber and Kemerer propose a set of six metrics to measure code quality,
which has been used in modularization related research [16]. The metrics are
the following:

1. Weighted Methods per Class (WMC): the complexity of all methods in a
class.

2. Depth of Inheritance Tree (DIT): the maximum length from the class to the
root of the inheritance tree.

3. Number Of Children (NOC): the number of children a class has.

4. Coupling Between Object classes (CBO): the count of the number of other
classes to which it is coupled.

5. Response For a Class (RFC): the size of the response set of a class. The
response set of a class consists of all methods that this class can call.

6. Lack of Cohesion in Methods (LCOM): measured by for every pair of meth-
ods in a class, summing the number of class variables that are used by only
one of the methods.

Hitz and Montazeri show that the measures proposed by Chidamber and Ke-
merer were not correctly empirically tested, because the representation condi-
tion was ignored [32]. The representation condition states that for every em-
pirical relation, the same relation should hold after applying the measure. They
show that this does not hold for the measures.

Another set of metrics called Modularization Quality (MQ) is proposed by
Mancoridis et al. [40]. This set consists of intra-connectivity represented by a
fraction of the maximum number of intra-dependencies, and inter-connectivity
represented by a fraction of the maximum number of inter-dependencies. The
resulting modularization is a weighted sum of the two, such that the resulting
value is bounded between -1 (no cohesion) and 1 (no coupling).

Martin also proposes a set of metrics in his book [42]. Three metrics
that are often used in modularization research are the following. Acyclic-
Dependencies Principle (ADP), which states that no cycles are allowed in the
package-dependency graph. The Common-Closure Principle, which states that
classes in a package should be closed together against the same kinds of
changes. A change that affects a package affects all the classes in that pack-
age and no other packages. And the Common-Reuse Principle (CRP) states that
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3.1. Code Quality Metrics

classes in a package are reused together. If you reuse one class in a package,
you should reuse them all.

Different types of metrics have been proposed and investigated. Meyers and
Binkley study sliced base cohesion and coupling metrics [44]. It shows that
these metrics quantify the deterioration of a program as it ages. They show
that the metrics are not proxies for size-based metrics and that they should
have baselines. The cohesion metrics they use are: the number of statements in
every slice, the ratio of the smallest slice compared to a module’s length, length
of slices to length of module, largest slice to the length of a module, amount of
statements common to all slices, and the number of slices with no more than n
statements in common.

Besides structural cohesion metrics, semantic cohesion metrics are also
used. Marcus, Poshyvanyk, and Ferenc have used the conceptual cohesion of
classes to predict faults [41]. This cohesion measure is based on textual infor-
mation in the source code, both in identifiers as in comments. They use Latent
Semantic Indexing to get this textual information.

Some studies combine structural and semantic metrics. Bavota et al.
measure package cohesion for modularization by using the following metrics
[7]. Information-Flow-based Coupling (ICP) and Conceptual Coupling Between
Classes (CCBC). ICP is measured by the number of methods called between to
classes weighed by the number of parameters shared in those methods. CCBC
is measured by code semantics in comments and identifiers.

Because of the different quality types to measure, different types of metrics,
and the number of metrics introduced, some proposed models to measure code
quality are significantly more complex. One of these examples is the model that
Bansiya and Davis propose, which assesses the quality of high-level design at-
tributes [5]. It combines metrics such as encapsulation, modularity, coupling,
and cohesion to represent quality attributes such as reusability, flexibility, un-
derstandability, etc. They show that models like these can be used to monitor
the quality of a software product. Another example of a model with high com-
plexity is the one Sarkar, Rama, and Kak present. They present a new set of
metrics to measure software modularization quality [59]. It is a combination
of coupling-based structural metrics, size-based metrics, architectural metrics,
and metrics based on the similarity of purpose, which amalgamates to twelve
metrics in total.

Models to measure coupling and cohesion also differ in complexity, Dhama
presents a model to measure coupling and cohesion, where both concepts are
divided into several aspects [23]. Cohesion is split into functional, data flow,
action-bundling, and logical bundling cohesion. Coupling is split into data and
control flow, global, and environmental coupling. This model is not applied in
this paper and no conclusions are made.

Acknowledging the importance of practicality for code quality metrics,
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Bavota et al. performed an empirical study on how developers perceive software
coupling in several open-source systems [8]. They focussed on class coupling
specifically, and show that the concept of coupling goes beyond the structural
measures which are often used to represent it. Coupling can also be captured
by semantic measures, which seem to complement the structural measures.

History of development can be an important factor, as Ying et al. show. They
show that source code change recommendations can be formed by using the
change history a project [68]. They imply that sets of files that have been fre-
quently changed together will likely need to be changed together in the future.
They achieve this through data mining and coupling/cohesion metrics.

Multiple papers have also shown a correlation between code quality metrics
and historical development data, using one to determine the other. Romano and
Pinzger use code metrics to predict change-prone java interfaces [58]. They use
the following metrics: Coupling Between Objects, Lack of Cohesion Of Meth-
ods, Weighted Methods per Class, Number of Children, Depth of Inheritance
Tree, Response For Classes, and Interface Usage Cohesion. Elish and Al-Khiaty
present a suite of metrics for quantifying historical changes to predict change
prone classes [25]. This suite consists of 16 metrics meant to translate the
change history to future changes.

Not all of these attempts are successful, however. Kabaili, Keller, and Lust-
man propose to use cohesion as an indicator of changeability [34]. They state
that coupling has already been shown to be such an indicator. Two class level
cohesion metrics, LCC and LCOM, are used but are shown to not cover cohesion
properly and should not be used as changeability indicators.

3.2 Algorithms/Approaches

The modularization problem has been approached using several types of algo-
rithms. This section will describe the algorithms used. A summary of these
approaches can be seen in Tables 3.1, 3.2, and 3.3.
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Table 3.1: Summary of problems optimized for, algorithms used, and variables
optimized of related work (1/3)

Authors (year) Problem Approach
Optimized for
(+: maximize / -: minimize)

Schwanke,
Hanson
(1994)

Modularization

Machine
Learning
(neural
network)

More-than-similar judgements (+)

Jermaine
(1999)

Modularization K-cut
Cohesion (intra-edges) (+)
Coupling (inter-edges) (-)

Kook Lee
et al.
(2002)

Split components
from codebase

Novel
clustering
algorithm

Cohesion (core
functionality similarity) (+)
Coupling (message passing
between classes) (-)
Coupling (connection
in some form) (-)

Harman,
Hierons,
Proctor
(2002)

Modularization GA
Cohesion (intra-edges) (+)
Coupling (inter-edges) (-)
# of modules (-)

Zhang,
Jacobsen
(2003)

Refactor
suggestions

Aspect Mining

Discover non-localized units
of modularity
(type-based,
lexical-based patterns) (+)

Mitchell
(2003,
2006,
2007)

Modularization
GA,
clustering by
hill climbing

Cohesion (intra-edges) (+)
Coupling (inter-edges) (-)

Kwong
et al.
(2010)

Modularization GA

Cohesion (intra-edges) (+)
Coupling (inter-edges,
class interactions) (-)
Functional performance (+)

Kessentini
et al.
(2010)

Defect detection GA
# detected defects compared
to example defects (+)

Marx,
Beck,
Diehl
(2010)

Split components
from codebase

Exhaustive,
hill climbing,
and min-cut
algorithms

Amount of class to class
dependencies broken (-)
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Table 3.2: Summary of problems optimized for, algorithms used, and variables
optimized of related work (2/3)

Authors (year) Problem Approach
Optimized for
(+: maximize / -: minimize)

Praditwong,
Harman,
Yao
(2011)

Module clustering
Two archive
pareto optimal
GA

Cohesion (intra-edges) (+)
Coupling (inter-edges) (-)
# of clusters (+)
MQ (+)
# of isolated clusters (-)
Difference between min and
max # of modules
in a cluster (-)

Ouni
et al.
(2012)

Modularization NSGA-II

Local semantic similarity
(vocabulary based) (+)
Program structure quality
(shared method calls /
field access) (+)

Fadhel
et al.
(2012)

Model refactoring GA
Similarity between model
and expected model (+)

Bavota
et al.
(2012)

Remodularization
Interactive
NSGA-II

MQ
Effort required (MoJoFM)
Developer can designate
changes to be useless

Mahouachi,
Kessentini,
Cinneide
(2013)

Find refactorings
that took place

GA
Similarity between historical model
and current model (+)

Ghannem,
Boussaidi,
Kessentini
(2013)

Model refactoring Interactive IGA
Similarity between model
and expected model (+),
Designer can rate solutions 1-5

Mkaouer
et al.
(2013)

Model refactoring
Preference based
MOEA

Model quality (+)
Rule complexity (-)

Abdeen
et al.
(2013)

Remodularization NSGA-II

Cohesion (CCP, CRP) (+)
Coupling (ADP) (-)
Package size (-)
# of module changes (-)

Chong,
Lee,
Ling
(2013)

Cluster software

Dendogram
cutting,
Least squares
regression

Cohesion (avg. distance between
each entity in cluster) (+)
Coupling (min. distance between
centroids of the sides
of the cut) (-)
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Table 3.3: Summary of problems optimized for, algorithms used, and variables
optimized of related work (3/3)

Authors (year) Problem Approach
Optimized for
(+: maximize / -: minimize)

Mkaouer
et al.
(2014,
2016)

Refactor
suggestions

NSGA-II

Code smell severity
improvement (+)
Improvement importance (+)
Quality of improvement (+)

Mkaouer
et al.
(2015)

Remodularization NSGA-III

# classes per package (-)
# packages (-)
Package cohesion (intra-edges) (+)
Package coupling (inter-edges) (-)
Semantic grouping
(vocabulary similarity) (+)
# code changes needed (-)
Consistency with
development history (+)

Ghannem
et al.
(2017)

Refactor
suggestions

NSGA-II

Structural similarity compared
to refactored models (+)
Structural similarity compared
to well designed models (-)

Mahouachi
(2018)

Remodularization NSGA-II

Structural quality
(intra, inter-package
dependencies) (+)
Semantic Cohesiveness
(vocabulary similarity) (+)
Refactor effort
(rate of achieved improvement) (+)

Alizadeh
(2018)

Refactor
suggestions

Interactive
NSGA-II

# code smells (-)
Semantic coherence (+)
Quality Model for Object-Oriented
Design (+)
# of refactorings needed (-)

Da Silva
et al.
(2020)

Product Line
Architecture

NSGA-II

Feature modularization (+)
SPL extensibility (+)
Variability (-)
Coupling (-)
Cohesion (+)

3.2.1 Evolutionary Algorithms

Evolutionary Algorithms (EA) work through simulating some sort of population
of solutions. Every solution is measured by some optimization variable, often
called fitness, to define how good it is. In addition to these fitness measure-
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ments, EAs consist of an exploration technique and a selection technique, effec-
tively simulating evolution in order to optimize a problem. A very common EA
is the Genetic Algorithm (GA), which creates new solutions by combining their
aspects, and mutation, in which solutions gain or lose aspects in some way. Af-
ter new solutions are formed, often either the parent solutions or the worst n
solutions in terms of fitness are discarded. This process is repeated until a time
limit or generation limit is found, or until the algorithm has converged, meaning
it found a local optimum from which it cannot find better optima.

Kwong et al. used a GA to optimize the modularization problem [36]. They
optimize for cohesion, which they measure by the number of class interactions
within modules, and coupling, which they measure by the number of class inter-
actions between modules. Besides cohesion and coupling, they use another ob-
jective, namely maximizing the functional performance of the component-based
software system based on a formula representing how well the components fit
in their respective modules.

Kessentini et al. use a GA in which the population is modeled as combina-
tions of refactorings to find a solution that optimizes by maximizing the number
of detected defects in comparison to expected ones in the base of examples [35].

Some studies also show that GAs outperform hill-climbing algorithms in mod-
ularization problems. One example is the works related to the Bunch tool.
Mitchell has published multiple works that describe the workings of this tool
[45, 46, 47]. The purpose of this tool is to modularize a codebase. Initially, it
used clustering algorithms, of which some were hill climbing. Later, genetic al-
gorithms were added to increase the search potential of the tool, as hill climbing
had an issue in creating new modules. These algorithms optimize the codebase
for coupling and cohesion measures. More specifically, the amount of inter-
module dependencies and intra-module dependencies. This tool has been used
successfully on real projects. Praditwong, Harman, and Yao propose to use a
novel two-archive pareto optimal genetic algorithm to optimize module cluster-
ing [56]. They optimize for six different values: Cohesion by summing intra-
cluster interactions, Coupling by summing inter-cluster interactions, maximiz-
ing the number of clusters, maximizing MQ, minimizing the number of isolated
clusters, and minimizing the difference between the maximum and the minimum
number of modules in a cluster. They advocate that this approach reaches better
results than single-objective approaches and that the richer solution space gives
more choices to the software engineer that will use it. They use weighted and
unweighted module dependency graphs. The GA outperforms the hill-climbing
algorithm significantly on the weighted graph, but the computation cost is ap-
proximately double. It is argued that this cost is worth the increase in the quality
of the results.

Two algorithms that are often used in modularization problems are the Non-
dominated Sort Genetic Algorithm-II (NSGA-II) and NSGA-III. Deb et al. intro-
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duced the NSGA-II algorithm [22]. This algorithm is a multi-objective evolution-
ary algorithm (MOEA) which is based on nondominated sorting. Instead of one
solution which is the fittest, this algorithm measures the solutions using multi-
ple optimization variables and results in a pareto front. A solution is part of the
pareto front if no other solution is found that is equal or better on all optimiza-
tion variables and at least better on one. This algorithm was found to perform
well, but lose proper solution diversity when faced with many optimization vari-
ables. Deb and Jain, in their paper, show that for MOEA approaches with higher
amounts of objectives optimized for, the NSGA-III algorithm they propose out-
performs NSGA-II [21]. This algorithm uses solution reference points to force
solution diversity for all dimensions. Ciro et al. even show that for some prob-
lems in large-sized instances, NSGA-III outperforms NSGA-II when optimizing
more than 2 variables [18].

Mkaouer et al. propose a way to suggest possible refactorings that can deal
with code smells [49]. They focus on adding two aspects to existing research,
namely code smell severity and code smell class importance. They also propose
using the NSGA-II algorithm to implement this. As a continuation of this work,
Mkaouer et al. use a modified NSGA-II to refactor in a way that tries to find
the best trade-off between three objectives: quality, severity, and importance of
improvements [50].

Abdeen et al. state that before their work, modularization was considered
from the ground up. They introduce the remodularization problem, which takes
an existing codebase and improves its quality while minimizing changes [1].
They use the NSGA-II algorithm. They optimize for coupling, cohesion, modi-
fication degree, and class distribution, which are constructed from CCP, CRP,
ADP, package sizes, and the number of moved classes. They allow the users
of the algorithm to set certain constraints, namely constraining the refactoring
space, guiding the process by marking code that is likely to move and limiting
the maximum amount of changes.

Some studies optimize not only on program structure but also on semantics
or structural similarity to verifiably good models. Ouni et al. create refactoring
suggestions using the NSGA-II algorithm which optimizes program structure
and semantics. The semantics are measured by using vocabulary-based similar-
ity, and program structure by shared method calls and shared field access [53].
From the solutions generated, they decide that the best solution is the one that
is ideal in terms of Euclidian distance in the pareto front. Ghannem et al. use
the NSGA-II to suggest refactorings by maximizing the structural and textual
similarity between the model to be refactored and models that have undergone
refactorings, and minimizing the structural and textual similarity between the
model and well-designed models that do not need refactoring [30]. Mahouachi
also uses the NSGA-II algorithm to optimize remodularization for 3 objectives,
structural quality, semantic cohesiveness, and minimizing the refactoring effort.
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Structural quality is measured by intra- and inter-package dependencies, se-
mantic cohesiveness by vocabulary similarity, and refactoring effort by the rate
of achieved improvement [38]. Mkaouer et al. approach the remodularization
problem using the NSGA-III algorithm and 7 optimization objectives, including
size metrics, intra- and inter-edges representing cohesion and coupling, num-
ber of code changes, and similarity to historical changes [51]. They argue that
modularization should be optimized for more than structure quality in the form
of cohesion and coupling to achieve solutions of higher quality. Fadhel et al.
use a GA to create an adjusted high-level code model through refactorings that
should be as similar to a given expected model as possible [27]. It optimizes
for the similarity between the given and expected model as fitness. Mahouachi,
Kessentini, and Cinneide use a genetic algorithm to take a set of refactoring
possibilities and several versions of the software to find which refactorings have
taken place between those versions [39]. The algorithm is near identical to the
one used in the work by Fadhel et al. [27].

Some works have made the algorithms interactive or preference-based, to in
a way optimize for a developer perspective as well. Ghannem, Boussaidi, and
Kessentini provide an interactive genetic algorithm to perform model refactor-
ing [29]. The GA is also near-identical to that of Fadhel et al. [27], with the
interactive part added. The designer can rate changes in 5 ways, reaching from
critical to inappropriate. The value of these refactorings is weighted by the de-
signer’s feedback. Bavota et al. use an interactive genetic algorithm (based on
NSGA-II) to tackle the remodularization problem [6]. They evaluate the solu-
tions with MQ as the quality metric and MoJoFM [67] as the effort required. Al-
izadeh et al. used an interactive version of the NSGA-II algorithm to create soft-
ware refactoring recommendations [2]. The goal is to improve software quality
while minimizing the deviation from the initial design. The algorithm runs for a
set amount of generations, optimizing for the number of code smells, semantic
coherence, Quality Model for Object-Oriented Design, and the number of refac-
torings needed. After that, a developer reviews the results, and feedback is fed
into the algorithm. Solutions are modeled as a list of field/method level refac-
torings. 6 optimization variables are used that are constructed from summing
and weighing 10 different measures. Mkaouer et al. tackle multiple software
modeling challenges with a different algorithm. They use a preference-based
multi-objective evolutionary optimization technique [48]. The preferences are
modeled by weights assigned by the user and setting a desirability threshold
to optimization variables. The algorithm optimizes for model quality and rule
complexity.

Some studies emphasize the importance of preserving building blocks while
performing crossover. This means that a different crossover operator is used
which is made specifically to prevent aspects in a solution that amplify each
other’s positive effect from being split up. Harman, Hierons, and Proctor pro-
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pose an approach to modularization which uses a GA [31]. They use a fitness
function that includes 3 metrics: coupling in the form of inter-module coupling,
cohesion in the form of intra-module coupling, and granularity in the form of
the number of modules. They introduce a new crossover operator, which in-
stead of choosing a single point in the list of changes and forming children with
the pieces it divides the modules of the parents uniformly over the children.
This should preserve building blocks and is shown to work better than the sin-
gle point crossover in most architectural structures. Da Silva et al. propose
two new crossover operators for multi-objective search-based approaches [61].
They apply them using NSGA-II to the Product Line Architecture problem, op-
timizing for feature modularization, SPL extensibility, variability, coupling, and
cohesion. The first crossover operator first adds all the parent’s features to their
respective children except for one, which is put into the other parent’s child. Af-
ter this, duplicate functionality is removed based on the one that has the worst
feature modularization. The second crossover operator is similar to single-point
crossover, but it only chooses a crossover point only in one parent. The child
receives the first part from parent one. For the second part, the child receives
elements from the other parent which are not yet in its first part. The remaining
elements are received from parent 1 as well.

3.2.2 Machine Learning

Another type of approach used to tackle modularization is machine learning.
Machine learning approaches for optimization problems often combine some
sort of exploration algorithm with a neural network that evaluates the quality of
solutions or parts of solutions.

Schwanke and Hanson demonstrate, back in 1994, a tool that uses machine
learning in the form of neural networks to modularize software [60]. It uses
more-than-similar judgments as features by constructing triples where < S, G,
B > represents that S is more similar to G than S is to B. This tool is meant to be a
software architecture assistant, which gives advice in the form of recommended
changes. The tool is compared to nearest neighbor clustering and classification
tools and is shown to have similar effectiveness. Zhang and Jacobsen introduce
the Prism project, which discovers non-localized units of modularity by applying
aspect mining based on type-based and lexical-based patterns [70]. These units
are used for refactoring possibility recommendations, as they most likely fit
better elsewhere.

Machine learning has been used successfully for code structure quality pre-
diction in general as well, which means it could be used as a metric in an op-
timization algorithm. Thwin and Quah used a General Regression Neural Net-
work to predict software quality [65]. They use the following metrics: Depth of
Inheritance Tree, Number of Children, Coupling Between Objects, Response For
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a Class, Inheritance Coupling, Coupling Between Methods, Weighted Methods
per Class, and Number of Object Allocations.

3.2.3 Cutting & Clustering

As modularization is often represented as a type of graph, cutting and clustering
approaches are another way of optimizing it.

Chong, Lee, and Ling propose a dendrogram cutting approach to cluster
software [17]. The approach uses least-squares regression to find the best cut
level. The value of the cut is determined by its effect on cohesion and cou-
pling. Cohesion is represented by the average distance between each entity
in a cluster, and coupling by the minimum distance between the two centroids
of the sides of the cut. The distance between parts of the code is defined by
4 different similarity measures. It’s stated that to properly use this approach,
utility classes need to be removed from the simulations first, as those negatively
affect the accuracy of the software clustering. Jermaine implements the k-cut
method in order to modularize software [33]. The cuts are meant to create
modules with high cohesion and low coupling. The edges are weighted by their
sociability metric that represents the amount of inter- and intra-module function
invocations. Marx, Beck, and Diehl propose a way to optimize a cut between a
component and the remaining system, in order to reuse it in other software or
outsourcing development [43]. They use a combination of exhaustive, hill climb-
ing, and min-cut algorithms to extract components. The cut is optimized for the
(possibly weighted) amount of class to class dependencies broken.

Kook Lee et al. introduce a component identification method that considers
coupling, cohesion, dependency level, connection through interface, and granu-
larity [37]. This approach makes use of a novel component clustering algorithm
to cluster nodes. Nodes are made up of one or more classes. The cluster-
ing algorithm weighs the connection between nodes using cohesion based on
core functionality similarity, and coupling modeled as static connections and
the amount of message passing connections.

3.3 Comparison of Exiting Modularization
Approaches

Due to the vastness of existing works on modularization specifically, some stud-
ies have compared the different approaches. They identify which ones seem
promising, and what seems to be missing from existing work.

Ebad and Ahmed, in their work, compare different approaches to the mod-
ularization problem [24]. They create a framework that measures approaches
based on the given packaging goal, underlying principle, input artifact, inter-
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nal quality attribute, search algorithm, fitness function, scalability, soundness,
practicality, and supportability. They observe the following aspects:

• Most see packaging as an optimization problem

• Most maximize intra-package cohesion and minimize inter-package cou-
pling

• Most use Genetic Algorithms as their search methods

• All approaches are graph-based

• Most use source code as the input artifact

• Selection of parameters of the heuristic search method is very crucial (due
to local optima)

• Most approaches are scalable

• The soundness of results is questionable

• Only one is supported by tools to easily apply it to a codebase

Mohan and Greer also performed a survey of search-based refactoring for
software maintenance [52]. Several search techniques are used in the sur-
veyed papers: Hill climbing, Simulated annealing, Genetic algorithms, and
multi-objective evolutionary algorithms. The papers apply their approaches to
projects that are generally adequate as they are large enough to justify them
representing a real project. These projects generally consist of tens of thou-
sands of lines of code. There was one study that used a large system with more
than one million lines of code [55]. They conclude that software developer feed-
back is needed to support the approaches.

The two factors this thesis focuses on that are made clear in these review/-
comparison papers are the following:

• The assumption that these approaches are scalable, even though none
seems to have been applied on a large scale codebase.

• The questionable quality of the results, caused by the evaluation of the
results. This is measured by the metric improvement only, not by verifying
the results with software developers that are experienced with the code.

As Mohan and Greer state in their paper: "It needs to be evaluated whether the
search-based refactoring techniques that have been developed can carry over to
the business environment or whether real-world application scenarios will bring
to light further issues." [52].
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Chapter 4

Adapting to Scale

To achieve one of the goals of this thesis, we need to find a way to successfully
apply an approach similar to existing research on a significantly bigger scale.
This chapter describes what Adyen is as a business and the effects on the code-
base. The chapter also contains the identified challenges of the bigger scale
and the reasoning behind choices that were made to tackle or minimize these
challenges.

4.1 Adyen

Adyen is a payment service provider, gateway, acquirer, and point of sale termi-
nal service1. The company was founded in 2006 and has grown rapidly, totaling
over 1400 employees as of August 2020. Most of the code is part of a monolithic
repository, consisting of 5.5M+ lines of code. This is the codebase we will ap-
ply the approach to. Due to the emphasis on uptime, performance, and growth
potential for this type of business, good code quality and with it code structure
quality is essential. A codebase of this size and speed of growth brings addi-
tional challenges when compared to smaller codebases.

4.2 Challenges of the Scale

The most obvious challenge coined by the bigger scale is the complexity of the
codebase. Instead of a piece of software with very focused functionality and con-
sisting of tens of thousands or hundreds of thousands lines of code, we will be
applying the approach to a piece of software with many different functionalities
and responsibilities and which exists out of more than 5 million lines of code.
This increases the size of the input the chosen algorithm will take, and through
the input size, and differences between and amount of functionalities, increase

1https://www.adyen.com/
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the complexity of the software. This effect will be amplified by the complexity
of the algorithms used in the approaches, which scale worse than linearly with
the size of the problem.

The many different functionalities and responsibilities the codebase holds
emphasize an aspect more than smaller codebases, namely transitive coupling.
Transitive coupling can be described as follows: if module M1 depends on mod-
ule M2, and module M2 depends on module M3, M1 is transitively dependent
on M3. The reason this is further emphasized is because of the depth of these
dependencies caused by the size of the codebase, the chance of different func-
tionalities being dependent on code they do not need, and the loss of overview
of developers. For a developer, understanding what every module is responsi-
ble for and which code it contains in a codebase with twenty small modules is
doable, while the same task is infeasible to do for hundreds of modules sup-
porting different functionalities. When this is combined with different teams
of developers being responsible for different functionalities in a fast-growing
codebase, unnecessary coupling is bound to arise. This unnecessary coupling
causes more unnecessary transitive coupling. The negative effects of coupling
mentioned in section 2.1.1 are amplified further through transitive coupling,
especially if the modules that are being transitively depended on are sizable.

The speed of growth of the codebase as mentioned before, mostly caused by
being enterprise software and the push for features created by business goals,
poses a risk in code quality. The pressure can cause flaws to slip through, and
the developers to take on a "fix it later" mentality. This implies that over time
code quality will degrade if gone unchecked, potentially increasing the size of
the problem.

Another aspect of the size and goal of the codebase which influences mod-
ularization as a problem is that in order to completely refactor and reorganize
the codebase an immense amount of time and effort is needed. Because of this,
a modularization solution that is very different from the current state of the
modularization will be mostly useless in practice.

4.3 Algorithm

Given the challenges posed by the bigger scale, we need to choose an algorithm
that will be able to find good solutions in an acceptable amount of time. As mod-
ularization is not a problem which needs to be fixed overnight, we will aim for an
algorithm that can run for more than a day, and preferably less than a week. We
also want to have a high diversity of solutions. In addition, the algorithm needs
to be able to handle the complexity of the problem, and optimize for multiple
variables.

The Non-dominated Sort Genetic Algorithm II (NSGA-II) [22] was chosen to
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optimize this problem. This choice is supported by the fact that the amount of
optimization variables we are aiming for is low (< 5), it one of the most used
algorithms for modularization, and it has shown to be one of the most effective
in modularization and similar problems [1, 2, 6, 61, 30, 50, 38, 53]. Due to
the possible runtime, this algorithm can be applied on the entire codebase in
one run, and make improvements in different parts. The fact that its result is
a pareto front of solutions means it can and most likely will contain multiple
suggestions for improvement each run.

4.4 Modeling & Representation

Modularization can be optimized on different levels. Often it is performed on a
module level [36, 31, 46, 6], meaning the smallest changes are classes moved
from modules to other modules. It has also been performed on a package or
subfolder level [1, 38], making the problem harder than the module level. Re-
cent research has shown the potential of doing it on class level, meaning the
smallest changes are methods and variables moved between classes [51, 2].

To tackle the bigger scale and show whether modularization approaches can
be extended to it, we need to respect the challenges it brings. Therefore, we
choose to optimize the modularization on a module level.

Given that modularization solutions which restructure the entire codebase
are useless in practice on this scale, we need to find solutions similar to the
current structure of the codebase. More specifically than the modularization
problem, we tackle the remodularization problem. A solution to the remodular-
ization problem is a modularization that is better than the current modulariza-
tion, while not requiring too much effort to achieve.

We model the software remodularization problem as a search problem where
the search space consists of all possible modularizations. In other words, all
possible groupings of classes in modules. All classes are part of exactly one
module, which can be seen as a group of classes. Code contained in a class, and
the class’ dependencies are seen as unchangeable information. The problem
is modeled as two graphs, one representing the dependencies on class level
and one on module level. The class dependencies are unchangeable, while the
module level dependencies are inferred from those class dependencies. If there
exists at least one class dependency from module M1 to a class in module M2,
there exists a module dependency from M1 to M2. This results in another graph
that shows the module dependencies (see chapter 2).

A solution to this problem consists of a new and optimized dependency struc-
ture. In our algorithm, classes are moved to different modules to achieve better
dependency structures. A solution in the algorithm is modeled as a list of tuples
containing the classes that were moved and the modules they were moved to,
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for example, see Table 4.1.

Table 4.1: An example of a solution to the remodularization problem

Move To

example.package.class1 example-module
example.package.class2 example-module
other.package.class4 another-module

The choice to model the solutions as changes instead of a complete de-
pendency structure was made to reduce the cost of evaluating solutions. Re-
evaluating entire modularizations takes significantly more processing power
than evaluating the difference that a list of changes makes. Also, when a so-
lution is modeled as an entire modularization, other steps of the algorithm run
significantly slower and the algorithm needs more memory. Modeling the solu-
tions this way has been argued by Abdeen et al. [1] and implemented in other
remodularization research [38, 50].

4.5 Estimated Build Cost of module Cache Breaks

The added emphasis on transitive coupling shows the need for a metric that
measures it. To optimize for this properly, we want a metric that represents
weighted transitive coupling. The metric we propose is the Estimated Build
Cost of module Cache Breaks (EBCCB). The value is formed by summing for
each module an estimation of its build cost multiplied by the number of times
its cache was broken over a set period of time. This section will further explain
the relation between caching and transitive coupling, and why this coupling is
weighted by using module rate of change and build cost.

4.5.1 Caching

Caching is often used to remedy the fact that building code after making
changes in enterprise software can take a long time. Module caches reduce the
build cost of the codebase after a change. Instead of all modules, only the mod-
ules that changed and the modules that depend on the ones that are recompiled
and rebuild need to be recompiled and rebuild. This causes any change to have
a cascading effect throughout the codebase, in the reverse direction of the mod-
ule dependencies. Removing a single dependency or splitting a module could
have a significant effect on the number of caches broken. As this cache break
effect follows the transitive dependencies, it represents the transitive coupling
aspect of EBCCB.
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4.5.2 Rate of Change

How volatile a module is (i.e. how often it changes) is represented by its Rate
of Change (ROC). The ROC of a module is based on the number of commits
that change one or more classes in the module. The modules are weighted by
ROC because the more a module changes, the more likely it is to introduce
errors, introduce new dependencies, or grow in size. An unwanted transitive
dependency on a completely static module is less problematic than on a volatile
one.

To calculate how many times a module’s cache breaks, the ROC of itself and
all its transitive dependencies are needed. All ROCs of the transitive dependen-
cies need to be considered, for which the module dependency structure formed
by a solution is used. If multiple dependencies of a module have their cache
broken by the same commit, the module only has to be rebuild once.

4.5.3 Build Cost

The build cost of a module gives an indication of how big and complex it is. Un-
necessarily breaking the cache of a low build cost module has a smaller negative
impact than that of a high build cost module. Similarly, bigger and more com-
plex modules are impacted more by the negative effects caused by (transitive)
coupling.

Building every solution is impossible, so instead an approximation is made.
To approximate the build cost of a module, we build a function through regres-
sion that uses the lines of code (LOC) of a module to predict its build time. In
other words, the LOC of a module combined with this function is taken as a
proxy for the build cost. This value can be determined quickly and it can be eas-
ily re-evaluated after changes are made by subtracting the LOC of the moved
classes from their original modules and adding it to the ones they were moved
to.

To find the LOC of a module, the LOC of every class in it is summed up. A
function is derived through regression of Y on X where Y is the module’s build
time and X is the module’s LOC. The similarity between these values, specifically
in the codebase this algorithm was applied on for the case study, can be seen in
Figures C.1 and C.2 in Appendix C.

4.5.4 Metric value

Multiplying the estimated build cost with the number of cache breaks of a mod-
ule results in an estimation of the build cost of cache breaks of said module.
The summation of this for all modules is the total Estimated Build Cost of Cache
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Breaks. The resulting formula for the metric is the following:

EBCCB(S) = ∑
m

LOCtoCost(LOC(m))∗Cb(m) (4.1)

Where S is a solution, m is a module, LOCtoCost is the formula that translates
LOC to the build cost, and LOC(m) is the lines of code of a module. Cb(m) is the
number of cache breaks of a module, in other words, the number of commits
that change a class in the module or in any of its transitive dependencies.

The pseudocode of this optimization variable can be found in Appendix D.
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Chapter 5

Constructing & Fine-Tuning the
Algorithm

In a nutshell, our algorithm works as follows. The problem is modeled as two
graphs, one representing the dependencies on class level and one on module
level. A solution is represented as a set of classes that are moved from their
original module to a new one. The used optimization variables consist of a
combination of some or all of the following values: a coupling metric, multiple
cohesion metrics, amount of classes moved to a different module, and expected
build cost of cache breaks. Selection is used in the same way as in the intro-
duction of NSGA-II. Crossover is done by two operators: one simple single-point
crossover, and one that tries to preserve good aspects of a solution. Mutation
is performed by a min-cut based operator and by a random neighborhood op-
erator, which both determine a group of classes to move from one module to
another. The problem has one constraint, namely that there should be no circu-
lar dependencies. The details of these aspects are stated in the next sections of
this chapter.

This chapter describes how the remodularization problem was approached.
It starts with how the problem was modeled and which algorithm was used.
After that, it goes into the specific aspects of the algorithm, which variables
were optimized for, and the constraints the problem has. Finally, it describes
the tuning process applied to achieve proper performance.

5.1 Optimization Variables

We want to optimize how well the architecture is modularized, so we experiment
with different metrics:

• Inter-Module Coupling (InterMD), also referred to as Coupling, is mea-
sured by the total amount of module dependencies.
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• Cohesion of modules. We experiment with 3 different metrics used as
separate optimization variables:

– The Common Closure Principle (CCP), which is measured by the sum
of the number of classes in a module changed in the same commit, for
each module and every commit over a set period of time[42].

– The Common Reuse Principle (CRP), which is measured by the num-
ber of classes used together from a module for each class. [42].

– Intra-Module Coupling (IntraMD), namely the number of intra-
dependencies (class dependencies in a module) divided by the maxi-
mum possible amount of intra-dependencies [31].

• The effort required to achieve the solution, modeled by the amount of
"move class" refactorings, i.e. the number of classes that have been moved
to a different module in the solution.

• The Estimated Build Cost of module Cache Breaks (EBCCB) over a set time
in the future.

The optimization variables representing coupling and cohesion are often pro-
posed as code quality measures [44, 41, 33, 32, 12, 8, 5]. They are also often
used in combination with search algorithms to improve the code quality of a
codebase [1, 53, 38, 56, 51, 46, 39, 31, 17, 6, 3, 2].

For coupling, the average amount of inter-dependencies of modules was
used. This metric is used very often in search-based (re)modularization and
refactoring research [1, 33, 17, 38, 6, 46, 51, 56, 53]. For cohesion, several val-
ues are tested. One is the value used originally proposed as a part of Modulariza-
tion Quality by Mancoridis et al. [40], and used for a similar problem by others
[31, 46, 47, 36, 56], two others are, as stated by Robert Martin, the Common
Closure Principle (CCP), which aims to minimize the number of packages that
would be changed in any given release cycle, and the Common Reuse Principle
(CRP), which states that classes that are reused together should be packaged
together [42]. The Acyclic Dependencies Principle (ADP) is ignored because it
is inherent to the EBCCB, as calculating this optimization variable will reveal
any circular dependencies. Usage of CCP, CRP, and ADP for re-modularization
is also proposed by Abdeen et al. [1].

The amount of changes needed to achieve the solution covers another as-
pect of remodularization, namely the effort required to achieve the solutions.
As stated before, many changes can be made to the codebase, however, the
effort needed might not be worth the gain in quality. As the architecture is
from enterprise software, and the goal is to improve it by moving classes and
iteratively running the algorithm, it does not make sense to generate solutions
that require moving thousands of classes. Finding solutions that achieve similar
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quality gains with fewer changes is preferred. Therefore the amount of changes
needed to reach the solution is one of the optimization variables.

Finally, Estimated Build Cost of Cache Breaks (EBCCB, see section 4.5) com-
bines a form of transitive coupling with the size and rate of change of modules
and represents a tangible value that shows the expected build cost of cache
breaks based on time. It represents a form of weighted transitive coupling.

5.2 Selection

For selection, the partial order and crowding distance of solutions were used in
combination with simple tournament selection with a tournament size of 5, as
has been proposed in the original paper introducing NSGA-II [22]. The partial
order defines which solutions are taken to the next generation and which fall
off. Solution i is chosen over j if i has a lower rank than j, meaning it is part of
a better front. If i and j have the same rank, crowding distance decides which
order the solutions take. Crowding distance is calculated by first sorting the
population according to each optimization variable. The solutions with the max-
imal and minimal value for one of the metrics are assigned an infinite distance
value. The others are assigned a distance value equal to the absolute normalized
difference in an optimization variable of two adjacent solutions. This process is
repeated for the other optimization variables. Each optimization variable value
is normalized beforehand. Solutions with a higher crowding distance value are
chosen over solutions with lower values.

5.3 Crossover

Crossover is the process of creating new solutions (children) by combining parts
of solutions that are in the current population (parents). For crossover, two
operators were tested:

• A single-point crossover. This crossover operator makes a sorted list of the
classes that were moved in both parents. It picks a random point in this
list. All changes before the point that belong to parent 1 are duplicated
in child 1, and the ones that belong to parent 2 are duplicated in child
2. For all changes after this point, the ones that belong to parent 1 are
duplicated to child 2, and from parent 2 to child 1. The list of classes is
sorted consistently during a run of the algorithm, based on the order they
were in when given as input.

• A crossover operator that tries to preserve building blocks, which in this
case are multiple changed classes that only have a positive effect when
moved together. This operator is based on the crossover operator used in
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Harman et al. [31]. It aims to preserve building blocks by doing a uniform
crossover based on modules instead of classes. This means that all classes
that are in a module in one parent are set to be the same in one child, and
the classes in the same module in the other parent in the other child. This
is repeated for each module, pairing the two children with the two parents
randomly for each.

Performing crossover in this way sometimes causes conflicts, as a class
might be in module A in parent 1 and module B in parent 2. If both of
these modules are added to the same child, the class should not be in
both. So as soon as a class from one parent is added to one child, the same
class from the other parent is added to the other child. This process can
be seen in Figure 5.1.

In this figure, classes are the circles labeled with numbers, and the
rounded squares are the modules they are in. The figure shows the two
first steps of the crossover process. In the first step, module 1 (M1) is ran-
domly chosen. This module is copied from parent 1 to child 1, marked in
blue, and from parent 2 to child 2, marked in green. To prevent duplicates,
class 2 is copied from parent 1 to child 1, marked in red. In the second
step, module 2 (M2) is copied from parent 1 to child 2 and from parent 2 to
child 1, marked similarly in terms of colors. Note that class 2 is not copied
from parent 1 to child 2, as it is already present. We end up with 2 child
solutions which have the placements of class 2 and 4 mixed with respect
to the parent solutions.
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5.3. Crossover

Figure 5.1: Crossover operator: effects of trying to preserve building blocks
and prevent duplicates. Two modules (M1 & M2) are copied to child solutions
in two steps respectively. Classes copied from parent 1 are colored blue and
ones copied from parent 2 are colored green. The classes that are copied from
parent 1 due to preventing duplicates are colored red.
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5.4 Mutation

The most important factor of mutation in this problem is the ability to move both
a small amount and a large number of classes from one module to another. Two
were chosen that can do the following:

• A min-cut-based operator, which picks a random class and adds it to a
graph, then it traverses all dependencies from and to that class and adds
all the found classes to the graph. It keeps repeating this process until a
certain size is met, which is limited due to the computation cost associated
with min-cut. The operator then performs the Stoer-Wagner algorithm to
determine the min-cut of this graph [64]. The initially chosen class is in
one of the resulting subgraphs. This subgraph is then moved to a different
module. This operator is inspired by existing research that used graph
cutting algorithms for modularization [17, 33, 43].

• A mutation operator that moves a neighborhood of classes in a module of
a random size to another module. This operator was introduced by Fraser
and Arcuri [28]. It can perform anywhere between 1 and many mutations,
with increasingly less chance for higher amounts. The mutation operator
was adopted to this problem by changing the mutation to moving classes
in the following way. It picks a random class, adds it to a set, then keeps
adding random classes in the neighborhood until the following condition is
met: r > (c)n where r is a random number between 0 and 1, c is a constant
between 0 and 1 which impacts the average size of the resulting set and n
is the size of the set. The neighborhood is defined as all classes which are
in the same module, and depend on a class in the graph or are depended
on by a class in the set, but are not in the set. This set is then moved to a
different module.

The module the classes are moved to is chosen randomly from the set of modules
that the neighborhood of classes is connected to with one added module which is
a new, empty one. Limiting the moving of classes to modules that the neighbor-
hood of classes is connected to originated from trying out several configurations
of the algorithm. Moving the classes to a module that is not connected to the
neighborhood of classes almost always results in the classes being in a module
that they do not fit in. In terms of Cohesion, classes are moved to a module
comprised of classes it is not connected to in terms of dependencies. In terms
of Coupling, new dependencies are introduced to or from the new module.
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5.5 Constraints

There is one significant constraint in this problem: solutions should not contain
a circular dependency. There exists a circular dependency if any module can
traverse its dependencies (and its dependencies’ dependencies etc.) and find
itself. If a solution has a circular dependency the code is impossible to build.
While this constraint should not be broken by the solutions in the output of the
algorithm, it is allowed to break it during, so the algorithm can explore more. To
make sure the pareto front does not exist of only solutions containing a circular
dependency, these solutions should be dealt with in some way.

5.5.1 Punishment

Punishment was performed by lowering the value of solutions that break con-
straints, based on how many constraint violations they have. Constraint viola-
tion results in a circle in the module dependency graph. The size of this circle is
multiplied by a set value, which is then added to the estimated build cost. Also,
solutions with fewer constraint violations are chosen over solutions with more
violations during selection, as proposed by Deb et al. [22].

5.5.2 Repair

Solutions that break constraints can also undergo an attempt to repair. If a
solution contains a circular dependency somewhere, it is caused by one of the
newly added dependencies when compared to the original module dependency
structure. Changes made that cause this dependency are reverted to make it
disappear. Given the modules that are in a circular dependency, it is trivial to
find these dependencies, namely, they should be between any of these modules.
These dependencies can include ones that do not cause the circular dependency.
Differentiating between them is not trivial. In order to remove the circular de-
pendency and repair the solution, all of the classes moved to the modules which
are part of the circular dependencies are moved back to their original module.
This can affect the quality of solutions negatively by reverting good changes,
but it is an efficient and guaranteed way to remove circular dependencies.

5.6 Population Initialization

Because the remodularization problem requires the resulting modularization to
be similar to the one given as input, we can not initialize the population by
creating random modularizations. Also, due to how quickly the circular depen-
dency constraint is broken, solutions initialized by making a set of random class
changes rarely adhere to the constraints. Instead, we initialized the population
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by mutating each solution for a random number of times between 0 and 100,
using the mutation operators described earlier in this chapter.

5.7 Optimization Variable & Parameter Tuning

To get an adequate performance out of the algorithm, we need to choose a
proper combination of optimization variables and we need to tune its parame-
ters. Tuning requires a significant amount of algorithm runs, and the possible
amount of combinations across optimization variables and algorithm parame-
ters is too high. To remedy this, the algorithm was run on a reduced version of
the codebase. This version consists of 17 modules, with a total of 10447 classes.
These modules were chosen to represent multiple functionalities of the code-
base and to retain the depth of the codebase in terms of transitive module to
module dependencies.

5.7.1 Optimization variables

Optimizing for all of the optimization variables stated in section 5.1 using the
NSGA-II algorithm is not preferred. For every optimization variable added the
pareto front gains a dimension, which increases the optimization difficulty ex-
ponentially. In order to keep the pareto front properly spread for all dimensions
also requires the population size to be bigger, adding to the runtime. Instead,
we want to find combinations of optimization variables that achieve relatively
good results in terms of the metrics.

To start we took default values for the parameters based on existing research
and intuition formed by running the algorithm with differing configurations (see
Appendix section C.3). Using these parameters, 11 different configurations of
optimization variables were tested. These combinations of optimization vari-
ables were tested by running the algorithm, using the default parameters, 5
times for 3 hours per combination. The configurations and results of these runs
can be seen in Appendix C.2. The best configuration found given the improve-
ment on all fronts and an adequate amount of generations is using IntraMD,
InterMD, EBCCB, and # Changes as optimization variables. These runs also
form a baseline which shows that optimizing for EBCCB is required to achieve
significant improvement in terms of EBCCB. In other words, it cannot be opti-
mized by optimizing any of the other parameters tested.

5.7.2 Parameters

Given the better combinations of optimization variables from the previous sub-
section, we can tweak the algorithm parameters. For each possible parameter,
several possible values were determined from related research and intuition.
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These possible values can be seen in Appendix section C.3. Given the large
number of possible combinations and the computational cost required to run
them all, we opt for tuning a smaller set of parameters, specifically tuning one
parameter at a time while using a default value for the others. 7 parameters
were tuned, resulting in 17 different configurations. The algorithm was run 5
times for 3 hours for each configuration. The results can be seen in Appendix
section C.3. The resulting parameter values are as follows:

• Population size = 500

• Mutation chance = 0.5

• The optimal ratio of mutation operator usage = 0.5

• Constraint breaks are ignored

• Duplicates are deleted

• The crossover operator that tries to preserve building blocks is used.

• An elite archive is used.
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Chapter 6

Empirical Study: Approach in
Theory

To first show the usefulness of the approach in a controlled way, we applied in
on the Adyen codebase. After running the algorithm for a limited time, solutions
should be found that improve the code structure in terms of the metrics. After
that, we ran the algorithm for a longer period, to see if and when it converges
to see the feasibility of the approach on this scale.

6.1 Research Questions

With the configuration of the algorithm described in the previous chapter, we
want to answer the following research questions.

RQ1: What is the improvement of the code structure in the solutions
that the proposed approach finds in terms of the metrics used as opti-
mization variables? Are the algorithm and its configuration sufficient to get
results that show a significant improvement of the codebase? If so, how big is
this improvement?

RQ2: How fast does the proposed algorithm converge? How many gen-
erations does it take for the algorithm to converge to a local optimum? From
the improvement of the pareto front and the individual optimization variables
throughout the generations, we can infer when the algorithm has converged to
a local optimum. This shows how long the algorithm will realistically take to do
a proper run.

6.2 Methodology

We run the algorithm on the entire codebase for 24 hours on 8 cores at 2.1GHz
with 8GB of RAM, 2 times. For RQ1, we look at the values of the chosen op-
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timization variables in the resulting solutions. For RQ2, we save the values
of the optimization variables of the pareto front every 50 generations and run
the algorithm for 72 hours on the same machine to see when the improvement
stops.

6.3 Results

This section contains the results that show the improvement that the algorithm
shows and its convergence speed, which hold the answers to the first 2 research
questions.

6.3.1 RQ1: What is the improvement of the code structure in the
solutions that the proposed approach finds in terms of the
metrics used as optimization variables?

The results of the runs done to answer RQ1 can be seen in Figures 6.1,6.2,6.3
& 6.4, and Tables 6.1 & 6.2. The figures show the pareto fronts of the two runs.
These tables contain the relative improvement of the optimization variable
values of the solutions that have the best value for one of the optimization
variables. Table 6.1 only contains solutions that improve on all optimization
variables, and Table 6.2 contains the solutions with the best improvements for
each optimization variable regardless. These tables and figures and tables show
relative improvement instead of the absolute values as per Adyen’s request.

Figure 6.1: Pareto front of the first run1
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Figure 6.2: Solutions that improve on all metrics from the pareto front of the
first run2

Figure 6.3: Pareto front of the second run3

1An interactive 3d visualization of these figures can be seen in the links in the footnotes
of each figure. https://github.com/SERG-Delft/ga-remodularization-appendix/blob/mas
ter/run1_3dview.html
These figures can also be downloaded as a zip file from https://doi.org/10.5281/zenodo
.4011987

2https://github.com/SERG-Delft/ga-remodularization-appendix/blob/master/run1_

3dview_filtered.html
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Figure 6.4: Solutions that improve on all metrics from the pareto front of the
second run4

Table 6.1: Relative improvement of best solutions for each optimization variable,
that improve on all optimization variables.

Best IntraMD Best InterMD Best EBCCB

IntraMD (cohesion) 205.173% 151.335% 55.011%
InterMD (coupling) 3.567% 3.656% 1.226%
EBCCB 0.168% 0.916% 1.667%
#Class change refactorings 170 138 67

Table 6.2: Relative improvement of best solutions for each optimization variable

Best IntraMD Best InterMD Best EBCCB

IntraMD (cohesion) 530.404% 322.315% 55.010%
InterMD (coupling) 1.204% 6.041% 1.226%
EBCCB N/A -8.102% 1.667%
#Class change refactorings 418 244 67

3https://github.com/SERG-Delft/ga-remodularization-appendix/blob/master/run2_

3dview.html
4https://github.com/SERG-Delft/ga-remodularization-appendix/blob/master/run2_

3dview_filtered.html
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6.3. Results

Observation 1: Solutions show a significant improvement in code struc-
ture quality in terms of metric values. From the solutions that improve on
all optimization variables and improve the most on one of them, improvements
of 205.173% for IntraMD, 3.656% for InterMD, and 1.667% for EBCCB can be
seen. When disregarding the quality of other optimization variables, potential
improvements of 530.404% for IntraMD, 6.041% for InterMD, and 1.667%
for EBCCB can be seen. These results show a significant improvement in all
metrics.

Observation 2: The algorithm is prone to create solutions with many
new modules consisting out of 1 class, due to the IntraMD metric. The
percentage improvement of the IntraMD metric implies that the best solution
in terms of IntraMD that improves on all optimization variables supposedly
triples the value of the codebase in terms of cohesion. This is mostly caused by
the fact that creating a new module with one or two classes adds significantly
more to the value of the metric than improving the structure of bigger existing
modules. This results in a value that does not scale linearly with the actual
cohesion quality of the codebase.

Observation 3: The best solution in terms of EBCCB improves upon the
other used metrics as well. Disregarding the other two metrics, the best
solution in terms of EBCCB still improves upon those metrics. For InterMD,
this can be explained by the total transitive build-cache breaks reducing by
removing module to module dependencies, which is needed to improve on
the coupling metric. For IntraMD, splitting modules into smaller ones and
having class dependencies inside of modules instead of to other modules can be
beneficial for both IntraMD and EBCCB.

Observation 4: The optimal solutions per metric need different amounts
of changes, with EBCCB needing the least and IntraMD needing the
most. The optimal solutions for EBCCB seem to need the least amount of
changes, while the ones for IntraMD seem to need the most. A possible
explanation for the IntraMD is that the more classes are moved to small or new
modules, the more the value increases. To improve the EBCCB value, specific
changes have lots more impact than others, so fewer changes are needed for a
relatively big impact.
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RQ1: Our approach shows a potential 205.173% improvement on the
IntraMD metric, 3.656% improvement on the InterMD metric, and a 1.667%
improvement on the EBCCB metric depending on the implemented solution.
These solutions improve the codebase in terms of all used metrics.

6.3.2 RQ2: How fast does the proposed algorithm converge?

In Figures 6.5, 6.6, and 6.7, the improvement of each optimization variable over
generations is seen.

Observation 5: For InterMD and EBCCB, the algorithm seems to
converge. In contrast to the first observation, for the coupling metric, the
algorithm seems to be close to convergence at generation 19000, and for the
EBCCB, it seems to be mostly converged, only finding minor improvements after
generation 14000. This shows that the algorithm converges after approximately
20000 generations.

Observation 6: For IntraMD, the algorithm has not yet converged. The
reason why it has not converged yet is likely because the optimal solution for
this metric is a structure constructed of modules with one class per module.
The mutation operators can easily move a single class to a new module, which
keeps improving solutions in terms of this metric over generations. This process
can continue until the one class per module structure is achieved.

Observation 7: The achieved number of generations is close to 20000
after 72 hours.

RQ2: Our approach converges after approximately 20000 generations in
terms of the InterMD and EBCCB metrics. It most likely does not converge
within a reasonable time in terms of the IntraMD metric.

46



6.3. Results

Figure 6.5: IntraMD convergence of the 72 hour-long run, best and average
values of the pareto front
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Figure 6.6: InterMD convergence of the 72 hour-long run, best and average
values of the pareto front
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Figure 6.7: EBCCB convergence of the 72 hour-long run, best and average val-
ues of the pareto front
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Chapter 7

Case Study: Approach in
Practice

To find whether the solutions found by the proposed approach are useful from a
realistic and business perspective, we need a case study where the subjects are
developers that are experienced with the platform. They should be presented
with changes suggested by the algorithm. From inspecting which changes they
deem to be appropriate and which not, we can infer whether the solutions are
useful in practice.

7.1 Research questions

RQ3: How do developers perceive the remodularization suggestions of
the approach? The fact that the change suggestions generated by the algo-
rithm improve the code structure quality from a metric based point of view does
not prove that they are useful in a realistic scenario. They might go against
design patterns or make no sense from a developer’s point of view.

7.2 Methodology

To answer RQ3, we interview several developers experienced with the code in
question about a set of suggested refactorings. We take groups of refactoring
suggestions from the best solutions resulting from the algorithm runs done to
answer RQ1. The groups consist of up to 10 refactor suggestions. We choose
a developer that has made multiple changes to classes in this group over the
past 6 months to review the suggestions. If no such developer exists or can be
interviewed, a senior developer related to that part of the code is chosen. The
developer is first asked some contextual questions, like their experience and
understanding of the module dependency structure. They are asked to review
a set of class refactor suggestions, and reason about its quality. The answers
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from these interviews are analyzed to determine the potential quality of the
remodularization approach in practice.

7.2.1 Suggestions

In order to make the solutions generated by the approach reviewable and ver-
ifiable by developers, we need to split them into smaller groups. The solutions
generated by the algorithm consist of tens or hundreds of class refactorings,
often in different parts of the codebase. If a developer is expected to review the
suggestion in 10 minutes, it should not consist of more than 10 classes, prefer-
ably related classes. The reviewed changes should also not be taken from one
solution. To achieve this, we separated all suggested class refactorings based
on the module the classes are now in, per solution, and filtered the duplicates.
From these smaller groups, we took only the ones that improved on at least 2
of the 3 metrics (excluding the number of class moves) and did not worsen the
other. An exception was made for the coupling metric, which was allowed to be
worsened if the EBCCB was improved because the overall coupling might im-
prove and otherwise suggestions containing the creation of new modules would
be very unlikely. This process resulted in 13 suggested change groups, which
can be seen in Table 7.1.

Table 7.1: The value of the suggested class move refactoring groups in terms of
the optimization variables. Note that for InterMD and EBCCB, lower values are
better

#class moves IntraMD InterMD EBCCB

C1 1 1.002 7 -3339.428
C2 4 2.000 0 -2844.694
C3 1 0.083 -2 -536.365
C4 2 0.985 -4 -2864.221
C5 2 0.006 -7 -8259.967
C6 1 1 3 -9302.729
C7 1 0.007 -2 -146.522
C8 1 0.015 -1 0
C9 2 2 9 -18901.665
C10 1 0 -1 -6681.924
C11 1 0.083 -5 -3305.340
C12 1 0.004 -2 -2899.092
C13 7 1.000 -1 -3376.606
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7.2.2 Interview Design

The goal of this interview is to see whether the supposed value of the solutions
generated is representative of the value in a real scenario, and what practical
value the solutions hold. The questions of the interview are formed in such a
way to first verify the experience and knowledge of the interviewee from which
the judgments will be made. After this, they are told a summary of the research,
specifically for which metrics the code structure was optimized. Then they were
asked to verify the code suggestions.

Afterwards, if the code change suggestions are judged to be fitting, the inter-
viewee will be asked to rate the importance of the changes. If the code change
suggestions are judged to be unfitting, it could still be an improvement to move
the classes to a different module, or it could indicate an issue in the code that
has to be fixed in a different way than moving classes. To verify this the inter-
viewee is asked whether looking into this change has given them an idea of how
to improve the code in this area. The list of interview questions can be seen in
Appendix B.

7.2.3 Interview Procedure

The interviewees were asked to participate in the survey over the internal chat
service in direct messaging. The message also contained a summary of what
the survey was about, what the goal was, and the reason why they were chosen
to participate. The specific module that the classes from the suggestion were in
was also included.

The interviews were conducted in person and followed the structure stated
in the previous subsection. During the interview, answers to the open questions
were reduced to key sentences and written down. These key sentences were
repeated back to the interviewee to verify whether it represents their reason-
ing. The data was analyzed by combining these answers on their key reasoning
points.

7.2.4 Developers

The interviewees were chosen by finding developers that made a code change
to at least one of the classes in the suggested change, in the past 6 months. If
no such person could be found, was not available, or did not feel comfortable
judging the suggested changes, a senior developer with experience with the
module the classes are in was chosen. This resulted in 11 developers judging
13 different suggestions. Their experience can be seen in Table 7.2. 4 of the
developers were seniors instead of developers that made changes to the classes.
D1, D6, and D8 looked at 2 suggestions per person, and D4 and D7 looked at
the same suggestion.
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Table 7.2: The interviewed developers and their experience. Developers that
were chosen as seniors to review a suggestion are marked with (s).

Developer
Software Development
Experience (Years)

Adyen Experience
(Years)

Reviewed
Suggestions

D1 9 4 C1 (s), C2 (s)
D2 3.5 3.5 C3
D3 10 2.5 C4
D4 10 0.5 C5
D5 20 7 C6 (s)
D6 6 3 C7, C8
D7 3 3 C5
D8 10 2 C9, C10 (s)
D9 34 1.5 C11 (s)
D10 2.5 2.5 C12
D11 6 2.5 C13

Table 7.3: Whether suggested class move refactoring groups correctly identify
a flaw in the code, and properly fix it.

Correctly identifies a flaw Accurate refactoring suggestion

C1 X x
C2 X ~
C3 X X
C4 X ~
C5 X/ x X/ x
C6 X x
C7 X x
C8 X X
C9 X x
C10 X x
C11 X X
C12 X x
C13 X ~
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7.3 Results

All interview answers can be seen in Appendix B. A summary of the quality of
the reviewed class move refactoring groups can be seen in Table 7.3

Observation 8: All suggestions revealed possible improvements of the
code according to the developer. There is one exception where the developer
saw no possible improvement, however, that same suggestion was deemed to
be good by another developer.

Observation 9: About half of the suggestions were deemed to be par-
tially good by developers. 7/13 suggestions were deemed to be at least
partially good by developers, meaning that a part of it could be implemented
directly, while the rest needs different fixes or needs to be ignored. 4 of those
suggestions could be directly implemented from the suggestion as a good
change to the current state of the code. The other changes were bad for one
or more the following reasons: the classes fit better in their current module
or in a different module which was not suggested, the classes are dead code
or superseded by other functionality so they should be deleted instead, future
plans concerning the classes hinder the suggested change, and/or the module
the classes are moved to are in the process of being split up.

Observation 10: All suggestions of moving classes to new modules
were reviewed negatively. This is likely due to the size of the suggestions
examined because the new modules were too granular. Fitting modules existed
already for these classes. This could be caused by the splitting process. Most
suggestions consist of moving less than 5 classes, which would cause the new
module to be too granular. This does not necessarily imply that these types of
changes are bad, as in one case the new module was better, while it was not
suggested by the algorithm. This case required more classes from different
modules to be moved to this new module than were in the suggested to be
moved.

Observation 11: Different developers make different judgments and con-
clusions. In the case of C5, 2 developers gave completely contradictory judg-
ments on the suggestion. D4 determined C5 to be bad and saw no possible
improvements, while D7 judged it to be good.

Also, D2 and D6 had similar reasons for judgment on C3 and C7 but made
differing conclusions. In both cases, the suggestion would be good in the
current state of the code, but given future plans, the code is where it should be.
This caused D2 to conclude that the move should be implemented and reverted
when needed, and D6 to conclude that it should not be implemented.
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Observation 12: Developers rate the severity of the suggestions higher
than their priority on average. Often the severity of the suggestions that are
identified to be at least partially good is higher or equal to its priority.

RQ3: All suggestions helped the developer identify a flaw in the code,
and form an idea on how to fix it. 4/13 suggestions could be implemented
directly, and 3/13 could be partially implemented directly.
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Chapter 8

Discussion

This chapter describes the implications given by the results, the potential prac-
tical uses of the approach, and the threats to validity.

8.1 Implications

From the results shown in the previous two chapters, two important implications
become clear. The first is that the approach can be scaled to enterprise-level
codebases. It shows that this type of approach can converge and show a signifi-
cant relative improvement as when applied on a smaller codebase. The second
is that the results must be validated in a real setting. The metric improvement
does not necessarily translate to real quality improvement. The combination of
these implications shows that successfully applying this type of approach in a
business setting can be done if the results of an approach are shown to be sound
through validation, and is scalable similar to the approach in this thesis.

Our results imply that the results support the validity of the EBCCB metric.
The algorithm converges in terms of the metric, not many changes are required
to achieve significant improvements, and code change suggestions that mostly
improved on the metric were validated by developers. The best solution in terms
of the EBCCB metric improves on both the cohesion and coupling metric. For
the coupling metric, this can be expected, but for the cohesion metric, it implies
that some of its value is captured in the EBCCB metric.

It is also implied that the improvement of the solutions shown by the metrics
cannot be taken at face value. It is shown that around half of the subgroups
of suggested class refactorings contained improvements according to the inter-
viewed developers. Also, the importance of suggestions being correct is shown,
due to the low priority the developers deem the suggestions to be.
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8.2 Practical Use

From a business perspective, it is interesting to explore potential practical uses
of the approach explored in this thesis. Due to how the suggestions helped the
developers to identify flaws, a potential practical use can be constructed in a
similar way to the experiments performed. For example, the algorithm could be
run as a weekly job. The solutions generated from this run are then reduced
to smaller class move refactor groups in the same way as was done for the
interviews. The developers that recently changed the included code are notified
with the suggestion and asked to take a short time to find the flaw in the code
and fix it.

Another option would be to use the algorithm as an aiding tool in refactoring,
specifically splitting modules that are too large. The changes made by mutation
can be limited to the specific module or group of classes that need to be refac-
tored. With this limited scope, the algorithm can be run for a relatively short
time on the developer’s machine. The solutions created might contain the refac-
toring the developer is looking for, it or could reveal information. Also, if the
developer has found a way to refactor the code, it can be verified by running the
metrics that the algorithm optimizes for on the adjusted codebase.

8.3 Threats to Validity

We acknowledge the threats to validity described in this section. For internal
validity we identify the following threats:

• In the parameter tuning step, we did not explore every combination of
parameters. Also, not every possible parameter value was tried. Exploring
every combination or testing every possible parameter value would result
in a vast amount required runs, making the optimization infeasible. The
found combination is valid, but it may not be optimal. More extensive
parameter tuning may result in better performance and potentially better
solutions from the algorithm.

• The relative improvement in terms of the cohesion metric does not hold
a very specific value. The algorithm can "cheat the system" by moving a
single class to a new module multiple times, increasing the metric value
significantly without actually improving the codebase in terms of cohesion.
The metric also will not converge until a solution of one class per module
has been constructed. For these reasons, it is not a correctly representa-
tive value for the cohesion of the codebase. Using a better cohesion metric
might result in better solutions in terms of cohesion.
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This does not mean that the solutions do not improve the codebase in terms
of cohesion, however. Suggestions that developers concluded to be good
also improved on cohesion in their opinion.

• The suggested groups of class move refactorings that were shown to de-
velopers in the interview process are not entirely representative of the
solutions they originate from, due to the filtering and grouping process
beforehand. Due to this, the conclusion that all suggested groups indicate
flaws in the code might not hold for all class move refactorings in the so-
lutions. The conclusion that the solutions cannot be taken at face value is
still sound, because a majority of the reviewed change groups were flawed,
which on their own represent a significant part of the improvement the so-
lutions imply.

• Interviews are prone to bias. Two major inherent biases can be identified
in this interview. The first is that developers might be prone to judge
suggestions positively after they have been told its positive effects in terms
of the metrics. The other is that developers who have been involved in
making decisions on in which module the classes which are suggested to
be moved should be, or involved in its creation, might be prone to judge
the suggestions negatively, as they are already convinced that the classes
are where they should be.

In terms of construct validity, we identify the following threats:

• The results imply that different developers judge differently. All but one
suggested changes have been reviewed by one developer. For proper val-
idation, it would be preferred to have multiple developers review each
suggested change. This would lead to a more rigorous validation.

• We measured the effort of code changes by the number of classes moved.
This may not properly represent the effort required for the changes, as
some classes might be significantly harder to move than others. To more
accurately measure the effectiveness of solutions, the MoJoFM metric [67]
could have been used for example. This metric shows the efficiency of a
solution by evaluating the achieved improvement relative to the effort re-
quired to achieve it. This way of evaluation has been used in remodular-
ization research [6].

In regards to external validity, the approach in this thesis was applied to
one codebase which is used and developed by one company. More research
is required to determine whether the results are generalizable to systems us-
ing different programming languages, developed by different people, fulfilling
different purposes, or other systems in general.
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Chapter 9

Conclusions and Future Work

This chapter first restates the problem tackled. Afterward, we draw conclusions
from the results. Finally, potential future work will be discussed.

The problem tackled in this thesis is the remodularization problem. To optimize
for this problem, a modularization into modules has to be found that improves
on the given modularization. This modularization can be done on several lev-
els. In this thesis, we looked at a grouping of classes into modules. A solution
consists of a set of class moves that when implemented achieve improved mod-
ularization.

Specifically, the contribution of this thesis is scaling the approach up to a
larger scale codebase and validating the results by interviewing developers
that have worked on the code that is suggested to be changed. Both of these
factors are often missing in related research [52].

We approached this problem by modeling the codebase in a similar way to
existing work, namely graph-based. We view the problem as an optimization
problem and apply the NSGA-II algorithm to it. After testing combinations of
optimization variables, we set the algorithm to optimize for 4 metrics. The first
is cohesion, which is modeled by the amount of intra-module class dependencies
divided by the maximum possible per module. The second is coupling, which is
modeled by the amount of module to module dependencies. The third is a novel
metric representing weighted transitive coupling, called Estimated Build Cost
of module Cache Breaks. The final is the number of class move refactorings
required to achieve the solution. The algorithm is run for 72 hours once to show
how long it takes to converge. It is also run for 24 hours twice, to prove the
improvement potential in theory. The same results are split into small groups
and reviewed by developers that have worked on the code that is suggested to
be changed. We use the results to answer the following research questions.
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RQ1: What is the improvement of the code structure in the solutions
that the proposed approach finds in terms of the metrics used as op-
timization variables? From observation 1 we can conclude that the results
of this approach show significant improvement to the code in terms of the
metrics used, namely a 205.173% improvement on the IntraMD metric, 3.656%
improvement on the InterMD metric, and a 1.667% improvement on the EBCCB
metric depending on the implemented solution.

RQ2: How fast does the proposed algorithm converge? We can conclude
from observations 5 and 6 that the algorithm can converge in terms of two
metrics in an acceptable amount of time, namely around 20000 generations or
72 hours on the used hardware. In terms of the other metric, the algorithm will
not converge within an acceptable amount of time.

RQ3: How do developers perceive the remodularization suggestions of
the approach? The value of the solutions cannot be taken at face value how-
ever, we can conclude from observation 9, as it is shown that more than half of
the subgroups of suggested class refactorings are not improvements according
to the interviewed developers. This does not mean that the suggestions hold no
value, as from observation 8 it can be concluded that the suggested refactorings
reviewed all indicated flaws in the code according to the developers.

The results and conclusions imply some potential future work. In the modular-
ization field of research, lots of work exists that prove their approach solely on
a metric point of view. Due to the results in this thesis showing that the metrics
do not always translate to reality well, we propose for validation efforts being
done to see whether this research achieves different results. The validation can
be performed by applying the approaches to a codebase with full-time develop-
ers and then interviewing the developers to review the suggested refactorings
similarly as was done for this thesis. An improvement in the interview would be
to have suggestions be validated by multiple developers, as observation 11 has
shown that different developers can have completely contradictory judgments.

From the results, it’s clear that the reviewed suggestions show flaws in the
codebase, but some are arguably unfitting. A potential way to find better refac-
tor suggestions, or offer a developer more options, is to introduce a form of local
search into the process. This could be in a post-processing step or integrated
into the MOEA. More work is needed to see if using such an approach can result
in a higher ratio of suggestions that are good in practice.

The number of change group suggestions acquired in the filtering process
imply that the generated solutions are not very diverse. This might be caused
by improvements being propagated through the front where possible. Other
approaches may achieve a more diverse set of code changes. Some research
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has indicated that in bigger problems, MOEAs that take front diversity into ac-
count, for example, NSGA-III, which can outperform NSGA-II when using more
than two optimization variables [18]. NSGA-III has been used successfully for
modularization in the past when using more optimization variables [51]. It may
be more successful in producing a set of solutions that varies more in terms of
code changes, or in achieving higher performance.

Another possible way of improving the solutions in practice is taking a devel-
oper’s perspective into the algorithm. This way, factors of code that can be more
easily identified by developers than metrics are taken into account. This can
be achieved by making the algorithm interactive or preference-based. Using
interactive evolutionary algorithms or preference-based has shown to be suc-
cessful in the past for remodularization and refactor recommendation research
[6, 29, 2, 48]. These approaches may result in better results in practice, due to
the developer’s influence on the solutions produced. This should be verified by
for example using a similar way of interviewing as performed for this thesis.

Assuming that the previous proposed research cannot acquire solutions with
100% good code changes in practice, more work is needed to determine how to
divide the solutions into smaller groups that can be reviewed by a developer. If
this is done properly, less value of the solution will be lost in that process, and
reviewing these solutions becomes easier. Given this work, existing modular-
ization research can be measured to see how well the supposed solution quality
translates to a business environment or other real-world scenarios.

We would also like to propose research into modularization quality metrics
that take transitive coupling into account. Most metrics work on a local module
measurement, and none examined seem to take into account the depth of mod-
ule dependencies or weighed transitive coupling. The EBCCB metric proposed
in this thesis has shown to be able to break transitive dependencies success-
fully. This metric has not yet been validated thoroughly, like some others [32].
We acknowledge that this metric may not be optimal and propose research that
either improves and validates this metric or introduces a better one.
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Appendix A

Glossary

A.1 Terminology

In this section we give an overview of frequently used terms and abbreviations.

• Codebase: The entire source code of a certain piece of software.

• Dependency structure: The dependency structure is the total picture
that arises from the dependencies from class to class. The way these
classes are divided into modules results in dependencies from module to
module. Both of these dependency levels can be represented with directed
graphs. (see section2.2.1)

• (software/code) Architecture: The structure of a piece of software or
codebase. In this thesis, the term is often used to refer to the dependency
structure in particular.

• Modularization: The problem of dividing classes into modules in such a
way that a good module structure is achieved. Re-modularization is the
same problem, but from an already existing modularization, preferably
with not too many changes.

• Cohesion: An abstract concept representing how well a piece of code fits
together. (see section 2.1.2)

• Coupling: An abstract concept representing how interconnected a piece
of code is. (see section 2.1.1)

• IntraMD: Intra Module Dependencies. The metric used in to represent
cohesion. It is measured by the number of class depenencies in a module
divided by the number of possible ones, summed for each module.

• InterMD: Inter Module Dependencies. The metric used in to represent
coupling. It is measured by the number of module dependencies.
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A. Glossary

• CCP: The Common Closure Principle [42]. This is measured by the number
of pairs of classes changed in the same commit over a set period of time.

• CRP: The Common Reuse Principle [42]. This is measured by the number
of pairs of classes which are both in the same module and used by the
same class, per class.

• (EA) Evolutionary Algorithm: An optimization algorithm based on the
concept of evolution. It contains some sort of population made of solutions,
which procreate and mutate to form new solutions. The fittest solutions,
which are the ones that optimize the problem the best, are allowed to
procreate and mutate with the goal of finding fitter solutions.

• (MOEA) Multi-Objective Evolutionary Algorithm: A type of evolution-
ary algorithm that optimizes for more than one value at the same time.
In this type of algorithm, there is more than one "optimal" solution, often
described as the pareto-front.

• Enterprise software: Software made specifically to satisfy the needs of
an organization. Often used in a way to emphasize the size/scale of the
software.

• Build cost: The cost of building a module, expressed in time.

• Dead code: Code that has not been used and changed in a while, and is
not part of future plans.

• Transitive coupling / transitive dependencies: If module M1 depends
on module M2, and module M2 depends on module M3, M1 is said to be
transitively coupled to / transitively dependent on module M3.

• Caching: In this thesis caching refers to module build caching specifically.
Module build caching is often used in enterprise-level software, especially
in monolithic repositories. When a module is built, the built state is saved
and shared so that any developer that needs the same state of the module
does not have to build it. This process saves a lot of time for developers,
whenever they want to run their code.

• Transitive cache breaks: When some part of the code in a module is
changed, its cache is broken. Due to this module being rebuilt, all the
modules using this module also need to be rebuilt. This causes a cascading
effect through the module dependency structure of cache breaks.

• (EBCCB) Estimated Build Cost of module Cache Breaks: The new
metric introduced in this thesis representing weighed transitive coupling.
For further explanation see section 4.5.
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Appendix B

Interview

B.1 Interview Questions

• Interviewee is given an explanation of the interview, the goal of the re-
search, and that they are going to review a part of a solution generated by
the algorithm.

• How many years of experience in software development do you have?

• How many years have you worked at Adyen?

• How well would you say that you grasp the module to module dependency
structure of the entire codebase, on a scale from 0 to 10?

• How well would you say that you grasp the module to module dependency
structure around the module the suggestion’s classes are from, on a scale
from 0 to 10?

• The interviewee is shown the suggestion and it is explained why this is an
improvement in terms of the metrics.

• Would you consider this suggestion to be a good change, meaning it has
an overall positive impact on the codebase?

• (If the interviewee does not give clear reasoning) Could you explain your
reasoning for the previous answer?

• (If the interviewee deems the suggestion to be good) How important would
you rate this change in terms of severity and priority, on scales of 0 to 10?

• Has this change given you an idea on how to improve the code structure
in this area of the code?
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B.2 Interview answers

D1 How well would you say that you grasp the module dependency struc-
ture of the codebase?

7/10

How well would you say that you grasp the module dependency struc-
ture of the module C1 is in?

7/10

Would you consider this C1 to be a good change, meaning it has an
overall positive impact on the codebase?

C1: consists of moving one class to a new module. D1 deemed it to be a
bad move. Logically the class fits in the module it is in, and moving just this
class to a new module would make it too granular.

Has this suggestion given you an idea on how to improve the code
structure in this area of the code?

This suggestion did reveal a very strange and possibly unnecessary depen-
dency from this class to another module, causing multiple transitive depen-
dencies. This is the cause of the EBCCB value impact of the suggestion.

How well would you say that you grasp the module dependency struc-
ture of the module C2 is in?

6/10

Would you consider this C2 to be a good change, meaning it has an
overall positive impact on the codebase?

C2: consists of moving 2 classes to separate new modules, and 2 to existing
modules. D1 verified that this move is good, however, there are better mod-
ules to move these classes to. Making modules for one class is again too
granular, and there exist fitting modules for these 2 classes. Also, one of the
classes that is moved to an existing module should be moved to a different
one to follow design principles.

How important would you rate this change in terms of severity (im-
pact relative to effort), and priority (compared to the day to day de-
velopment tasks), on a scale from 0 to 10?

Severity: 4/10

Priority: 7/10

D2 How well would you say that you grasp the module dependency struc-
ture of the codebase?

6/10

78



B.2. Interview answers

How well would you say that you grasp the module dependency struc-
ture of the module C3 is in?

6/10

Would you consider this C3 to be a good change, meaning it has an
overall positive impact on the codebase?

C3: consists of moving one class to a different module. D2 deemed this to be
a good move. The class is not used and is not using anything in its current
module. However, there is a future plan for the module it is moved to that
would make it not fit. Given this information, it would be better to construct
a new module specifically for this class and related functionality.

How important would you rate this change in terms of severity (im-
pact relative to effort), and priority (compared to the day to day de-
velopment tasks), on a scale from 0 to 10?

Severity: 4/10

Priority: 4/10

D3 How well would you say that you grasp the module dependency struc-
ture of the codebase?

7/10

How well would you say that you grasp the module dependency struc-
ture of the module C4 is in?

7/10

Would you consider this C4 to be a good change, meaning it has an
overall positive impact on the codebase?

C4: consists of moving 1 class to a new module, and 1 class to a different
module. D3 deemed this suggestion to be bad and good at the same time.
The suggestion is bad because the class that is moved to a new module
is dead code causing unnecessary dependencies, so it would be better to
delete it entirely. The move of the other class is good in some sense, as it
has been the part of an ongoing discussion where a group of developers is
advocating for moving multiple classes to the module this class is suggested
to be moved to. However, another group of developers says it is where it
should be. What has become clear by this interview is that the class does
not adhere to the design pattern properly. Before a move would be made,
the class should be fixed first.

How important would you rate this change in terms of severity (im-
pact relative to effort), and priority (compared to the day to day de-
velopment tasks), on a scale from 0 to 10?
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Severity: 2/10

Priority: 2/10

D4 How well would you say that you grasp the module dependency struc-
ture of the codebase?

4/10

How well would you say that you grasp the module dependency struc-
ture of the module C5 is in?

5/10

Would you consider this C5 to be a good change, meaning it has an
overall positive impact on the codebase?

C5: consists of moving 2 classes to a different module. D7 was also inter-
viewed on this suggestion. D4 saw this as a bad change. One class is not
necessarily in the wrong place. D4 is unsure about the other class, noting
that it feels out of place. The module they are moved to is unfitting for both.

Has this suggestion given you an idea on how to improve the code
structure in this area of the code?

No, no specific ideas.

D5 How well would you say that you grasp the module dependency struc-
ture of the codebase?

3/10

How well would you say that you grasp the module dependency struc-
ture of the module C6 is in?

5/10

Would you consider this C6 to be a good change, meaning it has an
overall positive impact on the codebase?

C6: consists of one class being moved to a new module. D5 verified this to be
a bad move. The class has been superseded by another piece of functionality
D5 wrote, so it should be removed and usages transferred, instead of being
moved to a new module.

Has this suggestion given you an idea on how to improve the code
structure in this area of the code?

Remove the class and transfer the usages to the other functionality.

D6 How well would you say that you grasp the module dependency struc-
ture of the codebase?

5/10
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How well would you say that you grasp the module dependency struc-
ture of the module C7 is in?

9/10

Would you consider this C7 to be a good change, meaning it has an
overall positive impact on the codebase?

C7: consists of one class being moved to another module. D6 said this move
makes sense in the current state of the code, however, there are structural
plans for new functionality that will use the moved class, making the sug-
gestion bad.

Has this suggestion given you an idea on how to improve the code
structure in this area of the code?

It has shown the module to be a catch-all, so splitting it would be an im-
provement.

How well would you say that you grasp the module dependency struc-
ture of the module C8 is in?

4/10

Would you consider this C8 to be a good change, meaning it has an
overall positive impact on the codebase?

C8: consists of one class being moved to another (very closely related) mod-
ule. D6 states the class fits in both modules, so given the algorithm’s met-
rics, the move is good.

How important would you rate this change in terms of severity (im-
pact relative to effort), and priority (compared to the day to day de-
velopment tasks), on a scale from 0 to 10?

Severity: 2/10

priority: 2/10

D7 How well would you say that you grasp the module dependency struc-
ture of the codebase?

5/10

How well would you say that you grasp the module dependency struc-
ture of the module C5 is in?

8/10

Would you consider this C5 to be a good change, meaning it has an
overall positive impact on the codebase?

C5: consists of moving 2 classes to a different module. D4 was also inter-
viewed on this suggestion. D7 states that the first class should be moved
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according to the suggestion as it fits better in the suggested module. The
second class doesn’t fit its current module, partly due to it holds too much
differing functionality. It should be fixed first, but in its current state, the
move would be good.

How important would you rate this change in terms of severity (im-
pact relative to effort), and priority (compared to the day to day de-
velopment tasks), on a scale from 0 to 10?

Severity: 8/10

Priority: 3/10

D8 How well would you say that you grasp the module dependency struc-
ture of the codebase?

8/10

How well would you say that you grasp the module dependency struc-
ture of the module C9 is in?

8/10

Would you consider this C9 to be a good change, meaning it has an
overall positive impact on the codebase?

C9: consists of moving 2 classes to different new modules. D8 determined
this to be bad. One of the classes is dead code, so instead it should be
removed. The other should be moved, but not to a new module, as it fits
some existing modules already.

Has this suggestion given you an idea on how to improve the code
structure in this area of the code?

Yes, remove the dead code and also move the other class to a fitting existing
module

How well would you say that you grasp the module dependency struc-
ture of the module C10 is in?

9/10

Would you consider this C10 to be a good change, meaning it has an
overall positive impact on the codebase?

C10: consists of moving 1 class to a different module. D8 stated that this
move is bad, as the class fits its current module and does not fit the sug-
gested module. However, looking at this suggestion has shown that some-
thing is off about the structure around and the usage of this class.

Has this suggestion given you an idea on how to improve the code
structure in this area of the code?

Fix the usage of this class.
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D9 How well would you say that you grasp the module dependency struc-
ture of the codebase?

4/10

How well would you say that you grasp the module dependency struc-
ture of the module C11 is in?

5/10

Would you consider this C11 to be a good change, meaning it has an
overall positive impact on the codebase?

C11: consists of moving 1 class to a different module. D9 has verified this
to be a good move, as it is only used in the suggested module and not in the
one it is in.

How important would you rate this change in terms of severity (im-
pact relative to effort), and priority (compared to the day to day de-
velopment tasks), on a scale from 0 to 10?

Severity: 7/10

Priority: 4/10

D10 How well would you say that you grasp the module dependency struc-
ture of the codebase?

4/10

How well would you say that you grasp the module dependency struc-
ture of the module C12 is in?

0/10

Would you consider this C12 to be a good change, meaning it has an
overall positive impact on the codebase?

C12: consists of moving 1 class to a different module. D10 has stated that
this move is bad, due to the suggested module being in a refactoring process
with the goal of splitting it up. This class was moved to its current module
in the process, but it’s not the best place for it. A better option would
be to take this class, related functionality from the suggested module, and
related functionality which is in a different module and combine it into a new
module. Looking into this also revealed that code from the class’ module
seems quite stale, so it should be looked into.

Has this suggestion given you an idea on how to improve the code
structure in this area of the code?

Create a new module around the class and its related functionality.
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D11 How well would you say that you grasp the module dependency struc-
ture of the codebase?

3/10

How well would you say that you grasp the module dependency struc-
ture of the module C13 is in?

10/10

Would you consider this C13 to be a good change, meaning it has an
overall positive impact on the codebase?

C13: consists of moving a package of 6 classes to a different module, and 1
other class to a new module. D11 confirmed the package move to be good.
However, the other class should be removed instead of moved, because it is
dead code.

How important would you rate this change in terms of severity (im-
pact relative to effort), and priority (compared to the day to day de-
velopment tasks), on a scale from 0 to 10?

Severity: 8/10

Priority: 6/10
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Appendix C

Figures & Tables

C.1 LOC correlation with build costs

In the Figures, C.1 and C.2, the correlation between build tasks and LOC, and
the formula achieved through regression can be seen. The function shown was
achieved by feeding a function in the following form into the optimize.curve_fit
function of python package scipy, and using the relative error instead of abso-
lute:

f (x) = a∗ log10(x)b + c (C.1)
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Figure C.1: The runtime of a compile Java task relative to the lines of code in
the module
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Figure C.2: The runtime of a jar task relative to the lines of code in the module

C.2 Optimization variable tweaking results

The results can be seen in Table C.1 & C.2. These tables contain the highest
amount of generations that was achieved in the 5 runs per configuration, the
average amount of generations, the best value of each optimization variable for
solutions in all runs, and the average value of the best values per optimization
variable per run. Note that all optimization variables use the existing archi-
tecture as the 0 point and negative values show improvements (the values of
CCP, CRP, and Intra Module Coupling are flipped). The optimization variable
configurations are as follows:

1. IntraMD, InterMD, EBCCB, # Changes

A combination including all aspects optimized for, with only one Cohesion
metric.

2. IntraMD, InterMD
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This combination has been used in modularization research before[31]. It
is included as a baseline to show the value of EBCCB as an optimization
variable, and other combinations tested.

3. InterMD, CRP, CCP

A combination that also optimizes for Coupling and Cohesion, with CCP
and CRP used for Cohesion.

4. IntraMD, InterMD, EBCCB, CCP, CRP, # Changes

This combination uses all optimization variables to show its performance
compared to the other combinations.

5. IntraMD, EBCCB

This combination optimizes for one of the types of Cohesion and the newly
proposed metric, which is also used here as a type of coupling.

6. IntraMD, InterMD, # Changes

A combination to show the effect of optimizing for the number of classes
moved compared to the often used cohesion/coupling combination.

7. IntraMD, CCP, CRP

The combination of only Cohesion optimization variables. It’s included to
show the effect of ignoring Coupling metrics.

8. InterMD, EBCCB

This combination of coupling and the newly introduced metric. It’s in-
cluded to show the effect of ignoring Cohesion metrics.

9. InterMD, CCP, CRP, EBCCB, # Changes

A similar combination to the first one, using the other Cohesion metrics.

10. IntraMD, EBCCB, # Changes

The same combination as #5, with the number of classes moved. This
shows the effect of optimizing or ignoring the number of changes with
these other optimization variables.

11. CCP, CRP, EBCCB, # Changes

A similar combination of optimization variables as the previous combina-
tion, with the other Cohesion optimization variables.

From the tested configurations, we concluded that configuration 1 is the
best choice, as it shows a consistent improvement across the different variables
tested, with the best improvement in some cases. It also performs well in terms
of number of generations reached.
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C.3 Parameter tuning results

This section holds the results of the parameter tuning runs. The results can be
seen in the tables in this section. One table exists per tweaked parameter. The
tables show the highest amount of generations that was achieved in the 5 runs
per parameter, the average amount of generations, the best value of each used
optimization variable for all solutions in all runs, and the average value of the
best values per used optimization variable per run.
The default settings for all parameters are as follows:

• Population size = 500

• Mutation chance = 0.5

• Both mutation operators are used with equal probability

• Constraint breaks are ignored

• Duplicates are deleted

• The crossover operator that conserves building blocks is used

• An elite archive is not used

The options the parameters are tweaked for are as follows, with the optimal
options in bold:

• Population size = {50, 100, 200, 500, 1000, 2000}

• Mutation chance = {0.05, 0.1, 0.2, 0.5}

• The optimal ratio of mutation operator usage = {0.25, 0.50, 0.75}

• Whether solutions that break constraints are punished, repaired or
whether constraint breaks are ignored

• How duplicates should be handled; by ignoring them, deleting them or
mutating them

• Which crossover operator is used; the single-point operator or the one
that tries to preserve building blocks.

• Whether an elite archive is used.

Note that for both population size and elite archive there was no clear op-
timal choice, so we decided to go for parameter values that have a balanced
trade-off in performance and solution diversity. This resulted in a population
size of 500, and using an elite archive of the size of the population, as it doubled
the number of unique solutions while barely impacting performance.
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Appendix D

Pseudocode Estimated Build
Cost of module Cache Breaks

Difference

This appendix chapter contains the pseudocode that represents the code used
to calculate the EBCCB metric.
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D. Pseudocode Estimated Build Cost of module Cache Breaks Difference

Algorithm 1 Functionality used to calculate the difference in EBCCB value
between the given solution and the base solution

1: function CalculateEBCCBDiff(G,Sol,T Deps,ROCpM,LOCpM,ModsCT )
2: G = (V,E) . Graph representing module depen-

dencies, weighted by the number of
class dependencies

3: Sol . The solution
4: ROCpM . The rate of change per module,

based on commit history, adjusted for
changes in this solution

5: LOCpM . the number of lines of code per mod-
ule adjusted for changes in this solu-
tion

6: ModsCT . A mapping from module to module,
containing the number of times they
were changed together, used to cor-
rect the ROC to accurately represent
the number of cache breaks

7: T Deps . A mapping from each module to all its
transitive dependencies

8: Er← /0 . Set of removed edges
9: Ea← /0 . Set of added edges

10: Ea,Er←GetChangedEdges(G,Sol)
11: T Da← /0 . Transitive module dependencies that

have been added by the changes in the
solution

12: T Dr← /0 . Transitive module dependencies that
have been removed by the changes in
the solution

13: T Da,T Dr←GetChangedTransDeps(G,Ea,Er,T Deps)
14: EBCCB←CalcEBCCB(T Da,T Dr,ROCpM,LOCpM,ModsCT )

return EBCCB
15: end function
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Algorithm 2 Determines the module dependencies (edges) which are added or
removed by the class moves of a solution

1: function GetChangedEdges(G,Sol)
2: Ea,Er← /0

3: Ec←Map . Map of changed edges to their weights
4: for class in Sol.changes do
5: Ec← Ec∪module_edge_changes . Add every module edge affected by

this class change to Ec, and weigh
them by the effect of the change on
the edge weight

6: end for
7: for edge in Ec do
8: . If the edge is a newly introduced one
9: if edge /∈ G.E AND Ec.edge > 0 then

10: Ea← Ea∪ edge
11: end if
12: . If all class dependencies between the

vertices of this edge no longer exist
13: if edge ∈ G.E AND G.E.edge−Ec.edge == 0 then
14: Er← Er∪ edge
15: end if
16: end for

return Ea,Er
17: end function
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D. Pseudocode Estimated Build Cost of module Cache Breaks Difference

Algorithm 3 Finds the changed transitive module dependencies which are
caused by the added and removed module dependencies of a solution

1: function GetChangedTransDeps(G,Er,Ea,T Deps)
2: vToCheck← trans_deps_Er_Ea . All transitive dependencies of destina-

tion vertices in Er and Ea
3: knownRevDeps←Map . A mapping from modules to their

known transitive reverse dependen-
cies

4: V v← /0 . Visited vertices
5: V circular← /0 . Nodes that can be found through its

own transitive reverse dependencies
6: circular← f alse
7: res←Map . Mapping of all checked vertices to a

mapping of the found reverse depen-
dencies and whether they are reach-
able or not

8: T Da,T Dr← /0

9: for v in vToCheck do
10: vRes, thisCircular,knownRevDeps,V circular ← Recur-

siveEdgeCheck(v,G,Er,Ea,V v, knownRevDeps,reachable ← true,
edgePrevExists← true,V circular)

11: circular← circular OR thisCircular
12: res.v← vRes
13: end for
14: res← updated_res . Update the reachable vertices of each

vertex in Vcircular with the reachable
vertices of all other vertices in Vcircu-
lar

15: res← updated_res . Update the reachable vertices of all
vertices that can reach a vertex in
Vcircular with that vertex’ reachable
vertices

16: for v in res do
17: for vr in res.v do
18: if res.v.vr == true AND v /∈ T Deps.vr then
19: T Da← T Da∪ (vr,v)
20: else if res.v.vr == f alse AND v ∈ T Deps.vr then
21: T Dr← T Dr∪ (vr,v)
22: end if
23: end for
24: end for

return T Da,T Dr
25: end function
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Algorithm 4 Recusively checks the reverse transitive dependencies of a module
(vertex). Returns the found dependencies, whether they are reachable, whether
there exists a circular dependency and which modules are part of that circle. It
saves the results for each modules in a dynamic programming way.

1: function RecursiveEdgeCheck(v,G,Er,Ea,V v,knownRevDeps,reachable,edgePrevExists,V circular)
2: vRes← /0

3: thisCircular← f alse
4: if v ∈V v then . A potential circular dependency is found
5: vRes← v : edgeToPreviousExists
6: thisCircular← reachable
7: V circular←V circular∪ v
8: return vRes, thisCircular,knownRevDeps,V circular
9: end if
10: if v ∈ knownRevDeps then . v’s reverse dependencies are known
11: return knownRevDeps.v.vRes,knownRevDeps.v.thisCircular,knownRevDeps,V circular
12: end if
13: V v←V v∪ v
14: revDeps← all vo where (vo,v) ∈ G.E OR (vo,v) ∈ Ea
15: for vo ∈ revDeps do . Recursively check all reverse dependencies
16: depExists← (vo,v) /∈ Er
17: if depExists then
18: voRes,otherCircular,oknownRevDeps,oV circular ← Recur-

siveEdgeCheck(vo,G,Er,Ea,V v,knownRevDeps,reachable,edgePrevExists← true,V circular)
19: vRes.vo← true
20: for voo ∈ voRes do
21: if voo == v then
22: V circular←V circular∪ v
23: end if
24: if voo /∈ vRes then
25: vRes.voo← voRes.voo
26: else
27: vRes.voo← vRes.voo OR voRes.voo
28: end if
29: end for
30: else
31: voRes,otherCircular,oknownRevDeps,oV circular ← Recur-

siveEdgeCheck(vo,G,Er,Ea,V v,knownRevDeps,reachable ← f alse,edgePrevExists ←
f alse,V circular)

32: if vo /∈ vRes then
33: vRes.vo← f alse
34: end if
35: for voo ∈ voRes do
36: if voo /∈ vRes then
37: vRes.voo← f alse
38: end if
39: end for
40: end if
41: thisCircular← otherCircular OR thisCircular
42: end for
43: if v /∈ vRes then . Add reachability of v for the previous vertex
44: vRes.v← edgePrevExists
45: else
46: vRes.v← vRes.v∪ edgePrevExists
47: end if
48: V v.remove(v)
49: knownRevDeps.v← vRes, thisCircular

return vRes, thisCircular,knownRevDeps,V circular
50: end function
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D. Pseudocode Estimated Build Cost of module Cache Breaks Difference

Algorithm 5 Calculates the EBCCB metric (relative) value, given the changed
transitive dependencies, Rate of Change per module, Lines of Code per module
and the amount of times module pairs are changed together.

1: function CalcEBCCB(T Da,T Dr,ROCpM,LOCpM,ModsCT )
2: costChange← 0
3: for (v1,v2) ∈ T Da do
4: cacheBreaks← ROCpM.v2−ModsCT.v1.v2
5: cost←LOCtoCost(LOCperModule.v2) ∗cacheBreaks
6: costChange+= cost
7: end for
8: for (v1,v2) ∈ T Dr do
9: cacheBreaks← ROCpM.v2−ModsCT.v1.v2

10: cost←LOCtoCost(LOCperModule.v2) ∗cacheBreaks
11: costChange−= cost
12: end for

return costChange
13: end function
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