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Abstract

Word embeddings are useful for various applications, such as sentiment classification (Tang
et al., 2014), word translation (Xing, Wang, Liu, & Lin, 2015) and résumé parsing (Nasser,
Sreejith, & Irshad, 2018). Previous research has determined that word embeddings contain
gender bias, which can be problematic in certain applications such as résumé parsing. This
research has addressed the question whether gender bias is present in word embeddings of
different languages. Gender bias has been measured on word embedding of 26 different lan-
guages with the help of the Word Embedding Association Test by Caliskan, Bryson, and
Narayanan (2017). The results show that most of the tested languages seem to have bias
towards male, while a few languages seem to have a bias towards female. This result is in

line with previous literature.
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1 Introduction

Word embeddings have become a useful tool in
the field of natural language processing. They
can be used to represent the semantics and the
meaning of words as a vector of numbers, which
is used for all sorts of applications, such as
recommendation systems (Grbovic & Cheng,
2018) or résumé parsing (Hoang, Javed, Ma-
honey, & McNair, 2017; Nasser et al., 2018).
Word embeddings can be used to solve analo-
gies. An example of this would be that the
vector that represents the word M would
be equal to lTng; — man + woman. This anal-
ogy would capture an ‘opposite gender’ rela-
tion. Other examples of these analogies would

be Paris — France + Germany ~ Berlin, cap-
tuﬂ}g a ‘capital of” relation, and cars — cat +
apple =~ apples, which would capture a ‘plural-
isation’ relation (Vylomova, Rimell, Cohn, &
Baldwin, 2016).

However, these word embeddings should be
used with care because they have been shown to
contain biases (Caliskan et al., 2017). Caliskan
et al. (2017) showed that words related to sci-
ence are more related to male terms and that
words related to arts are more related to fe-
male terms. This is a form of gender bias that
can be problematic when the word embedding
is used in a context where gender bias should
be avoided, such as automatic résumé recom-
mendation. A recent example of a failure of
such a system is Amazons recruiting tool that
penalized female candidates, because they in-
cluded words related to women on their ré-
sumé (Dastin, 2018).

Recently, efforts have been made to reduce
the effect of bias in word embeddings. Research
showed that debiasing word embeddings is pos-
sible to some extent (Bolukbasi, Chang, Zou,
Saligrama, & Kalai, 2016), but another study
showed that this approach may hide the gender



bias, instead of removing it (Gonen & Gold-
berg, 2019).

This paper aims to take a step back and
look into whether there is a difference in gen-
der bias between word embeddings of different
languages. Some existing related research has
studied this difference before, looking at gen-
der bias on Wikipedia across six different lan-
guages (Wagner, Garcia, Jadidi, & Strohmaier,
2015), and looking at biases when different
languages, models and training sources are
used (Lauscher & Glava, 2019).

Previous efforts have generally been focused
on word embeddings of the English language.
However, it might be the case that some lan-
guages are inherently less biased. This insight
could be useful in the search towards a novel
debiasing algorithm. Furthermore, this could
explain why debiasing is easier or harder for
certain languages.

The aim of this research is to investigate
possible differences in gender bias in word em-
beddings of different languages. This difference
has been researched by studying to what extent
word embeddings of different languages are bi-
ased towards gender. This research question
will be answered with the help of the WEAT
method by Caliskan et al. (2017).

2 Methodology

The word embeddings provided by previous
research are used for this study (Grave, Bo-
janowski, Gupta, Joulin, & Mikolov, 2018).
These word embeddings have been trained
for various different languages on texts from
Wikipedia! and the Common Crawl Project?.
The languages that are used in this research,
are chosen based on the following criteria;
(a) the language has a pre-trained word embed-
ding from Grave et al. (2018) (b) the language
should be machine translatable with the help
of tools like DeepL? or Google Translate? and
(c) the language is part of a different language
family than the languages that were already

 https://wikipedia.org/
2https://commoncrawl.org/
3https://deepl.com/

4https:/ /translate.google.com/

chosen. This resulted in 26 languages from
16 different language families. An overview of
these languages, their language families and the
translations of male and female can be found
in table 2 in the Appendix.

2.1 Explanation of WEAT

A popular way of measuring bias in word em-
beddings uses the Word Embedding Associa-
tion Test (WEAT) method by Caliskan et al.
(2017). WEAT has been successfully used in
previous research (Gonen & Goldberg, 2019;
Swinger, De-Arteaga, Heffernan IV, Leiserson,
& Kalai, 2019). This method measures the as-
sociation between a set of attribute words (e.g.
man, male, woman, female) and a set of target
words (e.g. programmer, family, nurse, engi-
neer).

The WEAT method calculates the associa-
tion between attribute words and target words
by measuring the difference in cosine similarity.
Formally, let X and Y be two equally-sized sets
of target words and let A and B be two sets of
attribute words. The test statistic is defined as

s(X,Y,A,B) =Y _ s(%A,B)

reX
- Z s(y, A, B) where (1)
yey
s(w, A, B) = meange 4cos(, @)

(2)

— meang,_ pcos(w, b)

- .
where cos(d, b ) measures the cosine of the an-

gle between @ and b and where the mean is the
sample mean of the values. Formula (2) can be
described as a measurement of the association
of the target word w with an attribute, and for-
mula (1) can be described as a measurement
of the differential association of the sets of tar-
get words with the attributes (Caliskan et al.,
2017).

In WEAT, the effect size d; of the test
statistic is defined as the normalized measure
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of separation between two distributions of as-
sociations (Caliskan et al., 2017)

meange x s(Z, A, B) — meangcy s(y, A, B)
std-devge xuy (W, A, B)

dy =
3)

The effect size d; can be interpreted as the
“amount of bias” (Lauscher & Glava, 2019).

2.2 Weaknesses of WEAT for
multilingual use

The WEAT method works for when measure-
ments are being performed in a single language,
but some problems could arise when the dif-
ferences between different languages are com-
pared.

First, not all words have a one-to-one trans-
lation into another language, because certain
words might have a different meaning, depend-
ing on the context in which the word is used.
It is therefore not possible to translate all the
attribute and target words into a different lan-
guage, because it might lead to an incorrect
and unfair comparison. A great example of
this would be the English word man, which can
mean male or mankind, depending on the con-
text.

Second, the inclusion or exclusion of words
from the target set is a subjective decision (Nis-
sim, van Noord, & van der Goot, 2020). There-
fore, the measurement itself could be biased,
depending on what words are or are not in the
set of target words. This problem will only be
amplified when WEAT is used for multiple lan-
guages, because this subjective decision has to
be made for every single language.

2.3 Proposed multilingual WEAT

The first problem of translation can be ad-
dressed by limiting the amount of words that
have to be translated. The method that is
used in this research only uses the two attribute
words male and female. The assumption is
made that these words are universal and trans-
latable in all languages.

It is proposed to solve the second problem of
subjectivity with two different approaches. The

goal is to remove the subjective decision and in-
clude words based on a language-independent
metric that is not based on the meaning of
words. This has been done by (1) looking at
all the words in the word embedding and by
(2) looking at the most used words in the word
embedding.

2.3.1 Method 1: Uniform weighting

The first method, the uniform weighting
method, uses all the words in the word embed-
ding as target words. This method uses an ad-
justed version of the WEAT method described
in section 2.1. The adjustments made take into
account that the compared languages have dif-
ferent target and attribute words. Formulas (1)
and (2) are redefined as

> s(&@ ax, bx)

reX
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- —
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where cos(d@, b) measures the cosine distance be-
tween between @ and b. In formula (4), X and
Y refer to the two languages that are compared,
and ax and by refer to the translations of the
two attribute words a and b into language X re-
spectively. The effect size d; is calculated the
same way as WEAT, with formula (3).

The advantage of this approach is that all
words are considered, which eliminates the in-
clusion or exclusion subjectiveness described by
Nissim et al. (2020). This is because there is
no metric on which a word could be excluded,
because all words in a language are included
by default. The disadvantage is that all words
have the same weight, which might not be an
accurate representation of the language, as not
all words are used as often as others. This is
addressed in an alternative method described
in section 2.3.2.

2.3.2 Method 2: Frequency weighting

The disadvantage of method 1, the uniform
weighting method, is addressed in method 2,
the frequency weighting method. The second



method still uses all the words in the word em-
bedding, but attaches a weight to each word,
depending on its usage frequency. Effectively,
this results in a measurement over the most
commonly used words, because those words
have the highest weight. The frequency weight-
ing method uses an adjusted version of the
uniform weighting method. The adjustments
aim to include information about the usage fre-
quency. Formulas (4) and (5) are redefined as

s(X,Y,a,b) Zf ) % s(Z, a%, bx)
reX
- Zf(g)*s(g, ay, b;/) where
gey

where cos(@, b) measures the cosine distance be-
tween between @ and b. In formula (6), X and
Y refer to the two languages that are compared,
and ax and bx refer to the translations of the
two attribute words a and b into language X
respectively. f(Z) refers to the probability that
the word & occurs in a text written in language
X.

The effect size ds of the test is defined as an
adjusted version of formula (3) that takes the
frequency of the words into account:

> @)

reX
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x s(y, A, B)
do=

(®)
where the standard deviation takes the frequen-
cies defined by f into account.

3 Experimental setup

Pre-trained word embeddings created by Grave
et al. (2018) were downloaded for all languages
defined in table 2 in the Appendix. For each
downloaded language, the words male and fe-
male have been translated beforehand. The
vectors associated with the translated words
male and female are extracted from the word

embedding. Then, the cosine similarity is cal-
culated according to the methodology. The
code used to calculate the results can be found
on GitHub®.

3.1 Frequency information

The words contained in the pre-trained models
provided by Grave et al. (2018) are sorted by
frequency, but exact information about how of-
ten a word occurs in a regular text is omitted.
It is approximated that the frequency with the
help of Zipf’s law (Gao, Zhou, Luo, & Huang,
2019; Zipf, 1935), defined as

1/k
_ME ©)

> (1/n)

n=1

where k denotes the rank of a word and N de-
notes the amount of words in the word embed-
ding.

3.2 Dummy language

A “dummy language” has been created in or-
der to test whether and to what extent a lan-
guage has gender bias. This language is defined
to have no gender bias and is therefore used
as a baseline to which the other languages are
compared. It can be constructed by creating a
language where s(,@,b) = 0 for all values of
. All languages in table 2 in the Appendix
are compared to this dummy language. In all
formulas, the word embedding X is an actual
embedding from the languages in table 2, and
Y is the dummy language that has the same
size as X. This has the effect that all terms
containing Y are reduced to 0, except in for-
mulas where X and Y are used in the same
term such as in formulas (3), (8) and (10).

3.3 Hypothesis test

The null hypothesis is defined as “The word
embedding of the tested language is not biased
towards gender”. This null hypothesis will be
tested for all 26 languages and for both the

5@it repository can be found on https://github.com/ThijsRay /cse3000
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uniform and the frequency weighting method.
Each language is compared against the dummy
language with formula (4) and (6). The sig-
nificance of each comparison is measured with
ana =1— %/1—0.05~ 0.001 and a two-sided
approximated permutation test

| Pri[s(X;, Y, ,a,0) > 2] if2>0
| Prifs(X;,Yi,a,0) <2 if 2 <0
where z = s(X,Y,a,b) (10)

where X; and Y; stand for all equally-sized
partitions of X UY (Caliskan et al., 2017).
The permutation test has been performed with
N = 1000 random permutations.

4 Results

4.1 Uniform weighting method

The permutation test has been performed on
the uniform weighting method and it showed
that all 26 languages have a p value < q,
and are therefore significant, with respect to
the dummy language described in section 3.2.
Therefore, the null hypothesis, defined in sec-
tion 3.3, is rejected for all of the tested lan-
guages when the uniform weighting method is
used.

In figure la the effect size dy is shown
for each language for the uniform weighting
method. Finnish has the highest positive d;
of all the tested languages, indicating that, on
average, Finnish words have the highest associ-
ation with male of all the tested languages. On
the other hand, Basque has the highest nega-
tive dy of all the tested languages, showing that
Basque words, on average, have the strongest
relation with female of all the tested languages.
16 out of 26 of the tested languages have a
positive effect size dy, which demonstrates that
most of the languages have a stronger link with
male than female when this is calculated with
the uniform weighting method.

Figure 2a presents the mean of the cosine
distance and it shows a similar result to fig-
ure la. Again, 16 out 26 of the languages have
a positive value, which leads to the same obser-
vation as in figure la. In figure 2a, Hungarian

has the most association with male and Hindi
has the most association with female.

4.2 Frequency weighting method

The permutation test has also been performed
on the frequency weighting method, which
showed that 16 out of 26 languages have a
p value < a with respect to the dummy lan-
guage described in section 3.2. This is deemed
significant and the null hypothesis can be re-
jected for these languages.

The 10 languages that have a p value > «
and their respective p values are shown in ta-
ble 1. The null hypothesis can not be rejected
for these languages.

Table 1

Calculated p wvalues from wvalues of the

frequency weighting method
Language p value
Portuguese 0.173
Russian 0.424
Japanese 0.008
Turkish 0.033
Korean 0.003
French 0.146
Polish 0.448
Hungarian 0.456
Thai 0.494
Javanese 0.017

Note: All languages with p value < a are not shown
in this table.

Figure 1b shows the effect size dy of each
language for the frequency weighting method.
Burmese has highest positive ds of all the tested
languages, indicating that the most used words
in Burmese have the highest link with male of
all the tested languages. Greek has the high-
est negative effect size ds of all the tested lan-
guages, indicating that the most used words in
Greek have the strongest relation with female
of all the tested languages.

Figure 2b displays the weighted mean of
the cosine distance for the frequency weight-
ing method. 15 out of 16 of the significant lan-
guages have a positive value, which leads to the



same observation made for figure 1b.

The overall result is similar for both meth-
ods. A notable difference is that there are more
languages that have a positive effect size ds in
figure 1b than d; in figure 1a. This means that
the most used words of the tested languages are
more associated with word male than all of the
words in the language are.

5 Discussion

The objective of this study was to identify to
what extent word embeddings of different lan-
guages are biased towards gender. It was hy-
pothesised that word embeddings of the tested
languages were not biased towards gender.

5.1 P values

It can concluded from the significance test
that all of the tested languages are gender
biased, when gender bias is measured across
all the words in the word embedding (uniform
weighting method). It can also be concluded
that a majority of the tested languages is gen-
der biased, when this is calculated across the
most used words in the word embedding (fre-
quency weighting method). This conclusion
builds upon the assumption that there is a
relation between word association and bias.

It is interesting to see that there is a differ-
ence in p values for both methods. A prob-
able explanation for this is that most of the
values in the frequency weighting method are
extremely close to zero due to the introduction
of frequency weights in formula (6). Therefore,
the values are not significantly different from
the zero values of the dummy language. Unless
the most used words of a language show bias,
the permutation test is essentially comparing
negligible values with each other.

5.2 Observations

A few observations can be made from figure 1la.
16 out of 26 languages have a significant ef-
fect size d; above 0, indicating that most of the
reviewed languages are more associated with

male. Assuming that there is a relation be-
tween the association of a word and bias, then
this could mean that most of the tested lan-
guages have a bias towards male.

Another observation from figure la and 2a
is that some languages that are from the same
language family have a similar rank. For ex-
ample, both Finnish and Hungarian are Uralic
languages and have a relatively high effect size
di; compared to the other languages. A sim-
ilar pattern can be seen with Portuguese and
Spanish, both Iberian languages. However, this
might be incidental because some closely re-
lated languages seem to have opposite effects,
like German and Dutch. Further research could
show whether this effect is indeed incidental or
if there is a underlying reason behind it.

Comparable observations can be made from
figure 1b and 2b. 15 out of 16 significant lan-
guages have an value above 0, indicating that
most used words of the reviewed languages are
more associated with male than with female.
This is interesting because the most used words
of a language say something about how a lan-
guage is actually used by people. From this re-
sult it can be concluded that either people are
more inclined to use male-related words or the
most used words happen to be more related to
male.

Some of the languages seem to be closer
associated with female-related words, like
Basque, Hindi and French in figure 1a and 2a,
and Greek in figure 1b and 2b. Several ques-
tions remain unanswered at present, such as
why these languages have a stronger relation
with female-related words and why the major-
ity of the languages have a stronger link with
male-related words. Another important issue
for future research is the possible link between
gender bias in languages and gender equality.
Future studies on these topics are therefore rec-
ommended.

These results show that the words of the
majority of the tested languages have a stronger
association with male than with female. If
there is a link between this result and gender-
equality, this could be seen as empirical evi-
dence in favour of the linguistic relativity hy-
pothesis, that states that the language we speak



Figure 1

Figures 1a and 1b show the measured effect size di and do per language for both the uni-
form and the frequency weighting method respectively. Because these languages were compared
against the dummy language described in section 3.2, the effect size is a metric of whether words
are, on average, more associated with male or more associated with female.
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(a) Uniform weighting method. The effect size d; has
been calculated with formula (3). A value greater than
zero indicates that words are on average more associated
with male, while a value below zero indicates that words
are on average more associated with female.

Burmese -
Swedish -
English-
Dutch-
Basque -
Finnish-
Chinese -
German-
Telugu-
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Hindi-
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Italian -
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Korean (ns) -
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Russian (ns) -
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Javanese (ns) -
Japanese (ns) -
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(b) Frequency weighting method. The effect size da
has been calculated with formula (8). A value greater
than zero indicates that the most used words are more
associated with male, while a value below zero in-
dicates that words are more associated with female.
Languages appended with (ns) were found to have
a p value > « and therefore not significant.

influences the way we think (Lucy, 1997). How-
ever, one can also argue that it is the other way
around, i.e. that the language itself is influ-
enced by the way that we think.

Thus, from these results and observations
it is concluded that the null hypothesis can
be fully rejected for the uniform weighting
method, and partly rejected for the frequency
weighting method. This is because only 62% of
the tested languages had a significant result for
the frequency weighting method. Based on the
results from the null hypothesis and on the ob-
servations that were made, it can be stated that
word embeddings of different languages are bi-
ased towards gender, but that the amount of

bias differs per language. These results are in
line with those of previous research (Caliskan
et al., 2017).

5.3 Limitations

This study has potential limitations, mainly
concerning the assumptions the research is
based on, the critique the used methodology
has previously received, and the generalisabil-
ity of the results. The first of these limitations
is the assumption is that the attribute words
male and female are universal and that their
translations have identical meaning in all of
the tested languages. This is difficult to verify



Figure 2

Figures 2a and 2b show the mean and weighted mean of the cosine distance per language
between each word and male and each word and female for the uniform and frequency weighting

methods respectively.
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(a) Uniform weighting method. The mean of the cosine
distances is calculated with formula 5. A value greater
than zero indicates that a words are on average more
associated with male, while a value below zero indicates
that words are on average more associated with female.
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English-
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German-
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Chinese -
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(b) Frequency weighting method. The weighted mean
of the cosine distances is calculated with formula
7 and f(Z) as defined in section 2.3.2. A value
greater than zero indicates that a words are more
associated with male, while a value below zero in-
dicates that words are more associated with female.
Languages appended with (ns) were found to have
a p value > « and therefore not significant.

without having a good understanding of all the
languages that are involved. This issue could
be alleviated if language experts would confirm
that the translations are accurate. This limita-
tion can also be alleviated by using more than
one attribute word for each gender, as originally
done by Caliskan et al. (2017). This reduces
the probability that a word is mistranslated.

Another assumption is that the most com-
monly used words, like and and the are gender
neutral. This might not necessarily the case,
since words like he and she are also very com-
mon. Attaching a weight based on the fre-
quency might do nothing more than measure
the frequency of gender specific words, because

they have a more pronounced cosine distance.
If the word he occurs much more often than
the word she, then the word embedding as a
whole will appear to have a strong bias towards
male. Based on the reasoning behind the lin-
guistic relativity hypothesis (Lucy, 1997), one
could argue that the fact that masculine words
have a higher frequency is also a form of bias.
If people are more probable to use masculine
words, then it is likely that people will also, on
average, think and act more in favor of males.

It is also difficult to draw any conclusions
based on the relation between word embeddings
and the language itself, because a word embed-
ding is not a perfect representation of a lan-



guage. The used models have been trained on
text that was posted on the internet, on web-
sites such as Wikipedia (Grave et al., 2018).
Research has found that less than 15% of the
contributors of Wikipedia were female (Collier
& Bear, 2012). Tt is reasonable to assume that
a word embedding would be a better represen-
tation of a language if it was trained on text
that was written for 50% by males and 50% by
females.

Besides that, it should be takes into account
that the WEAT method by Caliskan et al.
(2017) has received critique from Ethayarajh,
Duvenaud, and Hirst (2019), who argue that
WEAT has theoretical flaws that cause it to
systematically over-estimate bias. Since our
methodology is an adjusted form of WEAT it
might be the case that these theoretical flaws
are present in our methodology.

Finally, the results are heavily reliant upon
the generated dummy language from chap-
ter 3.2. If the parameters used for generating
the dummy language are changed, the entire
result changes. The results can therefore only
be considered in the context of the dummy lan-
guage. This reduces the generalisability of the
results.

6 Conclusion

This study set out to assess to what extent word
embeddings of different languages are biased to-
wards gender. The results of this investigation
show that word embeddings of different lan-
guages have a bias towards gender and that
they are generally more biased towards male
than towards female. The insight gained from
this contribution may be of assistance to future
debiasing efforts and possibly affirms the lin-
guistic relativity hypothesis (Lucy, 1997). In
spite of the limitations of this study, the study
certainly adds to our understanding of gender
bias in word embeddings of different languages.

Future research is needed to fully under-
stand why certain languages seem to be more
biased towards male or female. Further work
needs to be done to establish why the major-
ity of the tested languages have a bias towards

male. Finally, it is recommended that this re-
search is replicated for different forms of bias,
such as racial or sexuality bias.
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Table 2

Chosen languages and their translations

Language Language family Branch Translation male Translation female
Arabic Afroasiatic Semitic 1434, fooie
Basque Isolate Basque gizonezkoa emakumezkoak
Burmese Sino-Tibetan Lolo-Burmese B 3’36%80388
Chinese Sino-Tibetan Sinitic Ll L*8

Dutch Indo-European Germanic mannelijk vrouwlijk
English Indo-European Germanic male female
Finnish Uralic Finnic uros nainen
French Indo-European Romance male femelle
German Indo-European Germanic maénnlich weiblich
Greek Indo-European  Hellenic OPOEVIKOG OnAvkdg
Hindi Indo-European  Indo-Aryan R Heferr
Hungarian  Uralic Ugric férfi nd

Italian Indo-European Romance maschio femmina
Japanese Japonic Japanese B pegin
Javanese Austronesian Malayo-Polynesian  lanang wadon
Khmer Austroasiatic Khmer yisy f\ﬁ

Korean Koreanic Koreanic Lo o] Ad

Polish Indo-European  Balto-Slavic mezczyzna kobieta
Portuguese Indo-European Romance masculino feminino
Russian Indo-European Balto-Slavic MY>KUHHa JKeHIIHA
Spanish Indo-European Romance hombre mujer
Swedish Indo-European Germanic manlig kvinnlig
Telugu Dravidian South-Central D0BREE SE8

Thai Kra-Dai Tai ¥y BN
Turkish Turkic Oghuz erkek kadin
Yoruba Niger-Congo Volta-Niger ako abo

Note: An overview of all the languages that were used in this research with their respective translations
of male and female.
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