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Summary

Acoustic waves due to their non-destructive and non-reactive nature, have been
extensively used as information carriers in various applications including, medical
imaging, material characterization, distance and velocity measurement, and flow
rate measurement, among others. In an ultrasonic flowmeter (UF), the upstream
and downstream travel times of ultrasound pulses across the fluid are measured,
whose difference is directly related to the flow rate. However, during the measure-
ment, a significant amount of the pulse’s energy leaks through the solid pipe (para-
sitic signal) and interferes with the fluid signal (working signal) known as crosstalk.
Since crosstalk can lead to measurement errors and in extreme cases complete sig-
nal losses, we explore possibilities of phononic crystals (PnCs) to mitigate crosstalk
from UFs.

PnCs are periodic structures possessing unusual dynamic characteristics due
to the presence of band gaps (BGs)—frequency ranges where elastic and acous-
tic waves are attenuated. Because of BGs, they are explored in several applica-
tions, including vibration isolation, energy harvesting, acoustic wave steering, su-
per/hyperlens, wave focusing, and cloaking. However, extending the PnCs to real
applications such as the crosstalk reduction in UFs, is still very challenging since
the application has multiple requirements and can be subjected to extreme environ-
mental conditions. We design PnC waveguides to possess BGs in the UF’s operating
frequencies, thereby acting as wave filters to alleviate crosstalk.

The thesis is separated into two parts: The first part deals with developing rig-
orous analysis tools and design methods to generate intricate PnC designs. We
start by exploring the use of complex material behavior, such as viscoelastic damp-
ing, in the PnC analysis. This involves developing low-cost analytical models based
on the spectral element method (SEM) to characterize wave propagation through
viscoelastic phononic crystals. The model results are then verified experimentally.
Since SEM has difficulty in dealing with intricate geometries, we further develop 3D
PnC models via the finite element method (FEM). We also propose an approach to
design PnCs with particular BG behaviors, such as partial BGs that are present only
in specific wave propagation directions. The BGs can be manipulated by tuning the
displacement modes of the bounding wavebands using concepts from mechanics.

The second part involves applying the aforementioned tools to develop PnC
structures capable of mitigating crosstalk from UFs. To that end, we design a 3D
PnC waveguide possessing a broad BG centered around 1MHz, which is fabricated
via metal additive manufacturing using selective laser sintering (SLS). This device
is then integrated into an inline UF, and by ultrasonic experiments, we validate
its BG predicted numerically. We extend the PnC design to incorporate additional
objectives, such as preventing fluid leakage and withstanding a high hydrostatic
pressure. To that end, we propose a design procedure to maximize the BG and
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minimize the stress induced due to the fluid pressure. This design is also fabricated
via SLS, and its parameters are verified using computed tomography.

We further explore the capabilities of PnCs in alleviating crosstalk in a clamp-on
UF. Unlike an inline UF, the working and parasitic signals arrive at the receiver from
the same interface, making it challenging to filter the latter. Since both signals have
similar frequency ranges and arrival times, conventional frequency- or time-based
filters cannot separate them. Thus, we develop a frequency-steering mechanism
based on partial BG PnCs to guide the working signal while attenuating the parasitic
signals, thereby avoiding crosstalk. Since characterizing a clamp-on UF requires a
time-domain analysis, which is computationally very intensive when using FEM at
high frequencies in 3D, we develop a semi-analytical approach that combines 2D
FEM, ray tracing, geometric projection, and 3D FEM (only for the fluid domain).
We show that the method can capture the 3D effects, such as wave-focusing, and
provide a detailed description of the wave propagation via the clamp-on flowmeter.

From the findings presented in the thesis, we can conclude that to apply PnCs
in real-world applications several challenges need to be addressed. The foremost
difficulty is the lack of adequate manufacturing processes to fabricate intricate PnC
structures, which prevents several designs from realization. Another challenge is
the vast computational cost of PnC analyses that require surrogate modeling or
other forms of simplification such as a domain separation. It is expected that the
outcome of this thesis will take PnCs one step closer to applying them to more
real-world scenarios.



Samenvatting

Akoestische golven worden gebruikt als informatiedrager in verschillende applica-
ties omdat ze niet-destructief en niet-reactief zijn. Onder deze applicaties vallen
medische beeldvorming, materiaal karakterisatie, afstandsmetingen en stromings-
metingen. In de laatst genoemde toepassingen wordt een ultrasone flowmeter
(UF) gebruikt die door middel van het verschil in doorlooptijd de stroming kan me-
ten. Het verschil in doorlooptijd tussen een golf met de stroming mee en tegen is
een directe maatstaaf voor de stroomsnelheid. Dit principe is alleen niet foutvrij.
Tijdens een meting lekt een groot gedeelte van golfenergie weg via de pijp rond de
vloeistof en dit parasitaire signaal interfereert met het signaal door de vloeistof zelf.
Dit effect wordt crosstalk genoemd en kan zorgen voor meetfouten of in extreme
gevallen zelfs tot een compleet verlies van signaal. In deze proefschrift onderzoe-
ken we daarom de mogelijkheden van fononische kristallen, afgekort als PnCs in
het Engels, om de negatieve effecten van crosstalk te voorkomen.

PnCs zijn periodische structuren die zich ongebruikelijk gedragen door de aan-
wezigheid van band gaps (BGs), een band van frequenties waarin elastische en
akoestische golven worden verzwakt. Door deze BGs worden PnCs in verschillende
applicaties toegepast zoals het isolatie tegen vibraties, sturen van akoestische gol-
ven, superlenzen en cloaking. Daarentegen is het toepassen van PnCs in de praktijk,
zoals voor het reduceren van crosstalk in flowmetingen, niet vanzelfsprekend. Voor
het toepassen tijdens flowmetingen moet een PnC voldoen aan velen velen vereis-
ten en moet het apparaat kunnen werken onder extreme werkomstandigheden. Dit
weerhoud ons er niet van om PnCs golfgeleiders te ontwerpen die een BG in het
frequentiebereik van een UF heeft, zodat ze zich als een golffilter kunnen gedragen
en het effect van crosstalk kunnen verminderen.

Deze proefschrift is opgedeeld in twee delen. In het eerste deel is de focus op
het ontwikkelen van rigoureuze analyse- en ontwikkelingsmethodes om PnCs te ont-
werpen. De eerste stap hierin is het verkennen van hoe complex materiaal gedrag,
zoals de visco-elastische demping, de werking van PnCs beïnvloed. Hiervoor heb-
ben we een analytisch model die weinig rekenkracht vergt ontwikkeld gebaseerd
op de spectral element method (SEM) om de golf propagatie door visco-elatische
PnCs te karakteriseren. Dit doel is hierna experimenteel geverifieerd. Omdat SEM
niet goed om kan gaan met complexe geometrieën hebben we ook 3D finite ele-
ment method (FEM) model van PnCs ontwikkeld. Hiernaast hebben we ook ontwerp
procedure voorgesteld om PnCs te ontwikkelen met een bepaald BG gedrag, zoals
een gedeeltelijke BG die alleen voorkomt in een bepaalde propagatie richting. De
BGs kunnen worden gemanipuleerd door de verplaatsingsmodi van de begrenzende
golfbanden af te stemmen met behulp van concepten uit de mechanica.

In het tweede deel van de proefschrift passen we de ontwikkelde procedures en
modellen toe om PnCs te ontwerpen die crosstalk kunnen voorkomen in ultrasone
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flowmetingen. De eerste toepassing is voor een inline UF. Het gemaakte ontwerp
van de PnC golfgeleider bevat brede BG rond de 1 MHz en is gefabriceerd door
middel selective laser sintering (SLS). Om het ontwerp te verifiëren is het geïnte-
greerd in een inline ultrasone flowmeter en zijn er ultrasone metingen gedaan. De
volgende stap is het aanpassen van het PnC ontwerp om aan additionele doelen te
voldoen, zoals het voorkomen van lekkages en om bestand te zijn tegen een hoge
hydrostatische druk. Met dat doel voor ogen stellen we een ontwerp procedure voor
om de BG te maximaliseren en om de stress veroorzaakt door de hydrostatische
druk te minimaliseren. Dit ontwerp is ook gefabriceerd doormiddel van SLS, en de
paramaters zijn geverifieerd doormiddel van computertomografie.

In het tweede deel onderzoeken we ook de mogelijkheden van PnCs om cross-
talk te verminderen in een clamp-on UF. In tegenstelling tot een inline UF arriveert
het parasitaire signaal via dezelfde interface bij de ontvanger als het flowsignaal,
waardoor het separeren van de signalen. Omdat beide signalen een vergelijkbare
frequentieband en aankomsttijd hebben is het niet mogelijk de signalen te schei-
den doormiddel van traditionele frequentie- of tijdsfilters. Om die reden ontwerpen
we een frequency-steering mechanisme gebaseerd op gedeeltelijke BG PnCs om
het flowsignaal te sturen en tegelijkertijd het parasitaire signaal te verzwakken, zo-
doende crosstalk te voorkomen. Omdat clamp-on UF alleen te analyseren zijn in
het tijdsdomein en aangezien dit niet effectief gedaan kan worden met een com-
binatie 3D FEM en hoge frequenties, hebben we een semi-analytische benadering
ontwikkeld die 2D FEM combineert met ray tracing, geometrische projectie en 3D
FEM voor alleen het vloeistof domein. We laten zien dat deze methode de 3D ef-
fecten kan weergeven, zoals het focusseren van golven, en dat deze methode een
gedetailleerde beschrijving geeft van golfpropagatie door de clamp-on flowmeter.

De resultaten in deze proefschrift laten zien dat er nog meerdere uitdagingen zijn
voordat PnCs kunnen worden toegepast in de praktijk. Het grootste probleem is het
ontbreken van productieprocessen die de gecompliceerde PnC structuren kunnen
produceren, waardoor meerdere ontwerpen gepresenteerd in deze proefschrift niet
kunnen worden gefabriceerd. Een andere probleem is dat het simuleren van PnCs
een enorme rekenkracht vereist, waardoor in de praktijd simulaties alleen mogelijk
zijn via een surrogaat model of andere vormen van simplificatie zoals het apart
simuleren van verschillende domeinen. We verwachten dat de resultaten in deze
proefschrift het gebruik van PnCs in de praktijk een stap dichter bij de werkelijkheid
brengen.



1
Introduction

The propagation of mechanical disturbances through solids and fluids is of great im-
portance in several industries since these waves can be used to characterize various
properties of a system. For instance, mechanical waves in the form of ultrasound
greatly aid fault diagnostics to identify cracks or other potential failures in dynamic
systems such as rotating shafts [1]. Additionally, these waves are commonly used
in medical imaging to study the anatomy of humans [2] and other animals [3].
However, in many situations, waves adversely affect the performance of precision
instruments [4], hinder human health [5], and harm large structures [6], among
others.

One application is ultrasonic flowmeters (UFs), which are often used in various in-
dustries, such as pharma [7], water treatment [8], aerospace [9], automotive [10],
oil and natural gas [11], medical [12], and nuclear power plants [13]. In transit-
time UFs, an ultrasonic pulse generated by a transducer is transmitted through the
measured fluid and is received by another transducer, which provides its travel time
(upstream measurement). The same process is repeated in the opposite direction
to obtain the travel time in that direction (downstream measurement). The differ-
ence between upstream and downstream measurements is directly related to the
flow rate. UFs are further classified as inline and clamp-on transit-time UFs depend-
ing on their operation. In an inline UF, the ultrasonic transducers (generally six to
twelve) are inserted into a pipe section, which is then connected to the required
pipeline. Figure 1.1 shows a schematic of the inline UF, where the green arrows
between transducers T1 and T2 show the upstream and downstream signal paths.
Since the flow needs to be temporally interrupted to install these UFs, this may lead
to pressure drops, fouling, and leakage [14]. On the contrary, clamp-on UFs do not
have these limitations and are portable devices that can be attached (temporarily)
to the pipe wall without disrupting the flow to measure the flow rate as shown in
Figure 1.2. Additionally, they are less expensive than their inline counterparts and
provide measurement across a wide flow range [15].

1
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Pipe

Input pulse

Output pulse
Fluid

T1

T2

Signal

Crosstalk

Figure 1.1: Schematic of an inline UF where T1 and T2, respectively, represent the ultrasound transducers
used to send and receive the acoustic signals. The green arrow is the required signal (traveling through
the fluid) while the red arrow is the parasitic wave traveling via the solid portion.

Pipe

Fluid

T1 T2

Input pulse Output pulse
Signal

Crosstalk

Figure 1.2: Schematic of a clamp-on UF where transducers T1 and T2 are placed along the same side
of the pipe wall. The required signal and parasitic waves reach the receiver from the same interface.

1.1. Crosstalk in ultrasonic flowmeters
The ultrasound transducers in an inline UF are directly in contact with the fluid
medium, and the acoustic pulse transmits through the fluid from the transmitter to
the receiver (and vice versa) via a metallic window. Due to the immense acoustic
impedance mismatch between this window and the adjacent fluid, a significant
portion of the supplied energy reflects back to the solid. It then travels through the
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1

3

pipe wall to the receiver as shown by the dotted red arrow from Figure 1.1. This
results in crosstalk—interference between the waves traveling through the fluid
region (required/fluid signal) with that of the solid region (parasitic/solid signal)
as described in the output pulse from the same figure. Similar to the inline UF,
the clamp-on UF also suffers from crosstalk. However, since the transducers only
interact with the pipe wall both fluid and solid signals arrive at the receiver from
the same interface as shown in Figure 1.2. The figure also shows the output pulse
where crosstalk is shown using the shaded region. In both cases, crosstalk results
in a reduction in measurement accuracy or the complete loss of the required signal;
thus crosstalk mitigation is quintessential for the smooth operation of these UFs.

Several methods have been proposed to mitigate crosstalk in inline UFs such
as isolating the ultrasonic transducer from the solid signal path [16, 17]. However,
this approach is challenging in high-pressure situations, since a heavy casing is re-
quired to withstand high pressures, which increases the crosstalk by allowing more
waves to pass through the solid region [18]. Another approach is to create time
delays between the required and parasitic signals [19]. To that end, transducers
with protrusions that would increase the solid signal path and thereby its travel time
were used [20]. They enable the fluid signal to arrive at the receiver earlier than
the parasitic signal preventing the crosstalk [20]. However, this depends on the dis-
tance between the transducers. If the pipe has a large diameter, then the parasitic
signal can arrive along with the fluid signal resulting in the crosstalk [21]. A third
method is to localize the energy transmitted by the solid region using resonators
and damping systems attached to the transducer [22, 23]. However, resonators
and damping systems are limited to low frequencies (a few hundred kHz) since
it is challenging to construct a MHz-range oscillator in macro-scale. Additionally,
dampers with constant dissipation are also less effective at high frequencies as the
energy increases with frequency but the dissipation stays constant. Thus, it is es-
sential to have a wave filter that eliminates the crosstalk with a significant operating
frequency range (in MHz) and is least influenced by pressure and temperature.

Similar to the case of inline UFs, various approaches have been used to alleviate
crosstalk from clamp-on UFs, such as using absorbing layers between the trans-
ducers to attenuate the solid signals [14]. This method is less feasible, though,
since the pipe is often covered in materials meant to prevent heat transfer, thus
restricting access to the pipe wall. Another method is to modify the incident an-
gle of the pulse to reduce the signal generation in the solid region [24]. However,
this requires manual adjustment of the transducers, thereby making the process
operator-dependent. A third solution based on ultrasound transducer arrays can
avoid manual calibrations and suppress multiple wave interactions to improve the
measurement accuracy [25]. Further, a matrix transducer array can manipulate the
beam angle and the wavefront shape allowing them to produce multiple beams in
different directions, thereby achieving high accuracy [26–28]. However, they suffer
from electric crosstalk because of the deficiency of electromagnetic shielding and
close electric connections [29]. This crosstalk can adversely affect the directivity of
the pulse and can accidentally excite the adjacent piezoelectric element reducing
the capacity to control the beam. Consequently, a solution to reduce the interfer-
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ence of waves from the pipe and the fluid without introducing additional crosstalk
is needed to improve the measurement accuracy of clamp-on UFs.

1.2. Crosstalk mitigation using phononic crystals
A potential solution to alleviate crosstalk in UFs can be based on phononic crys-
tals (PnCs) [30] possessing frequency-dependent wave manipulation capabilities.
PnCs are periodic structures with unusual dynamic characteristics due to band gaps
(BGs)—frequency ranges where elastic/acoustic waves attenuate—due to destruc-
tive interference (Bragg scattering) [31]. Figure 1.3 shows a schematic of a one-
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Figure 1.3: Schematic of (a) PnC PUC and (c) waveguide. (b) and (d), respectively, are the band
structure and transmissibility responses, which are used to characterize the PnC’s performance.

dimensional PnC structure composed of scatterers embedded in a host material.
Figure 1.3(a) is the PnC’s periodic unit cell (PUC)—smallest repeating element—,
whose wave propagation behavior can be revealed by means of its band structure,
as shown in Figure 1.3(b). The band structure is obtained by sweeping the wave vec-
tor (reciprocal of wavelength directed towards the wavefront) along the irreducible
Brillouin zone—the smallest section of the Brillouin zone (representation of the PUC
in the reciprocal lattice)—of the PUC after applying Bloch-Floquet periodic boundary
conditions. The band structure relates the frequency with the wave vector, where
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the slopes of the wavebands provide the wave speed. The shaded region in the
figure, where no wavebands are present and hence no waves propagate is the BG.
Since the band structure assumes a periodic boundary condition and thus considers
an infinite number of PUCs, it cannot provide the actual attenuation behavior. To
that end, a finite PnC waveguide (one-dimensional PnC waveguide) as shown in Fig-
ure 1.3(c) is used, which is obtained by replicating the PUC in the 𝑥 direction. The
waveguide’s dynamic response is now characterized via a transmissibility relation
(see Figure 1.3(d)), which is the ratio of the output displacement to the prescribed
displacement for the frequency range of interest. The transmissibility within the
BG frequency range will be considerably lower than outside the BG, as shown by
the gray-shaded region in the figure. Because of BGs, PnCs show potential appli-
cations in several fields, including vibration isolation [32], energy harvesting [33],
super/hyper lens [34, 35], acoustic antennas [36], frequency steering [37, 38], and
acoustic cloaking [39, 40].

PnCs have been previously employed within ultrasonic transducers to optimize
the piezoelectric coefficient [41–44], while PnCs were also used to improve the mea-
surement accuracy of transducers for non-destructive evaluation [45, 46]. Other
similar applications include improving acousto-ultrasonic-based devices’ sensitivity
for structural health monitoring [47], enhancing crack detection ability of the acous-
tic emission method [48], and reducing nonlinearities in ultrasonic damage detec-
tion [49]. PnCs have also been used in non-invasive applications such as in ul-
trasonic transducers to enhance the sensitivity of liquid sensors [50, 51]. Other
applications of PnCs in a clamp-on setting include enhancing sensing capabilities
of gasoline property detection systems [52, 53], improving transducer’s accuracy
during non-destructive evaluation [45, 46], and aiding in structural health monitor-
ing [47, 49, 54].

1.3. Research scope and outline
Using the two case studies we formulate the research question as:

How can PnCs be used to mitigate crosstalk from both inline and clamp-on UFs?

In this thesis, wave manipulation mechanisms are developed for mitigating
crosstalk from both inline and clamp-on UFs. In the case of the inline UF, a PnC-
based broadband acoustic wave filter operating around 1MHz is developed, which
can suppress the parasitic signals, alleviating the crosstalk. In the clamp-on UF
case, a wave steering mechanism based on PnCs is developed that can guide the re-
quired signal to the receiver while isolating/redirecting the parasitic signals, thereby
preventing crosstalk.

We explore various aspects of PnCs, as discussed in subsequent chapters.
In Chapter 2, a feasibility study is performed to investigate whether PnCs can be

used for the indented applications. To that end, the finite element method (FEM)
and spectral element method(SEM) are explored to design PnCs with broad BGs.
Additionally, since wave isolation has been carried out predominantly by exploiting
damping, we incorporate damping in our analysis by studying PnCs with viscoelastic
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material behavior. Thus, in the same chapter, we propose an SEM-based inexpen-
sive analytical model to characterize the dynamic response of viscoelastic PnCs and
verify it experimentally. However, the ultrasonic device deals with wave propaga-
tion in 3D, and hence it is necessary to develop the crosstalk rejection system also in
3D, which is not possible using SEM, and instead, FEM is used hereafter. However,
the PnC’s analyses of band structure and transmissibility remain unchanged.

Chapter 3 proposes, for the first time, a 3D single-phase PnC design based on cu-
bic lattice arrangement to mitigate crosstalk from inline UFs. This design is analyzed
using FEM and fabricated in stainless steel 316 via metal additive manufacturing.
The device is then attached to an inline UF and its wave attenuation performance
is validated using ultrasonic experiments.

Since in an inline UF, the transducers are immersed in the fluid, this could ad-
versely affect the performance of the PnC wave filter. This is because the fluid
seepage into the PnC waveguide (the PnC waveguide from Chapter 3 is an open
structure) would severely reduce its wave attenuation performance. To address this,
the PnC waveguide needs to be enclosed, which leads to the damage of the deli-
cate structures within the waveguide due to the high hydrostatic pressure (approx-
imately 15MPa) exerted by the surrounding fluid. To incorporate these conditions,
in Chapter 4 additional requirements are added to the PnC design, thereby increas-
ing the complexity. A multi-objective design problem is solved for maximizing the
wave attenuation behavior and mechanical strength. The obtained PnC design is
also realized via metal 3D printing, whose parameters’ dimensions are verified by
micro-computed tomography techniques.

A similar wave filter is inadequate for mitigating crosstalk in clamp-on UFs since,
as mentioned already, the working signal from the fluid and the signals from the
solid (parasitic signal) arrive at the receiver from the same interface. Thus, a direc-
tional waveguide that can separate the required signal from the parasitic signal is
necessary, for which the PnC waveguide should possess a partial BG (BG present
in specific wave propagation directions). This requires breaking the symmetry of
the unit cell, which introduces many additional design parameters. Thus, Chapter 5
introduces an approach for designing PnCs for specific requirements by correlating
various displacement modes of the wavebands with the design parameters. The
band structure can then be tuned iteratively to achieve a PnC geometry for partic-
ular BG behavior such as a PnC with a PBG.

In Chapter 6 a directional waveguide based on PnCs with PBGs is designed using
the method from Chapter 5. This waveguide can steer the working signal from the
transmitter to the receiver while attenuating the parasitic signals from the solid,
thereby preventing the crosstalk generation. To ensure that the required signal
is not filtered out from the output signal, a time-domain analysis of the complete
clamp-on UF is performed in addition to the band structure and transmissibility
analyses of the PnC. To that end, the discontinuous Galerkin (DG) method is adopted
as DG possesses higher accuracy than standard FEM in simulating traveling waves
at high frequencies.

Chapter 7 is built on the concepts from Chapter 6 in analyzing traveling waves in
complex media. Since high-fidelity wave propagation models are costly to simulate
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at MHz frequencies, this chapter proposes an efficient wave analysis approach based
on combinations of DG, ray tracing, and geometric projection methods. Here the
clamp-on measurement system is subdivided into fluid and solid domains, where
the former is analyzed using DG and ray tracing, while the latter is characterized
via geometric projection.

Chapter 8 discusses the manufacturing aspects of various PnC structures fab-
ricated via additive manufacturing techniques. Here a detailed discussion is pro-
vided on different 3D printing processes (both metal and plastic) used for devices
discussed in Chapters 3, 4, and 6.

Chapter 9 concludes the investigation of applications of PnCs in crosstalk mitiga-
tion from both inline and clamp-on UFs with recommendations for further research.
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2
Analytical characterization of

the dynamic response of
viscoelastic metamaterials

The band gap frequencies of elastic metamaterials are ideally determined by
a metamaterial architecture; yet, in practical situations, are often dependent
on the material damping in their constituent(s). The analysis of viscoelastic
metamaterials requires however substantial computational resources and,
except for oversimplified cases, is solely done numerically. Here, we pro-
pose an analytical procedure based on the spectral element method (SEM)
to analyze bulk metamaterials with viscoelastic damping as continuous sys-
tems. Due to the intrinsic limitations of the SEM to deal with complex ge-
ometries, we develop a procedure to build an approximate model based on
SEM frame elements. The viscoelastic behavior is included by means of com-
plex viscoelasticity moduli expressed by the generalized Maxwell mechanical
model. We validate this approach by analyzing metamaterial plates and ver-
ify the findings experimentally. We demonstrate that our SEM-based analyt-
ical model can accurately capture wave transmission around the first band
gap frequencies. Therefore, our extension of the SEM approach to analyze
three-dimensional meta-structures is promising to characterize wave propa-
gation in realistic viscoelastic structures (with any type of linear viscoelastic
behavior) in an accurate and computationally efficient way.

2.1. Introduction
Damping is an intrinsic property of real-world dynamic systems that reduces, re-
stricts, and even prevents oscillations [1]. Although damping is beneficial in vehicle

Parts of this chapter have been published in Computational Materials Science 229, p. 112385 (2023).
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suspension systems [2], seismic isolation [3], and sound or vibration mitigation [4],
among others, high damping values can detrimentally amplify higher-frequency res-
onance modes [5], decrease the quality factor of resonators [6], and generate heat
in high-speed systems [7, 8]. Damping has a complex nature and different ori-
gins. Material damping is caused, for example, by internal losses due to defects
and impurities at the microstructural level. Structural damping is due to friction in
joints and semi-rigid connections. Other forms of damping are thermoelastic damp-
ing, where a gradient in local temperature leads to energy dissipation, and fluid
damping, where energy loss is due to drag resistance in a fluid. In this study, we
consider damping due to viscoelastic material behavior, which can be represented
by the imaginary components of complex-values elasticity moduli [9]. Viscoelastic
damping, being an intricate subject in material science and rheology by itself [10],
becomes even more challenging to analyze when superimposed on the dynamic
effects governed by the material architecture. This occurs in elastic metamaterials.

Elastic metamaterials are architected materials with frequency band gaps where
the propagation of mechanical waves is forbidden. This peculiar functionality, not
typical for most conventional engineering materials, is achieved due to destructive
interference of waves at material interfaces or boundaries [11]. In periodic struc-
tures, this process is similar to the Bragg scattering of electromagnetic waves [12]
and occurs at frequencies when the corresponding wavelength is comparable with
a characteristic dimension of a lattice. Alternatively, destructive interference can
be induced by Mie (resonance-type) scattering near a resonance frequency of em-
bedded resonators enabling the break of the periodicity restriction [13].

Large application potential of elastic metamaterials, including vibration isola-
tion [14], acoustic diodes and transistors [15, 16], energy harvesting [17], acous-
tic lenses [18, 19], acoustic antennas [20], frequency steering [21, 22], acoustic
cloaking [23–26], and other acoustic devices [27], requires accurate prediction of
their wave propagation characteristics. This implies considering realistic material
behavior while analyzing the dynamics of elastic metamaterials. For intrinsically
viscoelastic polymer meta-structures, the dynamic analysis is not straightforward
due to the complexity of lossy material behavior and the abundance of viscoelas-
tic models with not readily available parameters. These complications are further
aggravated by high computational costs due to doubled size of the stiffness and
mass matrices in finite-element simulations. Additionally, the frequency-dependent
viscoelasticity can drastically alter the dynamic response of viscoelastic metamate-
rials by changing the positions of pass and stop bands thus modifying the width
and frequencies of band gaps [28, 29]. Therefore, proper analysis of viscoelastic
metamaterials requires the knowledge of viscoelastic models, time- and resource-
efficient approaches, and, simultaneously, should be accurate enough to reliably
predict experimentally observed dynamics.

Currently available models to study the wave dynamics in viscoelastic metamate-
rials can be loosely classified into discrete lumped-mass [30], discretized distributed-
mass [31], and continuous distributed-mass models [32]. The discrete lumped-
mass models, in which a host medium and scatterers/resonators are represented
as interconnected springs, dashpots, and point masses, can capture the viscoelas-
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tic damping. They are straightforward to implement and computationally inex-
pensive [33–36], can be extended to include nonlinear behavior [37] or multiple
resonators/scatterers [38], and have been used to model damped metamaterials
in various applications [39–41]. However, the accuracy of these models is inher-
ently limited to a low-frequency range, i.e., to frequencies below the first band gap.
Distributed-mass models (discretized and continuous) consider the geometry of vis-
coelastic metamaterials as is that allows adequate capturing of the wave dynamics
at various frequency ranges. A representative example is the finite element method
(FEM) [42] that has been extensively used to analyze damped metamaterials of
complex geometries [43–49]. The finite element models are though computation-
ally expensive as they require—as a rule of thumb—more than six linear elements to
represent the wavelength accurately [50], and thus the degrees of freedom (DOFs)
drastically increase with frequency and because of the complex-valued problem for-
mulation. As a result, finite-element simulations are incredibly costly in terms of
memory and computational time. To overcome this, Shi et al. [51, 52] proposed
the time-dependent spectral element method (t-SEM), whereby using high-order
polynomials (Gauss-Lobatto-Legendre basis functions) to define the approximation
that greatly improved computational efficiency [53, 54]. For the same target fre-
quency, t-SEM shows a significant reduction in the number of finite elements when
compared to standard finite element formulation based on linear shape functions.

The two discussed classes of analysis approaches imply the discretization of the
equations of motion. This step is however not needed (or at least not entirely)
in continuous distributed-mass methods, including the spectral element method
(SEM) [55]. The SEM, which is completely unrelated to t-SEM, is an analytical
method based on fast or discrete Fourier transform techniques (FFT/DFT) [56] that
has mainly been used to solve wave propagation problems. It does not have a
limitation with respect to frequency because the employed shape functions are
solutions to the wave equations. Because of this, SEM has been applied in analyses
of flow-induced vibrations in pipes [57], axially moving structures [58], dynamics of
multi-layer and smart structures [59], and the identification of cracks and joints [59],
among others. The viscoelasticity can easily be incorporated into an SEM model
by means of complex-valued elasticity moduli. SEM has the potential to predict
the dynamics of viscoelastic metamaterials accurately with low computational cost,
as has been successfully shown for 1D meta-structures [60–65]. However, the
extension to two- or three-dimensional structures is not straightforward as the SEM
cannot directly solve nonlinear problems [59] and deal with complex geometries
due to the unavailability of corresponding solutions to the wave equations. To
the best of our knowledge, nowadays there are no studies on the dynamics of
viscoelastic metamaterials of complex geometries by means of SEM or any other
similar techniques that can provide reliable predictions.

In this work, we extend SEM to study the dynamics of bulk and plate-like vis-
coelastic meta-structures and prove that it accurately predicts the wave dynamics
below and above the first band gap with little to no computational costs. Our
approach relies on approximating the geometry of a representative unit cell of a
viscoelastic metamaterial by a combination of the SEM frame elements and incorpo-
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rating the viscoelastic behavior by a generalized Maxwell model, which fits experi-
mentally measured master curves of a viscoelastic polymer. The predicted results
are validated in transmission experiments performed on polycarbonate metamate-
rial plates.

2.2. Spectral element method for wave propagation
analysis of viscoelastic systems

We begin by describing the steps of the general procedure to study the wave prop-
agation by means of the SEM as also outlined in the flowchart in Figure 2.1. First,
one needs to represent (approximate) the geometry of an analyzed structure by
means of spectral elements such as bars, beams, plates, or other elements, for
which solutions to the wave equations are available (or can be derived). Next, the
equations of motion are transformed from the time domain to the frequency do-
main using FFT/DFT. These equations are formulated in terms of complex-valued
elastic moduli in order to describe the viscoelastic material behavior and then solved
to obtain the shape functions. Using these functions, one can derive the dynamic
stiffness matrix (DSM) for each spectral element, which enters a global DSM. The
assembly process of the global DSM is similar to that in the standard FEM. Further,
one can solve the system equations under appropriate boundary conditions to ob-
tain the required response. In the case of a linear viscoelastic behavior, such as
the one described in the present study, the viscoelastic model can be introduced
after deriving the shape functions and only then incorporated into the DSM.

2.2.1. SEM model for 3D viscoelastic metamaterials
In this section, we apply the described procedure to study the dynamics of bulk
elastic metamaterials. For this, we consider a general elastic metamaterial config-
uration shown in Figure 2.2. The constituent cylinders can be considered as frame
elements with 12 DOFs responsible for axial, bending, and torsional deformations
as indicated in the inset of Figure 2.2. The dynamics of these elements can be
approximated by that of the Euler-Bernoulli beam, with the viscoelastic behavior
incorporated in the complex-valued elasticity moduli [66].

The equations of motion that govern the wave propagation in a correspond-
ing 1D viscoelastic frame element in the absence of a source term are those that
represent the propagation of longitudinal (axial component), flexural (bending com-
ponent), and twisting (torsional component) waves, respectively:

�̂� (𝜄𝜔) 𝐴𝜕
2𝑢
𝜕𝑥2 − 𝜌𝐴

𝜕2𝑢
𝜕𝑡2 = 0,

�̂� (𝜄𝜔) 𝐼𝑥𝑥
𝜕4𝑤
𝜕𝑥4 − 𝜌𝐴

𝜕2𝑤
𝜕𝑡2 = 0,

�̂� (𝜄𝜔) 𝐽𝜕
2𝜃
𝜕𝑥2 − 𝜌𝐽

𝜕2𝜃
𝜕𝑡2 = 0.

(2.1)

Here 𝑢, 𝑤, and 𝜃 are the axial, flexural, and torsional DOFs of the frame element;
𝑥 and 𝑡 are the spatial coordinate and time; 𝜌 is the density, �̂� (𝜄𝜔) and �̂� (𝜄𝜔)
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Figure 2.1: Flowchart representing the general SEM process for analyzing wave propagation through a
structure starting from the physical structure till solving the DSM after applying BCs. The viscoelastic
model can either be introduced in step 3 before solving the EOM or, in the case of a linear viscoelastic
system, during step 4 after obtaining the shape functions.

𝑥

𝐿
𝑥𝑦

𝑧
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𝑣1 𝑣2
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𝜃1 𝜃2

Figure 2.2: A three-dimensional metamaterial unit cell that can be represented by a collection of a
two-node frame element shown in the inset. The frame element of length 𝐿 has 6 DOFs per node
corresponding to axial, bending, and torsional deformations.

are the complex-valued Young’s and shear moduli with 𝜄 denoting the imaginary
number; 𝜔 is frequency; 𝐴 is the cross-sectional area; 𝐼𝑥𝑥 is the second moment of
area w.r.t. 𝑥 axis, and 𝐽 is the second polar moment of area of the frame element.
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Note that 𝑤 represents the flexural displacement that can capture only bending
with respect to the 𝑥 axis. A similar equation to capture the bending with respect
to the 𝑦 axis can be obtained by replacing 𝑤, 𝑥, and 𝐼𝑥𝑥 in the second equation of
Eqs. (2.1) with 𝑣, 𝑦, and 𝐼𝑦𝑦, respectively. The complex Young’s modulus and shear
modulus are represented as [47]:

�̂� (𝜄𝜔) = 𝐸∞ +
𝑛

∑
𝑖=1

𝜄𝜔𝐸𝑖
𝜄𝜔𝜏𝑖 + 1

, �̂� (𝜄𝜔) = �̂� (𝜄𝜔)
2(1 + 𝜈) (2.2)

where 𝜏𝑖 = 𝜂𝑖/𝐸𝑖 and 𝐸𝑖 denote, respectively, the 𝑖𝑡ℎ Maxwell element’s relaxation
time and relaxation modulus, 𝜂𝑖 is the dynamic viscosity, 𝐸∞ is Young’s modulus
at equilibrium, and 𝜈 is the Poisson’s ratio, which is assumed to be constant. The
number 𝑛 is usually chosen to ensure adequate fit with experimental data.

We consider two boundary-value problems (BVPs) corresponding to the follow-
ing analysis cases:

1. BVP 1: Band structure analysis implies the study of the dispersion relation.
This relation is obtained by solving an eigenvalue problem for a metamaterial
unit cell subject to Bloch-Floquet boundary conditions with the wave vector
values restricted to the irreducible Brillouin zone [67]. These boundary condi-
tions in our case take the following form:

𝒖(𝑥 + 𝒂𝑖 , 𝑡) = 𝑒𝑖(𝒌.𝒂𝑖)𝒖(𝑥, 𝑡), (2.3)

where 𝒖 is the DOF vector that includes all displacements and rotations, 𝑥 is
the position vector, and 𝒂𝑖 is the lattice vector along the 𝑖𝑡ℎ coordinate. For
the band structure analysis, we use the 𝜔(𝒌) approach that implies calculating
frequencies for a fixed 𝒌.

2. BVP2: Transmission analysis allows studying wave characteristics in finite-
size structures by performing the steady-state dynamic analysis of a metama-
terial waveguide under the Dirichlet boundary conditions [68]:

𝒖(𝑙, 𝑡) = �̃�𝑒𝑖𝜔𝑡 , (2.4)

where �̃� is the prescribed displacement amplitude at location 𝑥 = 𝑙. The wave
transmission can be estimated as a ratio of the output displacement to the
input displacement for the frequency range of interest.

The shape functions satisfying Eq. (2.1) for longitudinal waves can be repre-
sented as follows [59]:

𝑵𝐿(𝑥, 𝜔) = [csc (𝑘𝐿𝐿) sin [𝑘𝐿(𝐿 − 𝑥)] csc (𝑘𝐿𝐿) sin (𝑘𝐿𝑥)] , (2.5)

where 𝑘𝐿 = ‖𝒌𝐿‖ = 𝜔/𝐶𝐿 is the magnitude of the longitudinal wave vector along
the wave propagation direction and 𝐶𝐿 = √�̂�(𝜄𝜔)/𝜌 is the longitudinal wave velocity.
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For flexural waves, the shape functions can be represented as follows:

𝑵𝐵(𝑥, 𝜔) = [𝑁𝐵1 𝑁𝐵2 𝑁𝐵3 𝑁𝐵4],
𝑁𝐵1(𝑥, 𝜔) = 𝜂−1𝑘𝐹𝑥[cos �̄� − cos(�̄�𝑥 − �̄�) cosh �̄�𝑥 − cos �̄�𝑥 cosh(�̄�𝑥 − �̄�)

+ cosh �̄� + sin(�̄�𝑥 − �̄�) sinh �̄�𝑥 − sin �̄�𝑥 sinh(�̄�𝑥 − �̄�)],
𝑁𝐵2(𝑥, 𝜔) = 𝜂−1[− cosh(�̄�𝑥 − �̄�) sin �̄�𝑥 + cosh �̄�𝑥 sin(�̄�𝑥 − �̄�) + sin �̄�

− cos(�̄�𝑥 − �̄�) sinh �̄�𝑥 + cos �̄�𝑥 sinh(�̄�𝑥 − �̄�) + sinh �̄�],
𝑁𝐵3(𝑥, 𝜔) = 𝜂−1𝑘𝐹𝑥[cos(�̄�𝑥 − �̄�) − cos �̄� cosh �̄�𝑥 − cos �̄�𝑥 cosh �̄�

+ cosh(�̄�𝑥 − �̄�) + sin �̄� sinh �̄�𝑥 − sin �̄�𝑥 sinh �̄�],
𝑁𝐵4(𝑥, 𝜔) = −𝜂−1[− cosh �̄� sin �̄�𝑥 + cosh �̄�𝑥 sin �̄� + sin(�̄�𝑥 − �̄�)

− cos �̄� sinh �̄�𝑥 + cos �̄�𝑥 sinh �̄� + sinh(�̄�𝑥 − �̄�)].

(2.6)

where 𝜂 = 2𝑘𝐹𝑥(1 − cos �̄�𝑥 cosh �̄�𝑥), �̄� = 𝑘𝐹𝑥𝑥, and �̄�𝑥 = 𝑘𝐹𝑥𝐿 are introduced
for brevity, 𝑘𝐹𝑥 = ‖𝒌𝐹𝑥‖ = √𝜔 (

𝜌𝐴
�̂�(𝜄𝜔)𝐼𝑥𝑥

)
1/4

is the magnitude of the flexural wave

vector along the 𝑥 axis, 𝐶𝐹𝑥 = (
�̂�(𝜄𝜔)𝐼𝑥𝑥
𝜌𝐴 )

1/4
is the velocity of flexural waves. The

shape functions for bending waves along the 𝑦 axis can be obtained from Eq. (2.6)
by replacing 𝑥 with 𝑦, 𝐼𝑥𝑥 with 𝐼𝑦𝑦, and 𝒌𝐹𝑥 with 𝒌𝐹𝑦. For torsional waves, the
shape functions take the form:

𝑵𝑇(𝑥, 𝜔) = [csc (𝑘𝑇𝐿) sin [𝑘𝑇(𝐿 − 𝑥)] csc (𝑘𝑇𝐿) sin (𝑘𝑇𝑥)] , (2.7)

where 𝑘𝑇 = ‖𝒌𝑇‖ = 𝜔/𝐶𝑇 is the magnitude of the torsional wave vector and
𝐶𝑇 = √�̂�(𝜄𝜔)/𝜌 is the torsional wave velocity. Note that wave velocities 𝐶𝐿, 𝐶𝐹,
and 𝐶𝑇 are functions of frequency and thus correspond to dispersive waves, in con-
trast to the undamped situation when 𝐶𝐿 and 𝐶𝑇 are constants. Since the shape
functions implicitly contain these wave velocities, the dispersive behavior is accu-
rately captured by SEM.

The DSM for a single frame element can then be obtained by using the derived
shape functions as follows (see [59] for more details):

𝒔 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝑠𝐴11 0 0 0 0 0 𝑠𝐴12 0 0 0 0 0
0 𝑠𝐵𝑥11 0 0 𝑠𝐵𝑥12 0 0 𝑠𝐵𝑥13 0 0 𝑠𝐵𝑥14 0
0 0 𝑠𝐵𝑦11 0 0 𝑠𝐵𝑦12 0 0 𝑠𝐵𝑦13 0 0 𝑠𝐵𝑦14
0 0 0 𝑠𝑇11 0 0 0 0 0 𝑠𝑇12 0 0
0 𝑠𝐵𝑥12 0 0 𝑠𝐵𝑥22 0 0 𝑠𝐵𝑥23 0 0 𝑠𝐵𝑥24 0
0 0 𝑠𝐵𝑦12 0 0 𝑠𝐵𝑦22 0 0 𝑠𝐵𝑦23 0 0 𝑠𝐵𝑦24
𝑠𝐴12 0 0 0 0 0 𝑠𝐴22 0 0 0 0 0
0 𝑠𝐵𝑥13 0 0 𝑠𝐵𝑥23 0 0 𝑠𝐵𝑥33 0 0 𝑠𝐵𝑥34 0
0 0 𝑠𝐵𝑦13 0 0 𝑠𝐵𝑦23 0 0 𝑠𝐵𝑦33 0 0 𝑠𝐵𝑦34
0 0 0 𝑠𝑇12 0 0 0 0 0 𝑠𝑇22 0 0
0 𝑠𝐵𝑥14 0 0 𝑠𝐵𝑥24 0 0 𝑠𝐵𝑥34 0 0 𝑠𝐵𝑥44 0
0 0 𝑠𝐵𝑦14 0 0 𝑠𝐵𝑦24 0 0 𝑠𝐵𝑦34 0 0 𝑠𝐵𝑦44

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

(2.8)
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where the longitudinal waves are described by the following stiffness components:

𝑠𝐴11 = 𝑠𝐴22 = �̂� (i𝜔)𝐴𝑘𝐴 cot (𝑘𝐴𝐿),
𝑠𝐴12 = −�̂� (i𝜔)𝐴𝑘𝐴 csc (𝑘𝐴𝐿).

(2.9)

The flexural 𝑥-polarized waves are described by the other set of stiffness compo-
nents:

𝑠𝐵𝑥11 = 𝑠𝐵𝑥33 = Δ𝐵𝑥�̄�3𝑥(cos �̄�𝑥 sinh �̄�𝑥 + sin �̄�𝑥 cosh �̄�𝑥),
𝑠𝐵𝑥22 = 𝑠𝐵𝑥44 = Δ𝐵𝑥�̄�3𝑥𝑘−2𝐹𝑥(− cos �̄�𝑥 sinh �̄�𝑥 + sin �̄�𝑥 cosh �̄�𝑥),
𝑠𝐵𝑥12 = −𝑠𝐵𝑥34 = Δ𝐵𝑥�̄�3𝑥𝑘−1𝐹𝑥 sin �̄�𝑥 sinh �̄�𝑥 ,
𝑠𝐵𝑥13 = −Δ𝐵𝑥�̄�3𝑥(sin �̄�𝑥 + sinh �̄�𝑥),
𝑠𝐵𝑥14 = −𝑠𝐵23 = Δ𝐵�̄�3𝑥𝑘−1𝐹 (− cos �̄�𝑥 + cosh �̄�𝑥),
𝑠𝐵𝑥24 = Δ𝐵�̄�3𝑥𝑘−2𝐹 (− sin �̄�𝑥 + sinh �̄�𝑥),

(2.10)

with Δ𝐵𝑥 =
1

1−cos �̄�𝑥 cosh �̄�𝑥
. The corresponding stiffness components for flexural 𝑦-

polarized waves are obtained from Eq. (2.10) by replacing �̄�𝑥 with �̄�𝑦, 𝒌𝐹𝑥 with 𝒌𝐹𝑦,
and Δ𝐵𝑥 with Δ𝐵𝑦. Finally, the torsional stiffness components are:

𝑠𝑇11 = 𝑠𝑇22 = �̂� (i𝜔) 𝐽𝑘𝑇 cot (𝑘𝑇𝐿),
𝑠𝑇12 = −�̂� (i𝜔) 𝐽𝑘𝑇 csc (𝑘𝑇𝐿).

(2.11)

Dynamic stiffness matrix of the 3D viscoelastic metamaterial
The global DSM is obtained by assembling individual DSMs of each frame element
considering its orientation. To that end, we use the following rotation matrices [69]:

𝑻 =
⎡
⎢
⎢
⎣

𝑸 0 0 0
0 𝑸 0 0
0 0 𝑸 0
0 0 0 𝑸

⎤
⎥
⎥
⎦
, 𝑸 = [

𝒏𝑥1 𝒏𝑥2 𝒏𝑥3
𝒏𝑦1 𝒏𝑦2 𝒏𝑦3
𝒏𝑧1 𝒏𝑧2 𝒏𝑧3

] , 𝒔1 = 𝑻⊺ × 𝒔1 × 𝑻, (2.12)

where 𝒏𝑥 =
1
𝐿 {𝑥2 − 𝑥1 𝑦2 − 𝑦1 𝑧2 − 𝑧1}, 𝒏𝑦 =

1

√𝑛2𝑥1+𝑛2𝑥2
{−𝑛𝑥2 𝑛𝑥1 0}, and

𝒏𝑧 = 𝒏𝑥 × 𝒏𝑦 are directional cosines and {𝑥, 𝑦, 𝑧} is the coordinate system of the
frame element’s node (see Figure 2.2). The global DSM for the unit cell shown
in Figure 2.2 has thus 78 DOFs (12 frame elements) and can be used to estimate
the band structure when combined with Eq. (2.3) or to estimate wave transmission
using Eq. (2.4).

To analyze the dynamics of a viscoelastic metamaterial, one needs to introduce
an appropriate damping model into the DSM. In the next section, we discuss how
it can be done.

Viscoelastic mechanical models
Complex elastic moduli describing viscoelastic behavior have the real part – storage
modulus – representing elastic behavior and the imaginary part – loss modulus –
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Figure 2.3: Linear viscoelastic models with their parameters. (a) Kelvin-Voigt, (b) Maxwell, (c) Zener,
and (d) generalized Maxwell models. 𝐸𝑖 and 𝜂𝑖, respectively, represent the relaxation modulus and
damping factor of the 𝑖th Maxwell element, while 𝐸∞ is the elastic modulus at equilibrium.

describing viscous losses. The ratio of the loss modulus to the storage modulus
is known as the loss factor (or loss tangent) and provides a measure of energy
dissipation in a material. The dependence of the viscoelastic properties (storage
modulus, loss modulus, and loss factor) on frequency, temperature, strain-rate,
creep, pre-load [70], and aging [71] complicates the material characterization and
quantification of the moduli. To address this challenge, it was proposed to use
several simplified models, e.g., Kelvin-Voigt [72], Zener [73], and Maxwell [74]
models as shown in Figure 2.3. The Kelvin-Voigt and Maxwell models represented
by a spring and a dashpot connected in parallel and in series, respectively, are
widely used [75], but cannot capture the viscoelastic behavior of any real material.
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The Zener model is an extension of the Kelvin-Voigt model with an added spring
to represent the elastic behavior at equilibrium. Despite being more accurate, this
model is still oversimplified for practical situations. More accurate approximations
of viscoelastic material response can be obtained by combining several Maxwell or
Kelvin-Voigt elements together that result in generalized models, for instance, the
generalized Maxwell model shown in Figure 2.3(d), which are typically used to fit
experimentally measured values of the storage and loss moduli [76].

2.2.2. SEM vs. FEM for viscoelastic problems
Here, we incorporate the generalized Maxwell viscoelastic model into the DSM by
replacing elastic moduli in (2.8)—(2.11) with Eqs. (2.2). As explained, the values
of the relaxation moduli and relaxation times for the Maxwell elements in Eqs. (2.2)
can be obtained by fitting them into experimentally measured master curves [76].
Since in SEM, the wave vector is a function of the material moduli, variations in
the moduli values are immediately reflected in the wave vector and, thus, in the
elements of the DSM. Therefore, at every analyzed frequency, the constituents of
the DSM change according to the viscoelastic behavior reflected by the viscoelastic
moduli values, ensuring accurate predictions. This is in contrast to the FEM analysis,
where the viscoelastic moduli do not enter the interpolation functions, and thus the
variations of the moduli values are not considered. This highlights The advantage of
SEM in analyzing wave dynamics in viscoelastic media as compared to the standard
FEM.

Another advantage of SEM follows from the fact that the SEM shape functions are
the solutions to the wave equations, so the viscoelastic moduli entering these func-
tions can provide accurate responses instantly. In the FEM, the viscoelastic moduli
only appear in the constitutive matrix that requires updating this matrix at each step
of the solution procedure and results in vastly increased computational costs [77].
These differences are especially pronounced in dynamic problems. Figure 2.4 illus-
trates the variation of the SEM shape functions with frequency (Figure 2.4(b)) in
comparison with the FEM shape functions that remain unchanged, enabling thus
to accurately capture only static behavior 2.4(d). To overcome this issue, the FEM
requires a sufficiently large number of elements to resolve the dynamic response
governed by the frequency. This puts strict requirements on the mesh density (the
mesh should properly resolve the waves at the highest analyzed frequency) result-
ing in (extremely) fine-meshed models in a high-frequency range. This is not the
case for the SEM models.

2.3. The SEM procedure for a viscoelastic metama-
terial plate

In this section, we apply the proposed SEM formulation to model the wave dynamics
in a polymer metamaterial plate. The metamaterial unit cell is shown in Figure 6.4,
where four rods of 1mm thick with rectangular cross-sections are connected to a
central cylindrical disc of 28mm diameter. The height in the vertical direction is
10mm. The lattice vectors 𝒂1 and 𝒂2 (‖𝒂1‖ = ‖𝒂2‖ = 𝑎 = 40mm) are aligned with
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Figure 2.4: Comparison of SEM and FEM shape functions at different frequencies: (a), (c) schematics
of a traveling wave through a cylindrical rod for both methods; (b) SEM shape functions at the indicated
frequencies; (d) FEM linear shape functions.

𝑥 and 𝑦 directions, respectively. For the square lattice of the unit cells we use a
triangular IBZ for the band structure analysis [78] as shown in Figure 2.5b.

The host material is polycarbonate, which is a durable and tough thermoplastic
with a glass transition temperature above 150 °C. Polycarbonate shows viscoelastic
properties at room temperature due to secondary transitions in the glassy state [79].
To estimate the effects of the secondary viscous losses, which are often neglected,
we model the plate as an elastic and viscoelastic solid. Polycarbonate has a material
density of 1185 kg/m3, elastic modulus 2.17GPa, and a Poisson’s ratio of 0.375. Its
viscoelastic behavior can be represented by Prony series (2.2) with the two sets
of values for the relaxation modulus and relaxation time: (0.356GPa, 0.618 s) and
(0.15GPa, 0.0996 s). Noteworthy, as the Poisson’s ratio is also a time (or frequency)-
dependent material function in the case of the viscoelastic material, its constant
approximation could introduce variations in the dynamic behavior. Although in this
study, we have selected a constant Poisson’s ratio for polycarbonate [80], it is pos-
sible to account for its variability via Equation (2.2).

According to the formulation of the SEM procedure (Fig. 1), we need to repre-
sent the plate geometry by means of the SEM frame elements. For this, we note
that the stiffness of the central disc is considerably higher than that of the surround-
ing rods meaning that the eigenfrequencies of the disc should also be high. At low
frequencies, i.e., around the first band gap, the dynamics of the metamaterial is
thus governed by wave scattering in the thin ligaments [76, 81], and we can as-
sume that the geometry of the disc is not relevant. The 28mm diameter disc can
then be replaced with a square prism shown in Figure 2.5b, one side of which has
a dimension of 𝑏 = 20mm and the length of the side at the four corners reduces
to 𝑏 − 2𝑑 with 𝑑 = 2.7mm; the height of the unit cell is preserved.

Eventual discrepancies due to the modification of the unit-cell geometry can be
estimated by comparing band structure diagrams for the original and modified unit
cells given in Figures 2.5c and 2.5d, respectively, under the assumption of lossless
(elastic) material behavior. The two band structures have a band gap (shaded re-



2

26
2. Analytical characterization of the dynamic response of viscoelastic

metamaterials

𝑥
𝑧𝑦

𝒂1
𝒂2

(a)

𝑏
𝑑

𝑑

𝑴

𝑿

𝜞

(b)

Γ 𝑋 𝑀 Γ0

10

20

𝑓(kHz)

𝑓1

𝑓2

𝑓𝑈

Wave vector 𝒌
(c)

Γ 𝑋 𝑀 Γ0

10

20

𝑓(kHz)

𝑓1

𝑓2

𝑓𝑈

Wave vector 𝒌
(d)

Figure 2.5: (a) Unit cell of the metamaterial plate with lattice vectors 𝒂1 and 𝒂2 aligned to 𝑥 and 𝑦
directions. (b) The modified unit cell, where the central disc is replaced with a square prism, and the
corresponding IBZ is marked with arrows. The dashed lines separate the prism into four identical parts
that can be represented by SEM frame elements. (c-d) Band structures and selected eigenmodes for the
two unit cells. As can be seen, the two structures are identical below the first band gap indicated by the
shaded region between 𝑓1 = 5.8 kHz and 𝑓2 = 13.75 kHz. The frequency range of interest is marked by
gray solid lines and reached 𝑓𝑈 = 20 kHz in both band structures. The displacement modes correspond
to 𝑓1, 𝑓2, and a localized mode within the band gap are similar for the two unit cells. The bands with
the similar dynamics for both models are marked in teal, the other bands are depicted in brown.



2.3. The SEM procedure for a viscoelastic metamaterial plate

2

27

gion) that spans from 𝑓1 = 5.8 kHz to 𝑓2 = 13.75 kHz with some localized modes in
between. The eigenmodes at 𝑓1 are similar for the two geometries and governed
by the bending of the ligaments with no contribution from the disk. The localized
modes within the first band gap are also governed by the bending of the ligaments.
These modes, however, have negligible influence on the wave propagation charac-
teristics in the plate and are thus not considered further. Note that the frequencies
and curvature of the passbands up to 20 kHz (marked as 𝑓𝑈) are almost identical
in the two diagrams with some differences appearing at higher frequencies. The
high-frequency variations are due to the interaction of the higher-order eigenmodes
of the disk (prism) with those of the ligaments as can already be seen for the mode
at 𝑓2. The latter mode is governed by the bending of the disk (prism), but since
the mass of the central elements is identical, the variations in the corresponding
wavebands are negligible. Therefore, the proposed approximation of the original
unit cell geometry is appropriate to analyze the wave dynamics, i.e., up to 20 kHz
(which includes the first band gap).

Next, the central square (bulk portion) is converted to four SEM frame elements
joined at the center with the separation shown by the dashed lines in Figure 2.5b.
This is necessary because the SEM frame element cannot represent a bulk geometry
by a two-node one-dimensional element shown in Fig. 2.2. After the separation,
the four frame elements can capture most of the modes of the central bulk region
due to a large number of the available DOFs (3 translation and 3 rotation DOFs per
each frame element). Further, we represent the four ligaments in the original unit
cell with the rod frame elements and finally obtain an equivalent SEM model of the
unit cell. The SEM unit cell is tessellated to form an equivalent metamaterial plate
(Figure 2.6(b)) representing the original plate design (Figure 2.6(a)).

(b)

Prescribed
displacement

Input dis-
placement

Measuring
region

Probe
point

(a)

𝑥𝑦
𝑧

Figure 2.6: (a) The model of the metamaterial plate for the transmission analysis with indicated excitation
and output regions, (b) The generated SEM model of the plate with equivalent boundary conditions.

The derived SEM model of the metamaterial plate has only 120 frame elements
(8 elements per unit cell ×15 unit cells). For comparison, we developed an FEM
model that has 168519 tetrahedral elements required to analyze the target fre-
quency range. Hence, the computational advantage of the SEM model is obvious.
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As explained, the wave dynamics of the viscoelastic plate is analyzed by replac-
ing the elastic moduli with their complex-valued counterparts expressed by Prony
series [82]. Note that despite one typically requires a large number of the elements
in the Prony series to properly capture the material viscoelasticity [83], this is not
the case for the SEM model. It is because the 3D structural viscoelasticity allowing
all types of modes and their interactions is replaced by considering 1D elements
that restrict the motion to specific modes corresponding to the allowed DOFs.

2.3.1. Experimental setup for transmission experiments

(b)

(a)

Foam bed

Piezo
actuator

Homogeneous
part

Piezo
sensor

PnC waveguide
part

Figure 2.7: Schematic of the experimental setup to measure the transmission in the metamaterial plate:
(a) the photograph of the plate placed on a foam bed to isolate it from environmental vibrations; (b)
schematics of the experimental setup with the piezo-actuator to apply harmonic excitation and the piezo-
sensor to detect transmitted waves.

The metamaterial plate is fabricated from a transparent polycarbonate sheet of
10mm thickness. The pattern was introduced via milling (Benchman VMC 4000).
The final configuration of the plate specimen has a metamaterial part with 3 × 5
unit cells and two homogeneous parts with dimensions 120mm × 200mm.

The experimental setup to measure wave transmission in the plate includes a
bi-morphic piezoelectric PZT disc of 10mm diameter glued to a surface of a ho-
mogeneous part of the plate (Figure 2.7) that acts as an actuator. The actuator
connected to the signal generator and high-voltage amplifier (OPA547-TI) applies
vertical excitation in the target frequency range (Figure 2.6). Another PZT disk of
the same diameter is glued symmetrically at the opposite side of the meta-structure,
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on the other homogeneous part, and acts as a sensor. This sensor is connected to
oscilloscope RTM3000 with a sample rate of 5G samples/s for acquiring the trans-
mitted signal. The sample is placed on a foam bed to isolate it from environmental
vibrations without affecting its dynamic response.

2.4. Results and discussion
2.4.1. Numerical vs. experimental viscoelastic response
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Figure 2.8: SEM (red) and experimental (dashed blue) transmission values for the polycarbonate meta-
material plate. The theoretical data are represented using normalized displacement ((the left 𝑦-axis),
while the experimental data is plotted by using a gain function (the right 𝑦-axis). The shaded region is
the predicted band gap bounded by frequencies 𝑓𝐿 and 𝑓𝑈.

Figure 2.8 shows the comparison between the calculated (SEM) and measured
transmission response with the predicted band gap shaded in gray. The experi-
mental transmission is estimated as the ratio of voltages between the piezo sensor
(𝑉𝑜𝑢𝑡) and the piezo actuator (𝑉𝑖𝑛) obtained using the gain function:

Gain = 20 × log10 (
𝑉𝑜𝑢𝑡
𝑉𝑖𝑛

) . (2.13)

Comparing the theoretical and experimental data, we see that SEM can adequately
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Figure 2.9: SEM and experimental master curve at room temperature (20 °C) with the shaded region
indicating the target frequency range: (a) storage modulus and (b) loss modulus. The inset in (a) shows
the presence of localized peaks and dips in the experimentally measured storage modulus.

predict the transmission around the first band gap that spans from 𝑓𝐿 = 10.25 kHz to
𝑓𝑈 = 20.5 kHz. This frequency range significantly differs from that for the undamped
case shown in Figure 2.5c. Therefore, we can state that the material viscoelasticity
shifts the first band gap to higher frequencies (the lower band-gap band is moved
from 7 kHz to 10.25 kHz) and increases its width (the upper band-gap bound is
shifted from 13.75 kHz to 20.5 kHz). At frequencies above 20 kHz, the variation be-
tween the SEM and experimental results increases due to the contribution of the
disc’s eigenmodes, which are not properly captured by the SEM frame elements.
Another limitation of the SEM approximation is the impossibility of predicting ex-
perimentally observed transmission peaks and dips because the three-dimensional
dynamics of the plate are modeled by one-dimensional elements and due to the
complexity of the viscoelastic material behavior, as discussed below. Note that
FEM models also suffer from a similar drawback [76]. Additionally, as described in
Section 2.2.2, the variations in the viscoelastic moduli are not accounted for by the
interpolation functions in FEM models, which further increases the number of eval-
uation steps and hence the computational cost compared to the SEM counterpart.

The dynamic behavior of viscoelastic (meta)material can be accurately predicted
provided the viscoelastic moduli adequately capture experimental master curves
that typically require many elements in the corresponding Prony series (2.2) de-
pending on the target frequency range and its proximity to the primary and sec-
ondary transition zones [76]. In our case, the difference in the storage and loss
moduli values between the approximated and experimental master curves are sig-
nificant (Figure 2.9). The theoretical master curves are constructed by using two el-
ements of the series, while the experimental curves are generated via the dynamic
temperature-mechanical analysis (DMTA) [76]. As a result, the storage modulus
curves match only at low frequencies (close to 0.0001 kHz) and strongly deviate
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from each other at higher frequencies. In the target frequency range (the shaded
region: 5 kHz-20 kHz), the theoretical storage modulus is about 18% higher as com-
pared to the experimental value. Besides, the theoretical storage modulus remains
constant, while the experimental one increases with frequency in a non-uniform
way (see the inset in Figure 2.9a). The experimental loss modulus shows negli-
gible variation with the frequency with close to zero values at room temperature.
In contrast, the theoretical loss modulus has a Gaussian-type shape with a peak
around 0.001 kHz. However, the loss modulus values remain very small at the tar-
get frequencies implying an insignificant effect on the dynamic response of the
plate. Additionally, as described in Subsection 2.3, the Poisson’s ratio is assumed
as a constant value corresponding to the metamaterial plate’s equilibrium behavior,
which introduces further error in estimating its transmission peaks response.

The discussed differences between the theoretical and experimental master
curves and the use of 1D frame elements to approximate the 3D geometry hin-
der the SEM model from accurately predicting the wave transmission in the con-
sidered plate. However, increasing the number of the components in the Prony
series in order to improve the match with the experimental master curves might
not necessarily improve the performance of the SEM model due to its intrinsic one-
dimensional nature. Nevertheless, despite this restriction, the SEM model provides
surprisingly accurate predictions around the first band gap that can be challenging
even for the computationally expensive FEM models [76]. Therefore, we conclude
that this model can be successfully used as a first-hand approximation to design
and optimize viscoelastic metamaterial structures at frequencies close to the first
band gap.

2.5. Summary and Conclusions
In this work, we proposed an analytical procedure based on the spectral element
method (SEM) to characterize the wave dynamics of bulk (3D) and plate-like (2D)
viscoelastic metamaterials. We discussed how to approximate a metamaterial’s 3D
geometry by means of 1D SEM frame elements. The accuracy of the approximation
was estimated by studying the band structures of both the original and simplified
unit cells, and such accuracy was shown to be adequate at frequencies around the
first band gap. The wave transmission predicted by the SEM model was also vali-
dated experimentally for a polycarbonate metamaterial plate. The obtained results
allow us to draw the following conclusions:

• The dynamic analysis of dissipative metamaterials is intricate due to frequency-
dependent viscoelastic effects that increase the computational costs when
employing standard computational tools such as finite element analysis. An-
alytical models, such as the proposed extension of SEM, can partially solve
this issue depending on the target frequency range. Since SEM incorporates
frequency dependence in its shape functions, fine meshes are not required.
Additionally, linear viscoelastic behavior can easily be introduced into the SEM
elements by modifying the shape functions, which further simplifies the anal-
ysis and reduces the computational costs;
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• The obtained accurate match between the SEM and experimental results for
the wave transmission in the plate suggests that SEM models can provide
reliable approximations by significantly reducing the simulation time for plate-
like viscoelastic metamaterials at frequencies around the first band gap at the
cost of introducing a simplified geometry for a plate;

• The limitation of SEM, i.e., its inability to deal with complex geometries, can
be overcome in practice by developing approximate models in 2D and 3D by
assembling 1D (beam/frame) elements, which would be accurate for specific
frequency ranges. Moreover, depending on complexities in the geometry, the
number and arrangement of 1D elements can be defined. This approach
provides the designer with a back-of-envelope method/tool for quick analysis
of these structures, which is otherwise very tedious. SEM models are very
effective in determining accurately the first band gap. This allows us to easily
test many materials (changing the properties of the base material) and any
number of the metamaterial’s unit cells. This can therefore make SEM the
methodology of choice to quickly prototype new metamaterials irrespective
of their field of application.

As a future direction, complex structural elements such as plates/shells can be
incorporated into the SEM-based viscoelastic model to represent the behavior of in-
tricate geometries accurately. This modification will also aid in incorporating more
Maxwell elements into the Prony series as plates/shells possess complex displace-
ment modes allowing them to accurately mimic the response from DMTA. Addition-
ally, an SEM-FEM hybrid method [59] that leverages both advantages can be used
to model viscoelastic metamaterials with complex geometries.
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3
Phononic crystals for

suppressing crosstalk in
ultrasonic flowmeters

Ultrasonic flowmeters that use transit-time ultrasonic transducers face mea-
surement errors due to “crosstalk,” whereby theworking signal travels through
the pipe wall and couplings, interfering with the signal from the fluid. Al-
though various procedures have been proposed to solve the issue of crosstalk,
they’re limited to low-frequency ranges, or they are not effective in high-
pressure environments. We propose a mounting mechanism based on a
single-phase 3D phononic crystal (PnC)waveguide that canmitigate crosstalk
at high frequencies (MHz range) and thus improve the flowmeters’ measure-
ment accuracy. PnCs are artificial materials consisting of periodically ar-
ranged scatterers thereby showing bandgaps (BGs)—ranges of frequencies
where elastic/acoustic waves are attenuated— due to Bragg scattering. We
design PnC wave filters by engineering the BG frequency range to the work-
ing signal of the ultrasonic flowmeter. We then fabricate the waveguide us-
ing additive manufacturing and connect it between the transducer and the
pipe wall. Transient ultrasonic experiments show that transducers with PnC
mountings attain a 40dB crosstalk reduction in comparison with a standard
transducer mounting configuration.

3.1. Introduction
Ultrasonic transducers, due to their versatility and non-destructive nature, are exten-
sively used in various measurement systems, including ultrasonic flowmeters [1–4],

Parts of this chapter have been published in IEEE Transactions on Instrumentation and Measurement
72, pp. 1-11, (2023).
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non-destructive testing devices [5–7], and medical imaging systems [8–10]. These
transducers convert electrical input signals to ultrasound waves (and vice versa),
which interact with the desired media to provide the required measurement. How-
ever, ultrasonic flowmeters that use transit-time ultrasonic transducers to measure
flow rates through pipes face accuracy issues due to “crosstalk,” which is caused by
the interference of signals traveling through the solid region (solid/pipe signal) with
the fluid region (fluid signal). Additionally, the solid signal contains more energy
than the required signal due to the often unavoidable large impedance mismatch
between the transducer, pipe wall, and the measuring fluid, leading to an immense
reflection of waves in the solid portion. Hence, crosstalk makes it difficult to identify
the required signal [11].

Various solutions have been proposed to mitigate crosstalk in ultrasonic flowme-
ters. For instance, crosstalk has been minimized by isolating the sensor from the
solid signal path [12]. For example, enclosing the acoustic transducer and the sur-
rounding housing in a sheath also aids in isolating the housing from the rest of
the solid region, thereby minimizing the interaction between the solid and fluid sig-
nals [13]. Another approach is to create time delays between the required and the
pipe signals [14]. For instance, applying protrusions to transducers increases the
solid wave path so that the solid signal arrives at the receiving transducer after the
fluid signal, thus avoiding the crosstalk [15]. A third approach is by localizing the
energy transmitted from the pipe signal [16]. To that end, resonators and damping
systems are attached to the transducer [17], where resonators aid in localizing the
energy while damping systems reduce the energy of solid waves by converting the
wave energy to heat.

All these methods, however, have drawbacks. In the case of the protruded
design, the distance between the transducers determines the generation of the
crosstalk. i.e., if the transducers are far away, as in the case of a large-diameter
pipe, then the solid signal could arrive at the receiver along with the required sig-
nal resulting in crosstalk. This distance limitation imposes restrictions on the pipe
diameter, flow velocity, and sound velocity of the fluid medium, among others [18,
19]. Resonators and damping systems are limited to relatively low frequencies (a
few hundred kHz) because it is difficult to construct an oscillator that has resonance
frequencies in the MHz-range at the macro-scale. Similarly, damping systems with
constant dissipation are also less effective at high frequencies because, although
energy increases with the frequency, the dissipation remains the same. Acoustic
insulation becomes an issue in high-pressure environments since a heavy casing
is needed to withstand high pressures, which increases the crosstalk by allowing
more solid waves to pass through the casing [20]. Consequently, for the smooth
operation of the flowmeter, it is necessary to have a wave filtering mechanism that
removes the crosstalk, which has a substantial operational frequency range (at MHz
level) and has a limited influence from pressure and temperature.

A potential solution could be based on frequency-dependent insulation by ex-
ploiting the properties of phononic crystals (PnCs) [21–23]. PnCs are man-made
periodic media that exhibit Bragg scattering [24] type band gaps (BGs)—ranges of
frequencies where elastic/acoustic waves are attenuated. Because of BGs, PnCs
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have been explored in many applications, including vibration isolation [25], energy
harvesting [26], acoustic cloaking [27], super/hyper lens [28, 29], frequency steer-
ing [30], among others. PnCs (or similar periodic structures) have previously been
used inside the piezoelectric component of transducers to optimize the piezoelectric
coefficient [31–34]. Another related application of PnCs in ultrasonic transducers is
to improve the measurement accuracy of the transducers in non-destructive eval-
uation [35, 36]. Liu et al. [37] used PnCs to improve the sensitivity of acousto-
ultrasonic-based devices for structural health monitoring, thereby improving their
performance for a broad frequency range. By blocking unwanted signals using
PnCs, Kabir et al. [38] were able to enhance the crack detection ability of the
acoustic emission method [39]. Other applications of PnCs in ultrasonic transduc-
ers include enhancing sound receiving accuracy of parametric loudspeakers [40],
and reducing nonlinearities in ultrasonic damage detection [41]. Still, to the best of
our knowledge, PnC structures have not been used as mountings on the transducer
of ultrasonic flowmeters to mitigate crosstalk.

In this paper, we investigate the use of PnC structures as wave filters to miti-
gate crosstalk in ultrasonic flowmeters (Figure 3.1). A PnC-embedded wave filter
is designed, realized, and connected between the piezo and the back of the trans-
ducer that is attached to the pipe wall such that the PnC waveguide filters the
signal arriving from the pipe wall to the piezo. We explore various practical as-
pects, such as selecting the geometry and arrangement of the PUCs for the best
performance within a limited space and choosing a suitable material for the mount-
ing. Additionally, we incorporate manufacturing aspects and industrial standards
in the design process. We fabricate two different designs of PnC waveguides via
additive manufacturing, where one has a broad BG frequency, and the other pos-
sesses greater manufacturability. For comparison purposes, we also construct a
dummy block with the exact outer dimensions as the PnC waveguide via the same
manufacturing process (additive manufacturing). We validate the performance of
the PnC-embedded ultrasonic transducer via transient ultrasonic experiments and
compare them against a standard transducer.

3.2. Theoretical aspects of ultrasonic
transducers and phononic crystals

3.2.1. Challenges in the flow measurement through
a pipe using an ultrasonic flowmeter

The flow rate through a pipe can be measured by various methods such as pressure-
based meters, variable-area type measurement systems, optical systems, magnetic
flowmeters, Coriolis devices, and ultrasonic flowmeters [42]. Among them, ultra-
sonic flowmeters are of great interest because of their high accuracy and low main-
tenance cost [43]. In an ultrasonic flowmeter, a high-frequency ultrasound pulse
generated using an ultrasonic transducer (based on piezoelectric effect [44]) is
transmitted through the moving media at an angle. An ultrasonic receiver receives
this signal on the opposite side, which provides the travel time. The exact process
is repeated in the reverse direction resulting in an upstream and downstream mea-
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surement. The difference between these two signals’ travel times is directly related
to the flow rate through the pipe. Several transmitters and receivers can be placed
along the circumference of the pipe to further improve the measurement accuracy,
which, in addition, also aids in obtaining a flow profile through the pipe. The layout
and operation of the ultrasonic flowmeter are provided in Figure 3.1.

Figure shows the cross-sectional (Figure 3.1(a)) and longitudinal-sectional (Fig-
ure 3.1(c)) views of the pipe with ultrasonic transducers, along with a photograph of
the transducer (Figure 3.1(b)). The ultrasonic transducer mainly comprises a piezo-
ceramic material (Piezo) for converting electric pulse to ultrasound and vice versa
and a window (a structural element usually constructed of the same material as the
pipe that is in contact with the fluid, which is marked in Figure 3.1(b)) for trans-
mitting this pulse to the fluid and receiving it at the opposite side. The transducer
also possesses electrical components for supplying and receiving electric signals.
A metallic casing (stainless steel in the present case) encloses the transducer for
protection. Due to its complex construction and the presence of multiple materials,
various challenges may occur during the flow measurement that could hinder the
flowmeter’s accuracy.

The 1MHz input pulse (refer to Figure 3.1(a)) generated at the transmitter ar-
rives at the window-fluid interface and experiences an immense reflection due to
the considerable mismatch in the impedance (density × speed of sound) between
the window and the fluid layer (refer Table 3.1 for the material properties of the
pipe and the fluid). This reflected signal travels through the solid portion (red signal

Material Density Pressure wave Shear wave
speed, 𝐶𝑃 speed, 𝐶𝑆

(kg/m3) (m/s) (m/s)
Stainless steel 7800 4935.5 3102.9

Water 998.2 1481.4 –

Table 3.1: Material properties of the pipe and fluid

path in Figure 3.1) to reach the receiver, thus interfering with the required signal
(green signal path). This interaction of the two signals (crosstalk) is a complex
phenomenon because it comprises pressure waves (P waves) from the fluid region
and pressure and shear waves (S waves) from the solid region. Due to crosstalk,
the measured signal experiences a reduction in accuracy or even the complete loss
of the working signal [45]. Thus, to avert crosstalk, a mechanism is necessary
that prevents both P and S wave propagation in the solid region from reaching the
receiving transducer. Additionally, as the flowmeter (and the transducer) will be
exposed to high pressure and temperature environments, the mounting mechanism
should be able to prevent or reduce crosstalk under these conditions.

3.2.2. Design requirements for the mounting structure
Since crosstalk is a significant issue in an ultrasonic flowmeter, we would like to
address it by filtering out the solid (pipe wall) signal. As mentioned already, by at-
taching a mounting structure in the solid wave path that would act as a mechanical
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Figure 3.1: Schematic of the ultrasonic flowmeter, where (a) shows its cross-sectional view highlighting
the signal paths through the fluid and the solid media. Input pulse and output pulse with crosstalk are
also shown here, where the signal through the solid region (red plot) arrives much earlier than the signal
through the fluid (green plot), resulting in the crosstalk between these signals (marked using a curly
bracket in the output pulse). (b) shows the photograph of an actual ultrasonic transducer where the
Piezo that generates the pulse and the window that transmits the signal to the fluid are marked using
arrows. (c) displays the longitudinal section of the flowmeter with transmitting and receiving transducers
and signal and noise paths. The transmitter and receiver are oriented at an angle 𝛼 to enable the flow
measurement.

wave filter, we might be able to remove the solid signals for the desired frequency
range. Since the ultrasonic transducer is composed of stainless steel 316 (SS316),
we could fabricate the mounting system from the same material, ensuring a smooth
contact and energy transfer between the transducer and the mounting. As the trans-
ducer signal is broadband (1MHz central frequency with a bandwidth of 600 kHz), it
is also necessary for the mounting structure to possess a wide operating frequency
range with its central frequency close to 1MHz. Moreover, the lateral dimension of
the mounting structure should be in a similar range to that of the outer diameter
of the transducer (18mm). Finally, the structure should be manufacturable at a
reasonable cost.
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3.2.3. Phononic crystal-based mounting mechanism
As PnCs possess BGs that can attenuate incoming waves for particular frequency
ranges, we design a mounting mechanism based on a single-phase 3D PnC waveg-
uide. To investigate the wave propagation through the 3D PnC structure we need
the corresponding wave equation. Since the PnC waveguide is entirely composed of
solid material, the wave propagation is governed by the 3D elastic wave equation:

𝜌�̈� = (𝜆 + 2𝜇)Δ𝒖 − 𝜇∇ × ∇ × 𝒖, (3.1)

where, 𝒖 and �̈� respectively are the spatial displacement and the acceleration. 𝜌
represents the density of the material, 𝜆, and 𝜇 are the Lamé coefficients, whereas
Δ and ∇× respectively represent Laplacian and vector curl operators.

We still need to provide the necessary boundary conditions to fully define the
boundary value problem (BVP). We study two BVPs, for which the BCs are:

1. BVP1: Band structure analysis (or dispersion analysis) [46] establishes
the relationship between the applied frequency 𝜔 and the wave vector 𝒌 that
provides the BG frequency range (if any) and speeds of different wave modes.
The magnitude of the wave vector 𝒌 is the reciprocal of the wavelength and
it is directed towards the direction of the wave propagation (i.e., in the di-
rection of the phase velocity) [47]. The dispersion relation is obtained by
conducting a set of eigenvalue analyses of the periodic unit cell (PUC) after
applying Bloch-Floquet periodic boundary conditions (BFPBC) [48] through
the irreducible Brillouin zone (IBZ) [49]. The Brillouin zone (BZ) is derived by
transforming the PUC from the direct lattice (Bravais lattice [50]) to its recip-
rocal lattice [51]. The IBZ is the smallest section of the BZ that can capture
the wave dynamics of the PUC. We consider a simple cubic PUC (as shown in
Figure 3.2(a), (b), (d), and (e)) with a 32-fold symmetry, thus the BZ could
be reduced to a tetrahedron (as shown in Figure 3.2(c) [52]. The number of
eigenvalue analyses conducted depends on the sampling of the wave vector
through the IBZ, as we need one analysis per wave vector step. Similarly, the
number of eigenmodes selected for the analysis depends on the frequency
range of interest. Since we are interested in the MHz range, we started with
30 eigenmodes. The BFPBC used in these analyses takes the form:

𝒖(𝒓 + 𝒂𝑖 , 𝑡) = 𝑒𝜄𝒌.𝒂𝑖𝒖(𝒓, 𝑡), (3.2)

where 𝒓 is the position vector and 𝒂𝑖 is the lattice vector in 3D, i.e., 𝒂𝑖 =
{𝒂1, 𝒂2, 𝒂3} (refer Figure 3.2(a)). For the cubic geometry, magnitudes of lattice
parameters are the same in all three directions, i.e.,

‖𝒂1‖ = ‖𝒂2‖ = ‖𝒂3‖ = 𝑎, (3.3)

where 𝑎 is the magnitude of the lattice vector (in any of the three directions).
If no wave vectors are present for a range of frequencies implying no wave
propagation for that frequency range, we get a BG. Additionally, we can obtain
wave speeds for various wavebands by taking slopes of the dispersion relation
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corresponding to those wavebands. Although less expensive (due to operating
on one PUC), the band structure analysis assumes an infinite medium by
prescribing BFPBC. Thus, it cannot provide an actual attenuation rate for a
finite PnC structure, so we need a transmissibility analysis.

2. BVP2: Transmissibility analysis (or harmonic frequency sweep analy-
sis) [53] is the steady-state dynamic analysis of the finite PnC waveguide
after applying the essential (Dirichlet) boundary condition [54].

𝒖(𝒍, 𝑡) = �̄�𝑒𝜄𝜔𝑡 , (3.4)

where �̄� is the constant displacement amplitude applied at one end (left end)
of the PnC waveguide (at 𝒓 = 𝒍), (shown in Figure 3.2(f) and (g)) and 𝜔 is
the applied frequency. For a given frequency, the transmissibility response
provides the reduction in amplitude of the input signal for a given number of
PUCs arranged in space.

3.3. Design and analysis of phononic crystal-based
wave filter

Using the band structure and transmissibility analyses, we can start the design pro-
cess of PnC’s periodic unit cell and waveguide. Since the BGs in PnCs are generated
due to Bragg scattering, we can use Bragg’s law of diffraction to obtain the size of
the PUC as follows [24]:

𝑛�̄� = 2𝑎 cos𝜃, (3.5)

where 𝑛 is an integer, �̄� is the wavelength in the material, and 𝜃 is the angle of
incident of the wave to the normal of the surface. At 𝑛 = 1, for a normal incident
wave, the magnitude of the lattice parameter can be half of the wavelength in
the medium. We can obtain the wavelength in the material from the following
expression:

�̄� = 𝐶/𝑓, (3.6)

where 𝑓 is the applied frequency and 𝐶 is the wave speed. 𝐶 = 𝐶𝑃 for pressure
waves and 𝐶 = 𝐶𝑆 for shear waves. For our material choice, SS316, the wave speed
values are provided in Table 3.1. To design a PUC possessing a BG with a central
frequency of 1MHz, we can use Equations 3.5 and 3.6 to obtain the magnitude of
the lattice parameter, which is estimated to be 2mm. To accommodate a broad op-
erational frequency range (600 kHz), the PnC should possess a broad BG. We know
that the BG width is directly related to the contrast in adjacent phases’ impedances
within the PUC [55]. Since we have a single-phase PUC, to maximize the impedance
mismatch within the elements of the PUC, we need to maximize the contrast in their
masses and stiffnesses [56]. Thus we use large spheres separated by small rods
as shown in Figure 3.2(a) and (b) to construct the PUC. There is about an order dif-
ference in the cross-sectional area of the sphere to the rod. On the contrary, while
the second one (refer to Figure 3.2(d) and (e)) has triangular features instead of
spherical ones that offer lower contrast in the properties than the former—resulting
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Figure 3.2: 3D phononic crystal PUCs and waveguides where (a) and (b) show different views of the
cubic PUC with spherical features where 𝑎𝑖 (𝑖 = 1 to 3) defines its lattice parameter. (c) shows the IBZ
of the cubic PUC. (d) and (e) represent different views of the PUC with triangular features whose lattice
parameter is the same as in the previous case. (f) and (g) display PnC waveguides with spherical and
triangular features, where 𝑧 is the principal wave propagation direction, and 𝑧′ is a direction obtained
by rotating 𝑧 to 45°. The fixtures that connect the waveguides with the rest of the transducer are also
shown here. 𝑢(𝑙, 𝑡) is the Dirichlet BC applied to these PnC waveguides at the location 𝒍.

in narrower BG—the manufacturability is greatly improved by minimizing overhang
angles in additive manufacturing. By populating these PUCs in three dimensions,
we arrive at PnC waveguide designs that are shown in Figure 3.2(f) and (g). We
also add two hollow cylindrical fixtures to connect them to the transducer from Fig-
ure 3.1(b). To verify the performance of these PUCs and waveguides we perform
band structure and transmissibility analyses.

3.3.1. Band structure response
The band structure of the cubic PnC is obtained through finite element analysis
(FEA) by following the 𝜔(𝒌) approach [56], i.e., by sweeping the wave vector along
the vertices of the IBZ and calculating the set of eigenfrequencies corresponding
to a fixed number of wavebands. Figures 3.3a and 3.3b respectively represent the
band structures of PUCs with spherical and triangular features (their geometries
are shown in Figure 3.2). These figures show frequency as a function of wave
vector sampled along the IBZ, where 𝜞 corresponds to the center of the BZ where
the IBZ begins, i.e., at 𝒌 = 0. 85 eigenvalue analyses were used to represent 7
IBZ branches. We analyzed 30 wavebands in the case of the PUC with spherical
features where the required BG is present between 18th and 19th bands (refer to
Figure 3.3a). Conversely, we considered 63 bands in the case of the PUC with
triangular features because of the presence of multiple BGs (refer to Figure 3.3b),
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where the first BG is also between 18th and 19th bands.

Γ 𝑋 𝑀 Γ 𝑅 𝑋 𝑀 𝑅0
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Figure 3.3: Frequency as a function of wave vector (band structure) for PnCs with (a) spherical and
(b) triangular internal features, where the shaded regions show corresponding BGs. 𝑓𝑆1 = 0.7MHz and
𝑓𝑆2 = 1.5MHz from (a), respectively represent the lower and upper bound of the BG frequency ranges
of the PnC with spherical features. The inset in (a) shows the Brillouin zone and its tetrahedral IBZ with
its vertices.

Figure 3.3a shows that by connecting spheres with rods, we can produce a wide
BG of 800 kHz that spans from 𝑓𝑆1 = 700 kHz to 𝑓𝑆2 = 1.5MHz, which is more than
the required operating frequency range of 600 kHz. However, since the maximum
overhang angle is higher than the allowable limit (45°) of 3D printing, we could



3

50 3. Phononic crystals for suppressing crosstalk in ultrasonic flowmeters

expect some variations in features (size and shape) as shown in Figure 3.5(b). As
all the angles in the design with triangular features are close to 45°, it is easier
to fabricate with fewer variations. However, the PnC with triangular features pos-
sesses multiple narrow BGs within the operating frequency range instead of a single
broad BG. The first BG of the triangular design starts at 780 kHz but only spans up
to 835 kHz. The following BG spans from 880 kHz to 1.2MHz. Nonetheless, the
stacking of narrow BGs and flat modes (standing waves) goes up to 1.8MHz with
some low-slope modes present in between.

3.3.2. Transmissibility relations
Following the band structure analysis, we study the transmissibility response of the
finite PnC waveguides shown in Figure 3.2. We supplied a harmonic displacement of
1 µm amplitude at the left end of each of the waveguides (as shown in Figure 3.2(f)
and (g)) for the frequency range from 600 kHz to 1.8MHz with a step of 10 kHz.
Figure 3.4 shows transmissibility relations of waveguides obtained by taking the
ratio of output displacement (right side) to the input displacement for the applied
frequency range, where shaded regions represent the triangular PnC’s BGs. In the
same figure, the BG of the PnC with spherical features is bounded by thick black
lines. As the figure shows, the BG frequency ranges are consistent with those
dictated by band structure analyses. However, several peaks are present in the
transmissibility relations of both designs due to the reflections from the free surfaces
and sub-system resonances (i.e., the resonant modes of the finite structure within
the bandgap frequency range). Band structure analysis will not capture them since
the analysis is operating on a single PUC and assumes infinite material with Bloch-
Floquet periodic boundary conditions. Although the band structure analysis report
that the PnC with spherical features has a broader BG frequency range than that of
the PnC with triangular features, the latter possesses multiple narrow BGs bounded
by 𝑓1 through 𝑓13 spanning almost the same frequency range as the former—and
also outperforming the former in the 1.5MHz to 1.8MHz range. However, there are
still certain frequency bounds (between 𝑓2 & 𝑓3, 𝑓4 & 𝑓5, and 𝑓8 & 𝑓9) within the
operational frequency range, where PnC waveguide with triangular features shows
higher transmission compared to the spherical featured PnC due to the lack of BGs
in those ranges. Both PnC waveguides are nevertheless manufactured since close
to 1MHz (marked as 𝑓𝐶 in Figure 3.4) their transmissibilities are in the range of
−60dB, which is desirable for the actual application.

3.4. Fabrication and testing of PnC waveguides
3.4.1. Fabrication of PnC wave filters
Since the dimensions of the PUC are in mm ranges with internal features in the sub-
millimeter length scales, the manufacturing processes are significantly limited as
mesoscale fabrication is challenging [57]. The two suitable fabrication methods are
wire electric discharge machining (wire-EDM) [58] and metal additive manufactur-
ing [59]. Although the former can produce accurate geometry, it can only remove
materials from a solid block (subtractive manufacturing), limiting its applications to
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Figure 3.4: Transmissibility relations of cubic PnC waveguides from Figure 3.2 attained through FEM. The
BG predicted by the band structure of the PnC with spherical features is bounded by thick black lines,
whereas shaded regions represent the BG of the PnC with triangular features. The total frequency range
spans from 0.6MHz to 1.8MHz, where 𝑓𝐶 = 1MHz is the required central frequency, and 𝑓1 through 𝑓13
are frequency bounds of BGs of PnC with triangular features.

simpler geometries. Even though we can manufacture the PnC design from Fig-
ure 3.2(g), we cannot fabricate the design from Figure 3.2(f) using wire-EDM.

Metal additive manufacturing based on selective laser sintering uses laser beams
to melt the metallic powder in multiple passes transforming the powder into the
desired geometry. After melting every layer, more powder is added, allowing the
method to generate complex designs. Additionally, this method is very inexpensive
compared to wire-EDM (almost two orders of magnitude). However, the accuracy of
the fabrication depends on several factors, such as the overhang constraint, which
determines the projection angle of the subsequent layer compared to the previous
one, hence determining the printability and dimensional accuracy. The maximum
allowable overhang angle in the metal additive manufacturing process is 45° [60].
Since the design with spherical features exceeds this angle, the surface quality,
feature sizes, and shapes of the features could be adversely affected. We modified
the design as described in Figure 3.2(g) to minimize the overhang angles by keeping
all the angles close to 45°, thereby revising the shape of the internal features (from
spherical to triangular) and the printing orientation of the PnC waveguide (from
aligning towards the 𝑧-direction to 45° inclination to the same direction.)
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3.4.2. Fabricated PnC specimens’ variations from the design
We decided to fabricate both the designs via additive manufacturing. As shown in

(a) (b)

Figure 3.5: Photographs of 3D printed PnC waveguides with (a) triangular and (b) spherical features.
The expanded views show the corresponding PUCs, where the latter shows more variation from the
model than the former.

Figure 3.5, 3D-printed PnC specimens show certain variations from their designs.
One reason is the sticking of powder particles to the sample’s lower and side edges
with the melt pool, thus distorting the shape. The second is because of residual
support structures added to aid the printing process, which could not be removed
during the post-processing stage. The PnC with spherical features also faces issues
due to large overhang angles. The specimen in Figure 3.5(b) has been printed by
aligning the printing axis to the 𝑧-axis (refer Figure 3.2(f)), whereas the specimen
in Figure 3.5(a) is printed by aligning the printing axis to 𝑧′ by rotating it 45° from 𝑧-
axis (refer Figure 3.2(g)), thus keeping all the overhang angles≤ 45°. Consequently,
the latter is more repeatable and is closer to the model.

One may wonder whether variations from the numerical model introduced by 3D
printing affect the performance of the PnC waveguide. Minor variations in feature
size have insignificant effects on performance since the BG width is controlled by
the mass and stiffness contrast within the PUC, which is not highly affected by
slight geometric variations. Similarly, the surface roughness (as seen significantly
in Figure 3.5(b)) also has a minor influence on the wave attenuation behavior of
the PnC waveguide as we deal with bulk waves instead of surface waves. On the
contrary, if the sub-unit cell features (e.g., spheres) experience significant variations
leading to connections between those spheres, and if there are a significant number
of them, then these connection points could transmit waves leading to changes in
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the BG range, shifting of BG center frequency, or reduction in attenuation rate.
However, as we can see in Figures 3.5(a) and 3.5(b), this kind of distortion has
not happened. As discussed, incorporating process parameters such as overhang
angle greatly improves the manufacturability, as seen in the PnC with triangular
features. To further improve printing accuracy, other process parameters such as
layer thickness, and powder characteristics (particle size, surface tension, feed rate,
etc.), among others, can be optimized [61]; this is beyond the scope of this paper.
We connect both PnC waveguides with existing ultrasonic transducers and test their
behavior via transient experiments. To that end, an experimental setup is built.

3.4.3. Experimental setup to measure the required signal and
crosstalk levels of ultrasonic flowmeter with and with-
out PnC

The experimental setup for verifying the performance of the PnC waveguide is com-
posed of PnC-mounted transducers, a signal generator for sending the desired sig-
nal, the data acquisition system (DAQ) for collecting, converting, and displaying
readable data, and transducers with dummy mountings to compare the response
with PnC mounted transducers to obtain the effects of the PnC. The dummy block
has cross-sectional dimensions of 14mm × 14mm with a height of 16mm. The
dimensions are kept the same as that of the PnC waveguide; otherwise, the sig-
nal traveling time through the fluid would vary between those two transducers. It
should be noted that the dummy block has a higher mass than the PnC waveguide
since the former is a block of material, whereas the latter is a porous structure.
This variation in mass will have an insignificant influence on the response of the
transducer since the purpose of the dummy waveguide is to transmit the incoming
elastic wave to the rest of the structure while maintaining the same construction.
Both transducers (with PnC and dummy blocks) are used in pairs; one acts as a
transmitter and the other as a receiver (and vice versa). The fabricated PnC waveg-
uides (and dummy blocks) are connected to the ultrasonic transducer between the
Piezo element and the transducer-wall coupling by hot pressing and welding to
ensure adequate contact (Figure 3.6(a)). A rectangular broadband pulse with a
central frequency of 1MHz and peak-to-peak voltage of 200V is used as the input
signal for the excitation. The receiving signal is amplified using a low-noise ampli-
fier (LNA) and visualized using an oscilloscope (Yokogawa DL160) with a sampling
rate of 50MS s−1 and a frequency step of 500Hz.

Calculation of solid and fluid signal levels
Two sets of experiments are conducted to obtain the solid and fluid signal levels.
The first one is performed by attaching PnC-mounted transducers to a fluid-filled
chamber (as shown in Figure 3.6(b)). As the chamber walls are very thin, the
energy transmitted to the solid region will also be less. Additionally, since the fluid
is static, the travel time for the signal through the fluid region is already known,
allowing us to identify the fluid signal from the output signal, thereby measuring
the required signal strength. The second one is conducted in an empty flowmeter
(refer to Figure 3.6(c)). This flowmeter has a very thick solid wall, and almost all
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PnC waveguides

Fixture to

(a)

(b) (c)

Ultrasonic transducer
the pipe wall

Fluid-filled

chamber

Transducer with Empty flowmeter
PnC waveguide

Dummy waveguides

Figure 3.6: Photographs of the assembled specimen and experimental setup. (a) shows the assembled
specimens that include transducers connected with two types of PnC waveguides (PnC with spherical and
triangular features) and transducers with dummy waveguides. (b) represents the fluid-filled chamber
connected with transducers to measure the signal strength in the fluid portion, whereas (c) displays the
assembly of an empty flowmeter with the transducers, which is used to measure the signal levels in the
solid region.

the energy from the input acoustic signal is reflected back to the solid region as
there is no liquid inside. Thus the output signal can be regarded as the wall (solid)
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signal. The ratio of the latter signal to the former provides us with the solid-to-fluid
signal ratio. The experiments are repeated with transducers possessing dummy
mountings for comparison.

3.4.4. Transient experimental results of
3D PnC mounted ultrasonic transducers
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Figure 3.7: Transmissibility relation of different specimens obtained via experiments. The figure includes
transmissibilities of a transducer with a dummy block and transducers with triangular and spherical
featured PnCs. The spherical PnC’s BG is bounded by thick black lines while the triangular PnC’s BG is
shown using the shaded region (both predicted by analyses). Δ𝐶𝑆_𝑡𝑜_𝑆 ≈ 60 dB represents the highest
variation in the crosstalk-to-signal ratio between the transducers with and without the PnC mountings,
which is observed close to the required central frequency (1MHz).

We compare the performance of transducers with PnC wave filters against the
transducer with a dummy block. Figure 3.7 shows the transmissibility relations ob-
tained by experiments. The PnC mounted transducer shows a considerable reduc-
tion in the crosstalk level (i.e., signals traveling through the solid region are greatly
attenuated) within the BG frequency range. There is an average crosstalk reduc-
tion of 40 dB (within the BG range) and a maximum reduction of 60 dB (close to
the required central frequency of 1MHz marked as Δ𝐶𝑆_𝑡𝑜_𝑆 in Figure 3.7). In fact,
except for 500 kHz to 550 kHz (range outside the BG), both the PnC waveguides
show similar performances.

From band structure analyses (refer to Figure 3.3a and 3.3b), we have seen
that the PnC with spherical features outperforms the PnC with triangular features
due to the former’s broad BG as compared to a set of narrow and moderate BGs of
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the latter. Transmissibility analyses (refer to Figure 3.4) show that the attenuation
rates are closer for both the waveguides till 1.5MHz, and the PnC with triangu-
lar features performs better than the PnC with spherical features from 1.5MHz to
1.8MHz. The experiments reveal that the transmissibilities of both PnCs are very
similar throughout the frequency range. The minor variations in the BG ranges and
propagating modes within the operating frequency range have negligible influence
on the response of wave filters. Additionally, we can also observe that, even out-
side the BG frequency range (e.g., around 0.5MHz, 2MHz, 2.5MHz, and 3MHz),
PnC-embedded transducers outperform the standard one (not as significantly as
within the BG range) because of the difference in their dispersion characteristics.
Especially close to 3MHz, we can observe a sharp decrease in solid-to-fluid signal
levels (about 20 dB) because of a combination of the higher-order BG generated by
Bragg scattering and the high signal strength due to the presence of an actuator
displacement mode at that frequency. The analysis details are discussed in the sup-
plementary material, Section 1, while the output fluid signals are provided in the
supplementary material, Section 2. In addition, as PnC waveguides are connected
in the solid wave path, they do not influence the waves traveling through the mea-
suring fluid; thus, the fluid signal of the PnC-embedded transducer is similar to the
standard transducer (refer to supplementary material, Section 2 for details).

3.5. Conclusions
In order to improve the performance of transducers used in ultrasonic flowmeters,
we proposed a mounting mechanism based on 3D PnC waveguides. We designed
two PnC wave filters, one with spherical features and the other with triangular fea-
tures that facilitate additive manufacturing. While the former possesses a broad
BG around the required frequency, the latter has multiple moderate and small
BGs. Both were analyzed using FEA, realized via metal additive manufacturing, and
mounted to the transducer by hot pressing and welding. The transient experiments
showed a considerable reduction in the crosstalk level within the BG frequency range
(40 dB on average with a maximum of 60 dB close to 1MHz). Thus we conclude
that PnC-inspired mountings can drastically improve the measurement accuracy of
ultrasonic transducers by mitigating crosstalk when connected to the solid wave
path, provided the waveguides are not directly exposed to the surrounding fluid
media.

Additional concluding observations are:

• Both PnC waveguides possess a frequency range of attenuation that is broader
than dictated by the analysis, which implies that other factors are affecting the
wave attenuation, which may be fabrication aspects (surface roughness, mate-
rial constitution, variations in feature size and shape) and structural damping;

• Other than for a narrow frequency range, both PnC waveguides show similar
transmissibility responses throughout the spectrum. Hence, it is not required
to have a single broad BG, but combinations of narrow BGs, flat wave modes,
and shallow-slope wave modes can add to a moderate BG to create a cumu-
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lative wave attenuation region similar to the response of a PnC with a single
broad BG;

• Throughout the frequency range except close to 100 kHz, both PnC-embedded
transducers show lower crosstalk levels compared to the standard one. This
behavior could be due to the complex dispersion characteristics (varying wave
speeds and combinations of different wave modes throughout the frequency
range) of PnC wave filters augmented by imperfections in their manufacturing;

• Since both spherical and triangular PnC waveguides show similar performances,
we can select the latter for practical applications since they are more amenable
to additive manufacturing than the former. Additionally, triangular PnC waveg-
uides can be fabricated via multiple processes (3D printing and EDM), further
improving their applicability.

PnC waveguides in real applications of ultrasonic flowmeters introduce environmen-
tal conditions such as the effects of surrounding fluid media, pressure, and temper-
ature. Thus, a future direction could be to perform an optimization of PnC-inspired
mountings incorporating multiple environmental aspects.

3.6. Appendix
3.6.1. Wave propagation of the PnC waveguide around 3MHz
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Figure 3.8: Band structure of spherical PnC PUC from Figure 7(a) calculated from 2.5MHz to 3.5MHz,
where the BG is shaded, which is bounded by 𝑓𝑎 = 3MHz and 𝑓𝑏 = 3.36MHz.

Since the experimental transmissibility from Figure 3.7 of the main document
shows a wave attenuation region close to 3MHz, we investigated the response of
the PnC PUC and waveguide in that frequency range along with studying the signal
response from experiments. We performed the band structure of the spherical PnC
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Figure 3.9: Transmissibility relations of the spherical PnC waveguide from Figure 2 of the main document
for a range of frequency from 2.5MHz to 3.5MHz. The BG bounds from the band structure are marked in
the abscissa as 𝑓𝑎 and 𝑓𝑏. The complete attenuation region is shaded and is bounded by 𝑓𝑐 = 2.62MHz
and 𝑓𝑏.

PUC and the transmissibility response of the corresponding waveguide (Figure 2
of the main document) from 2.5MHz to 3.5MHz. The simulation is performed as
described in Section 2 of the main document. The resulting band structure and
transmissibility relations are shown in Fig. 3.8 and Fig. 3.9, respectively. The BG
frequency range is shaded in Fig. 3.8, while the frequency range with attenuation
is shaded in Fig. 3.9. The obtained BG frequency range is from 3MHz to 3.36MHz,
while the frequency range of attenuation obtained via the transmissibility analysis is
broader (from 2.62MHz to 3.36MHz). This variation in the frequency range is due
to the finite nature of the waveguide, which enables the interactions of additional
eigenmodes that are dissipative (complex-valued), leading to wave attenuation. By
investigating the signal amplitude as shown in Fig. 3.10 at 3MHz, we can see that
the signal strength is very high; thus, it is evident that the piezoceramic disc, which
is tuned for 1MHz pulse also possesses a strong mode around 3MHz. This high-
amplitude signal (from the fluid) further reduces the solid-to-fluid signal ratio, as
shown in Figure 3.7 of the main document. The frequency range of attenuation
obtained by the analysis matches the corresponding values from the experiments
(2.62MHz to 3.4MHz, as shown in Figure 3.7 of the main document). Although the
PnC structures are designed for 1MHz operating frequency range, they can exhibit
wave attenuation at higher frequencies due to higher-order BGs generated due to
Bragg scattering (refer to Equation (3.5) of the main document for Bragg’s law of
diffraction). and because of the strong displacement mode of the piezoceramic disc.
Since this BG width is considerably lower than the BG around 1MHz, the attenuation
rate would also be lower.
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3.7. Signal level comparison between
different transducers
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Figure 3.10: Signal amplitudes of transducers with a dummy block, triangular PnC waveguide, and
spherical PnC waveguide represented using dB/√Hz plotted for a range of applied frequencies obtained
via experiments conducted on the fluid-filled chamber.

To investigate the influence of the wave filter in the required signal traveling
through the fluid region, we compare output signals obtained via the fluid-filled
chamber from Figure 3.5(b) of the main document. As mentioned in the main
document, Section 3.3, since the chamber is very thin, most of the energy will travel
through the fluid region, and as the fluid is static, we can estimate the signal’s arrival
time (traveling via fluid). Figure 3.10 shows the output signal obtained from the
transducer with a dummy block, the triangular PnC waveguide, and the spherical
PnC waveguide. The signal amplitudes are represented in dB/√Hz, and all three
signals are similar throughout the frequency spectrum. Thus we can infer that the
addition of the PnC wave filter has an insignificant influence on the amplitude and
arrival time of the required signal through the fluid region. Additionally, we can also
state that since the receiving signals with and without PnC waveguides have very
similar waveforms, the crosstalk generated in the fluid-filled chamber is minimal
and our assumption of considering the signal from the fluid-filled chamber to be
the required signal is valid.
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4
Multi-objective design of 3D
phononic crystal waveguide
by design space trimming

Ultrasonic flowmeters face unique challenges since, in addition to withstand-
ing high fluid pressures, they have to avoid crosstalk, which is the interac-
tion of the signals traveling through the fluid and the solid pipe. To avoid the
crosstalk, which leads to poor accuracy or complete loss of the required sig-
nal, we develop a mounting mechanism based on phononic crystals (PnCs),
which are artificial periodic materials possessing band gaps (BGs) due to
Bragg scattering. These PnC structures should also possess high mechanical
strength to sustain the fluid pressure. Designing PnCs for such applications
is challenging as the BG width and the resistance to mechanical loading are
conflicting objectives. To circumvent this, we propose a step-by-step design
procedure to optimize both mechanical strength and wave attenuation per-
formance of a single-phase 3D PnC waveguide using parametric sweeping
and sensitivity analysis. We use finite element analysis (FEA) to character-
ize the behavior of the periodic unit cell and the waveguide. Since accurate
dynamic FEA at high frequencies is computationally demanding, we develop
surrogate models at different levels of the design process. We also consider
additive manufacturing aspects in the design procedure, which we validate
by 3D-printing the final design and measuring the parameters via computed
tomography.

Parts of this chapter have been published in Materials & Design 237, p. 112594 (2024).
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4.1. Introduction
Ultrasonic flowmeters are extensively used in industries such as oil and gas [1],
aerospace [2], automotive [3], medical [4], and pharmaceutical [5], among others.
One such instrument, an in-line transit-time flowmeter, measures the flow rate via
ultrasonic transducers that are in contact with the fluid. An ultrasound signal gen-
erated by a piezoelectric element of the transmitter travels through the fluid and
arrives at the receiver. This is repeated in the opposite direction, and the time
difference between these signals is directly related to the flow rate. Since the flow
is not disrupted during the measurement process, ultrasonic flowmeters possess
high accuracy. Nevertheless, when the signal is sent, a significant part of it leaks
through the solid pipe and interferes with the working signal from the fluid interface,
known as crosstalk. Since crosstalk makes it hard to discriminate the required signal
traveling through the fluid [6], several solutions have been proposed for crosstalk
mitigation [7–10]. However, these approaches are limited by specific ranges of flow
velocity, pipe diameter, and sound velocity of the medium [9]. Additionally, many
of them operate at relatively low frequencies (approximately 100 kHz range [8]),
which limits their applicability to high-frequency situations (for instance, at MHz
frequencies).

Phononic crystals (PnCs) present a viable solution to mitigate crosstalk at high
frequencies. PnCs are artificial materials consisting of periodically arranged unit
cells possessing unusual dynamic characteristics due to band gaps (BGs) [11]. BGs
are frequency ranges where elastic/acoustic waves are attenuated or propagate
evanescently. These BGs are generated due to the destructive interference of
waves because of the impedance mismatch at material interfaces within a peri-
odic unit cell (PUC), similar to Bragg scattering in electromagnetic waves [12]. Be-
cause of BGs, PnCs have been explored in many applications, including vibration
isolation [13], acoustic diodes and transistors [14, 15], energy harvesting [16], su-
per/hyper acoustic lenses [17, 18], acoustic antennas [19], frequency steering [20],
acoustic cloaking [21–23], metasurfaces for phase manipulation [24, 25], acoustic
communication devices [26, 27], and high-resolution acoustic devices [28].

BGs in PnCs are typically determined using a dispersion relation (band struc-
ture) [29], which is the relation between frequency and wave vector. The wave vec-
tor’s magnitude is the wavelength’s reciprocal, and its direction is towards the phase
velocity [30]. The band structure provides the BG frequency range (if any) and the
wave speeds. Nevertheless, since the band structure assumes infinite structure—
i.e., a PUC repeated ad infinitum—it cannot capture the attenuation behavior of a
finite system. A displacement transmissibility analysis is therefore necessary [31],
which relates the amplitudes of the transmitted displacement (measured at one end
of the waveguide) to the input displacement (at the opposite side where the essen-
tial boundary condition (BC) is prescribed), as a function of frequency. Systematic
computational tools such as topology optimization have been used to design PnCs
for maximizing BGs [32–41]. Topology optimization is an iterative procedure where
forward analysis is used to analyze the design and sensitivity analysis is used to
improve the design for the next iteration; this process continues until some mea-
sure of convergence is achieved. For instance, Sharma et al. used gradient-based
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topology optimization to maximize the BG width of electrostatically tunable dielec-
tric PnCs [33]. A similar approach was used by Wu et al. to design PnCs with
prescribed BG behavior [34]. Zhang et al. used topology optimization with a non-
gradient-based algorithm to design a multi-channel narrow-band PnC filter [35]. A
density-based topology optimization was used by Dalklint et al. to design PnCs
with tunable BGs [36]. Zhang et al. designed a multi-functional metamaterial with
tunable thermal expansion and BG through topology optimization and surrogate
modeling [37]. van den Boom et al. used a level-set-based topology optimiza-
tion to design 3D PnCs with smooth boundaries [38]. However, these approaches
are computationally demanding since we may need several numbers of iterations to
arrive at an optimized design. In addition, numerous issues are present while trans-
lating these designs to functional devices that can be used in ultrasonic flowmeters.
The main challenge is with the fabrication as the feature size of the PnC’s PUC can
be in mesoscale (hundreds of microns to a few centimeters), which is challenging to
manufacture [42]. Another difficulty is with scaling since the structure and the PUC
the structure is made of have orders of magnitude differences in scale, requiring
the manufacturing process to deal with both meso- and macro-scales. Addition-
ally, for the ultrasound flowmeter under a high fluid pressure situation, the device
must possess a broad BG and high resistance against mechanical loading, further
complicating the design process.

The primary objective of the PnC is to mitigate crosstalk, i.e., to filter out elastic
waves traveling through the solid region for specific frequency ranges (in the MHz
range). In our previous work, we developed a PnC wave filter to mitigate crosstalk
from an ultrasonic flowmeter at high frequencies [43]. However, we did not opti-
mize its performance, which requires several iterations of the complete waveguide’s
transmissibility analysis. This optimization is challenging since dynamic analyses
of PnCs at high frequencies are computationally demanding while using standard
computational approaches such as finite element analysis (FEA). This is because
the PUC’s complex geometry and the waveguide’s large domain size (comprised of
several PUCs) lead to a large number of degrees of freedom (DOFs). Moreover,
the computational cost is further aggravated at high frequencies because a small
finite element mesh size is required to maintain spatial and temporal accuracy [44].
Although optimization of PnCs’ PUCs for BG maximization via band structure is fea-
sible [38–41], it is nearly impossible to perform optimization of the complete model
of a finite PnC structure using the transmissibility analysis due to the associated
enormous computational cost. Thus, to efficiently optimize the performance of the
PnC waveguide at high frequencies, a surrogate model—i.e., an approximate model
that is computationally less expensive than the complete model but which captures
its behavior with sufficient accuracy—is required. For instance, Yin et al. applied
dynamic condensation for band structure and transmission analysis of PnCs, where
they reduced the computational cost by condensing internal DOFs to the bound-
ary [45]. Similarly, Aumann et al. reduced the computational cost of the dynamic
analysis of acoustic metamaterials by using a parametric model order reduction ap-
proach based on Krylov’s subspaces’ moment-matching methods [46]. However, no
surrogate models have been developed to analyze 3D PnCs with applications in ul-
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trasonic flowmeters. In addition to the aforementioned challenges associated with
computational demands, the PnC design process is further complicated by environ-
mental conditions such as the surrounding fluid pressure, which impose additional
requirements and constraints.

One such requirement for the PnC structure is to have a fully closed construction.
This is important because transducers, where these waveguides are connected, are
immersed in fluid; thus, any fluid leakage into these structures could reduce their
performance. Additionally, the pressure from the surrounding fluid (approximately
15MPa) also imposes an immense mechanical load on the PnC waveguide, and thus
an additional objective for the design process. Designing a PnC waveguide with a
broad BG and appropriate mechanical strength is challenging since they are both
conflicting objectives. High contrast in mass densities and/or stiffnesses between
adjacent constituents of the PUC is needed for a wide BG [47], which creates weak
members within the PUC. The high-pressure load surrounding the PnC waveguide
induces tremendous stress in these thin members, which are likely to undergo yield-
ing. The effects of hydrostatic loading on 1D PnCs were explored by Mehaney and
Elsayed [48], who found a shift in BG frequency with increased pressure. However,
works that study the effect of hydrostatic pressure on 3D complex PnC structures
are still lacking. To the best of our knowledge, no studies have addressed the multi-
objective design of PnCs for maximizing the BG width and mechanical strength,
incorporating additional aspects such as manufacturing processes and industrial
standards.

In this study, we introduce for the first time a 3D PnC waveguide capable of
mitigating high-frequency broad-band acoustic noise at MHz ranges under high hy-
drostatic pressure. To that end, we propose a design procedure to maximize the
wave attenuation and minimize the stresses due to high fluid pressure. We also
consider manufacturability, domain-size considerations, and industrial standards in
the design process. We divide the problem into independent and dependent sub-
problems. Independent problems, such as the design of the PUC and the waveguide,
are performed separately, while dependent portions, such as different analyses of
the waveguide, are solved simultaneously. We also develop a surrogate model
to reduce the computational cost of the waveguide’s static and dynamic analyses.
Since this is a multi-objective design problem, there will be a Pareto set of optimal
designs, and our objective is to move towards such a front with our designs. To
that end, we use the parametric sweep to move towards optimum designs by de-
sign space trimming. Further, we use sensitivity analysis to arrive at an optimized
design that satisfies all constraints, which is fabricated via metal additive manu-
facturing. We then evaluate the quality of the fabrication process by measuring
the different parameters of the PnC waveguide using computer tomography. The
various steps in the proposed methodology can be applied as a whole or in parts
to other multi-objective challenging design problems (e.g., periodic structures with
time-consuming conflicting objectives) with appropriate modifications in the design
steps.
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𝑝

(a)

Pipe

(b)

Fluid

T1

T2

Piezo

PnC waveguide
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Figure 4.1: Schematics of in-line ultrasonic flowmeter: (a) is a fluid-filled pipe with two ultrasound
transducers T1 and T2 where the working signal (green arrows) and the signal via the solid region
(dotted red arrow) are provided. The inset in (b) shows the portion of the ultrasonic transducer with
a window (to transmit the acoustic energy to the fluid) and a PnC waveguide loaded by a hydrostatic
pressure load of magnitude 𝑝.

Figure 4.1 shows the schematic representation of an in-line ultrasonic flowmeter
where the working signal traveling through the fluid is marked using green arrows
while the signal traveling via the solid region is represented using a dotted red
arrow. Since we want to avoid their crosstalk, a PnC waveguide is placed between
the piezoelectric crystal and the adjacent pipe wall as shown in Figure 4.1(b). The
surrounding fluid exerts a high pressure 𝑝 on the transducer and the associated
PnC waveguide.

1. The ultrasonic transducer uses a pulse with a central frequency of 1MHz,
which should be the input signal for the PnC waveguide, and hence, the
waveguide should possess a BG with its central frequency close to 1MHz,
and a width at least 600 kHz;

2. Fluid seepage into the waveguide should be prevented, causing a reduction in
impedance contrast within the PnC, which leads to a reduction in performance.
Thus, the PnC device should be closed entirely from the outside;

3. As the flowmeter is exposed to a high-pressure environment, the waveguide
should be able to withstand a pressure load of up to 15MPa. Because the
high pressure could be detrimental to the internal features of the PUC, the en-
closure should have the additional function of withstanding the high-pressure
load;
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4. The device should be designed to operate in a wide range of temperatures,
from −150 °C till 600 °C, and the material should have a melting point beyond
600 °C;

5. The waveguide should be able to fit within the flowmeter (cylindrical shape),
for which the lateral dimension of the PnC waveguide should be less than
18mm;

6. Finally, the PnC device should be manufacturable with considerable accuracy
and precision (repeatability) at a reasonable cost.

We then derive the following objectives:

Objective 1: Maximize the PnC waveguide’s wave attenuation performance in the
frequency range from 700 kHz to 1.3MHz with the highest attenuation close
to 1MHz;

Objective 2: Minimize stress throughout the PnC structure when subjected to the
pressure load of 15MPa. Thus, the maximum stress developed in the structure
should be less than the allowable stress, 𝜎𝐴 = 𝜎𝑌/𝛾, where 𝜎𝐴 is the allowable
stress, 𝜎𝑌 is the yield strength, and 𝛾 is the safety factor of the material.

To satisfy some of the design requirements in order to reduce the design space, we
take the following design decisions:

• We select stainless steel 316 (SS316) as the preferred material for the PnC
waveguide since it has low thermal expansion (17.2×10−6/°C) and a high
melting point (1375 °C) to address the thermal requirements. Additionally,
since the transducer and associated structures are usually composed of SS316,
using the same material for the PnC structure would minimize the thermal
stress generation at interfaces;

• We consider a hexagonal PUC for the 3D PnC since it can be arranged close
to a cylindrical shape to satisfy the 5th design requirement above, i.e., to have
a diameter less than 18mm;

• Since the waveguide needs to be connected to the ultrasonic transducer, two
hollow-cylindrical fixtures are included in the design, which would ensure ad-
equate contact between the transducer and the waveguides;

• As BGs in PnCs are generated via Bragg scattering, we can estimate the outer
dimension of the PUC from Bragg’s law of diffraction by using the sound speed
in the material and the required central frequency as follows:

𝑛�̄� = 2𝑑 cos𝜃 �̄� = 𝑐/𝑓, (4.1)

where 𝑛 is an integer generally considered to be unity, �̄� is the wavelength of
the traveling wave in the material, 𝜃 is the angle the wave creates with the
normal of the incidence surface, 𝑑 is the periodicity of the scatterer (in the
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case of a PnC, it is equivalent to the distance between the PUCs), 𝑐 is the
wave speed of the material, and 𝑓 is the applied frequency. For SS316, the
wave speeds are 𝑐𝑃 = 4935.5m/s for pressure wave and 𝑐𝑆 = 3102.9m/s for
shear wave. For a normal incident wave, at 1MHz, 𝑑 is approximately 2mm,
which is selected as the outer dimension of the PUC;

• The PUC’s length scale greatly influences the PnC waveguide’s manufacturing
process. Since the outer dimension of the PUC is 2mm with a possibility to
have even smaller (sub-millimeter) internal features, the available fabrication
methods for SS316 are additive manufacturing [49] and wire electric discharge
machining [50]. Since, at a prototype stage, the latter is more expensive than
the former (two orders of magnitude), we select additive manufacturing as
the preferred manufacturing process.

4.3. Design process
To design a PnC waveguide that can satisfy the design requirements, we describe
the design process through various steps, as shown in Figure 4.2.

Step-1: We define various building blocks that will be used throughout the process;

Step-2: To design the PUCs, we perform different analyses of the building blocks;

Step-3: Using the build blocks, we design the complete waveguide, which is also
characterized using several analyses;

Step-4: To find an optimized design satisfying the objectives, we conduct design
space survey for adequate designs, followed by parametric sweeping;

Step-5: In the final step, we fine-tune the design using sensitivity analysis.

4.3.1. Step-1 – Conceptual building blocks
We need appropriate 3D PnC PUC that would provide adequate BG frequency range
as required by Objective 1. Additionally, we also select an outer wall to enclose
the waveguide and a slab to increase the strength in order to satisfy the design
requirements (Objective 2). Step-1 of the Figure 4.2 shows the schematics of all
these building blocks (3D PUC, wall, and slab). Since these schematics do not show
the exact building blocks, we proceed to Figure 4.3 for a detailed description; how-
ever, we will come back to Figure 4.2 when discussing the different design stages.
Previously, van den Boom et al. used topology optimization to maximize the BG of a
3D PUC, showing that a spherical cavity maximized the width of the band gap [38].
Since the primary objective of our PnC-based waveguide is to have a broad BG, we
design a hexagonal PUC possessing spherical features as shown in Figure 4.3(a).
This PUC is designed by connecting spheres with cylindrical rods since this combi-
nation provides a wide BG [43] and is a single-phase component. In other words,
the BG is generated because of the mismatch in the mass and stiffness between
the adjacent sphere and the rod, i.e., dissimilarity in the mechanical impedance,
unlike due to the acoustic impedance mismatch in multi-phase PnCs. A similar PUC
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Figure 4.2: Schematic of the design process with individual steps providing a global picture. Step-1
includes all the building blocks that constitute the design, whereas Step-2 describes the analysis of
the building blocks. Step-3 consists of different waveguide designs and their analyses, while Step 4
encompasses the parametric space, the design space reduction method, and the parametric sweep to
obtain nominal designs. Finally, Step-5 explains the fine-tuning process to attain optimal designs for the
required problem.

composed of spheres and ribs with the cubic arrangement was used in our previous
work, which also possessed a broad BG [43]. We also performed experiments on
this earlier prototype (fabricated via metal additive manufacturing) to characterize
the 3D PnC waveguide’s performance at MHz frequency ranges, and thus validated
the BG predicted numerically. There the spheres were in the middle of the ribs,
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Figure 4.3: Schematics of different PnC’s PUC and their corresponding irreducible Brillouin zones. (a) a
3D hexagonal PUC, where 𝒂𝑖 (i=1 to 3) defines its lattice vector. We have translated 𝒂1 and 𝒂2 along
the 𝑧-axis for visibility; however, this operation does not change the magnitude of these parameters. (b)
and (c), respectively, are the 2.5D hexagonal and square PUCs with corresponding lattice vectors, i.e.,
𝒃𝑖 (i=1 to 2) for hexagonal and 𝒄𝑖 (i=1 to 2) for square PUCs. (d) the IBZ of the 3D hexagonal PUC
(triangular prism), while (e) and (f), respectively, the IBZs of 2.5D hexagonal and square PUCs (both are
triangles). Additionally, we have marked the design parameters: rib diameter 𝜙 and sphere diameter 𝐷
in (a), slab thickness ℎ in (b), and wall thickness 𝑡 in (c), respectively.

resulting in challenges during fabrication using additive manufacturing due to the
large overhang angles. We address that problem in this work by positioning the
spheres at the intersections of the ribs, thereby reducing the overhang angles (see
Figure 4.3(a)). We define two design parameters for the PUC: the sphere diameter
𝐷 and the rib diameter 𝜙, which are later used in a parametric sweep to obtain
the widest BG frequency range. Figure 4.3(a) also shows the lattice vectors 𝒂1, 𝒂2,
and 𝒂3, although for visualization 𝒂2 and 𝒂3 have been translated to the top of
the PUC. Figure 4.3(b) and 4.3(c), respectively, represent the 2.5D hexagonal and
square PUCs that are used to design the outer wall and the internal slabs. These
structures are called 2.5D PnCs because they lack the periodicity in the third direc-
tion (𝑧-direction), although they are 3D structures. We have also marked lattice
vectors in the corresponding PUCs (𝒃1 and 𝒃2 in Figure 4.3(b) and 𝒄1 and 𝒄2 in
Figure 4.3(c), respectively.) Since 2.5D PUCs are also made of the same material
(SS316) as that of the 3D PUC, their lattice parameters’ magnitudes are also the
same for the 1MHz BG central frequency. Thus ‖𝒃1‖ = ‖𝒂1‖, ‖𝒃2‖ = ‖𝒂2‖, and
‖𝒄1‖ = ‖𝒄2‖ = ‖𝒂3‖. Two additional design parameters, the slab thickness ℎ and
the wall thickness 𝑡, are defined and later used in the parametric sweeping of the
complete waveguide design in Step-4.

To obtain the BG behavior of the aforementioned PUCs, we need to perform the
dispersion analysis as mentioned in the introduction. To that end, we transform the
PUCs from the Bravais lattice to the reciprocal lattice, where they are represented
using Brillouin zones (BZs) [51]. The smallest section of the Brillouin zone that can
accurately capture the band structure of the PUC is called the irreducible Brillouin
zone (IBZ) [51]; the more symmetries the PUC possesses, the smaller the IBZ.
Since the 3D hexagonal PUC has 24-fold symmetry, the resulting IBZ is a triangular
prism (marked using maroon arrows in Figure 4.3(a)). Similarly, the 2.5D hexagonal
and square PUCs, respectively, possess 12- and 8-fold symmetries; thus, they have
triangular IBZs, which are also marked using maroon arrows in Figure 4.3(b) and
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4.3(c). To design these PUCs for broad BGs centered around 1MHz, we carry out
their analysis using the band structure analysis as described next.

4.3.2. Step-2 – Analysis of the building blocks
Since both the 3D and 2.5D PnC structures are solely composed of solid material,
the wave propagation is governed by the elastic wave equation:

𝜌�̈� = (𝜆 + 2𝜇)Δ𝒖 − 𝜇∇ × ∇ × 𝒖, (4.2)

where 𝒖(𝒙, 𝑡) and �̈�(𝒙, 𝑡), respectively, are the spatial displacement and acceleration
as functions of position 𝒙 and time 𝑡. 𝜌 is the density of the material, and 𝜆 and
𝜇 are the Lamé coefficients; Δ and ∇× are, respectively, the 3D Laplacian and curl
operators. To fully define the boundary value problem, Equation 4.2 needs to be
supplemented by appropriate boundary conditions (BCs).

Band structure analysis
The band structure analysis is performed by applying Bloch-Floquet periodic bound-
ary conditions [52] along the boundaries of the PUC where the wave vector values
are restricted to the IBZ, as follows:

𝒖(𝒙 + 𝒂𝑖 , 𝑡) = 𝑒𝑖𝒌⋅𝒂𝑖𝒖(𝒙, 𝑡), (4.3)

where 𝒌 = (𝑘𝑥 , 𝑘𝑦 , 𝑘𝑧) is the 3D wave vector [53] and 𝒂𝑖 , 𝑖 = {1…3} are lattice
vectors as shown in Figure 4.3(a). By using FEA via the 𝜔(𝒌) approach – calculating
frequencies for given values of wave vectors [54], we obtain the band structure of
both 3D and 2.5D PUCs. Figure 4.4a represents the band structure of 3D hexagonal
PUC obtained for the design parameters 𝜙 = 0.4mm and 𝐷 = 1.6mm (not the
optimal case with respect to the BG width), with the shaded region showing the BG,
while the BZ and IBZ are shown in the inset. We calculate 40 wavebands through 8
branches of the IBZ, with a total of 96 wave vector steps (12 steps per branch) to
obtain the dispersion relation up to 2MHz. We observe a BG between the 11th and
12th wavebands that spans for 815.6 kHz (𝑓𝐻2 − 𝑓𝐻1). Note that this PUC design
satisfies the BG requirement; however, the remaining requirements still need to be
satisfied.

We also investigate the dispersion relation of the 2.5D square (Figure 4.3(b)) and
hexagonal (Figure 4.3(c)) PUCs by the same approach. Here we use correspond-
ing lattice vectors (𝒄𝑖 for square and 𝒃𝑖 for hexagonal) and IBZs (Figure 4.3(c) for
square and 4.3(b) for hexagonal, respectively). Figures 4.4b and 4.4c represent
band structures of square and hexagonal lattices, respectively, where shaded re-
gions represent corresponding BGs. In the case of the square lattice, we calculate
30 wavebands through 3 branches of the IBZ with 36 wave vector steps in total (12
steps per branch) to get the dispersion relation till 1.6MHz. For the square PUC,
two BGs are present, out of which, the first one is between 12th and 13th branches,
and spans for 215.8 kHz (𝑓′𝑆2 − 𝑓′𝑆1). The second BG is present between 14th and
15th branches, and has a frequency range of 153 kHz (𝑓′𝑆4−𝑓′𝑆3). In the case of the
hexagonal lattice, 50 wavebands are calculated through 3 branches of the IBZ with
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Figure 4.4: (a) Band structure of the 3D PUC hexagonal lattice of Figure 4.3(a) calculated up to 2MHz,
where the shaded region represents the BG. 𝑓𝐻1 = 0.53MHz and 𝑓𝐻2 = 1.34MHz define the extent of the
hexagonal PUC’s BG frequency range. The inset shows the hexagonal BZ with its IBZ (triangular prism),
where �̃� = ‖𝒂3‖ = 2mm. Similarly, (b) and (c) are, respectively, the band structures of 2.5D PnCs
with square and hexagonal PUCs, where the shaded regions represent corresponding BGs. The BG near
1MHz in the square PUC is bounded by 𝑓𝑆1′ = 0.86MHz and 𝑓𝑆2′ = 1.08MHz, while 𝑓𝐻1′ = 0.87MHz and
𝑓𝐻2′ = 1.03MHz are the bounding frequencies of the hexagonal PUC. Additionally, as shown in (b), the
second BG in the square PUC is between 𝑓𝑆3′ = 1.24MHz and 𝑓𝑆4′ = 1.36MHz. The insets in (b) and
(c), respectively, show the square BZ with its IBZ (triangular) and the hexagonal BZ with its IBZ (also
triangular), where ̃𝑐 = �̃� = 2mm.
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the same number of wave vector steps as in the square lattice to obtain the band
structure up to the same frequency (1.6MHz). We can see a BG between the 21st
and 22nd branches, which is 154 kHz wide. Notably, although the 2.5D PUCs’ BGs
are considerably narrower than that of the 3D PUC, the formers’ primary functions
are to prevent fluid leakage and provide structural strength to the waveguide. Thus,
a narrow BG close to 1MHz would be sufficient for the 2.5D PUCs since the frequen-
cies containing the largest energy contributions are close to 1MHz. Moreover, since
the waveguides have to mostly deal with bulk waves rather than surface waves, the
influence of 2.5D PnCs on the wave attenuation would be low. We now perform
a parametric sweep to obtain optimum ranges for the design parameters 𝜙 and 𝐷
and remove part of the design space that does not produce any BG.

3D PUC’s Parametric sweep
We identified the relevant design parameters from the building blocks as the sphere
diameter 𝐷, the rib diameter 𝜙, the wall thickness 𝑡, and the slab thickness ℎ. The
lower bound of these parameters is provided by the resolution of the manufacturing
process, for which additive manufacturing was selected in the decision phase. Their
upper bound is limited by the outer dimension of the PUC (see Table 4.1). Here

Parameters Min. Max. range in 𝜉
(mm) (mm) (0 to 1)

Rib diameter 𝜙 0.2 1.5 0.2 + 1.3 × 𝜉
Sphere diameter 𝐷 0.2 2 2 − 1.8 × 𝜉
Wall thickness 𝑡 0.2 1.5 0.2 + 1.3 × 𝜉
Slab thickness ℎ 0.2 1.5 0.2 + 1.3 × 𝜉

Table 4.1: Global ranges of design parameters subjected to manufacturing constraints and domain
limitations. All parameters are represented in terms of a dimensionless parameter 𝜉, so we can vary
them simultaneously during the diagonal sweeping.

we perform a parametric sweep over 𝐷 and 𝜙 in order to identify the parameter
combinations that produce a desirable BG width greater than 600 kHz, and in the
process, we trim the remaining design space of 𝜙 and 𝐷 as shown in Figure 4.5. To
that end, we step through the design space with a step size of 0.05mm and calculate
the BG width in every configuration of parameters. Since we need to conduct
several band structure analyses, we have to minimize the computational cost per
analysis. Thus, we limit the calculations to the 12th waveband and restrict the
eigenvalue analysis to four points per IBZ branch (a total of 32 points instead of 96).
These modifications result in a tremendous decrease in the computational cost, from
50min to 45 s per band structure. Figure 4.6 shows the results of this parametric
study. The figure shows the BG width as a function of the design parameters 𝜙 and
𝐷. Noteworthy, regions of the design space that do not produce any BG are trimmed
from the design space and excluded from this plot. Additionally, the dimensions
that are too close to the lower bound are also eliminated because of difficulty in
manufacturing. Thus the parameter ranges shown in Figure 4.6 are: 𝜙 from 0.3mm
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Figure 4.5: The flowchart showing the PUC’s parametric sweep, where band structure analysis is per-
formed while stepping through the PUC’s design domain (𝜙 and 𝐷). The designs with narrow BG width
(BG<600 kHz) are removed from the domain.
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Figure 4.6: Surface plot showing the BG width (in MHz) as a function of rib and sphere diameters, where
the isoline represents a BG width of 600 kHz. The rib diameter, 𝜙 varies from 0.3mm till 1mm, whereas
the sphere diameter, 𝐷 varies from 1mm to 2mm. Although the BG width increases with an increase
in 𝐷 and a decrease in 𝜙, it starts to reduce beyond 𝐷 ≈ 1.6mm. This is because large spheres reduce
the length of the interconnecting ribs, resulting in increased rib stiffness and, consequently, decreased
stiffness contrast between spheres and ribs. The hatched region (𝜙 from 0.3mm to 0.54mm and 𝐷
from 1.42mm to 1.875mm) in the plot shows parameter ranges corresponding to the acceptable BG
width.

to 1mm and 𝐷 from 1mm to 2mm. The figure shows that the BG width increases
with a decrease in 𝜙 and an increase in 𝐷 as this combination increases the variation
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in the mass and stiffness and, thus, the mechanical impedance contrast between
the rib and the sphere. However, the BG starts to decrease after 𝐷 = 1.6mm
(see Figure 4.6) as a further increase in 𝐷 results in a decrease in the stiffness
contrast. This is because the adjacent spheres become very close, resulting in
short connecting ribs, thus increasing the rib stiffness and eventually reducing the
BG width. Figure 4.6 also provides information about the parameter combinations
that produce narrow BGs (< 600 kHz), which are excluded hereafter from further
analysis (refer to the non-shaded regions from Figure 4.6). Thus we select ranges
of 𝜙 from 0.3mm to 0.54mm and 𝐷 from 1.42mm to 1.875mm (refer to the hatched
region in Figure 4.6). After trimming the PUC’s design space, we move towards PnC
waveguide design.

4.3.3. Step-3 – Conceptual waveguide design
3D PnC waveguides are formed by stacking the PUCs in all three directions as
shown in the schematic of Step-3 in Figure 4.2. To create the waveguide design,
we arrange seven 3D hexagonal PUCs in one layer (𝑥 − 𝑦 plane), which is then
stacked (ten layers) in the out-of-plane (𝑧) direction as shown in Figure 4.7(c). The
enclosure is then added by using the 2.5D square (Figure 4.7(b)) and hexagonal
(Figure 4.7(a)) waveguides covering the entire outer surface. Furthermore, as de-
scribed in Figure 4.7(c), two cylindrical fixtures of diameter 4mm, height 4mm, and
wall thickness 0.5mm are added at both ends (perpendicular to the 𝑥 −𝑦 plane) to
connect to the transducers. This waveguide’s wave propagation performance and
the resistance against mechanical loading are characterized by means of transmis-
sibility and static analysis, respectively.

Transmissibility analysis of the PnC waveguide with enclosure
The transmissibility analysis provides us with the attenuation rate of the supplied
elastic wave for a certain number of spatially arranged PUCs at a particular fre-
quency. This analysis can be used to design the total number of PUCs and their
orientation in space corresponding to a required attenuation rate. Thus, transmis-
sibility analysis adds an additional design parameter, the number of layers 𝑛, to
the parameters from Table 4.1, which we can use to tune the wave attenuation
performance of the waveguide.

The displacement transmissibility analysis is carried out by prescribing essential
(Dirichlet) BCs [55] �̄� at one end of the waveguide as shown in the hatched pattern
in Figure 4.7(c). The Dirichlet BC takes the form:

𝒖(𝒍, 𝑡) = �̄�𝑒𝑖𝜔𝑡 , (4.4)

where �̄� is the constant displacement imposed at one end (left end), 𝜔 is the applied
frequency in rad/s, and 𝒍 represents position vectors of the ring-shaped hatched sur-
face of the waveguide’s left fixture (marked in Figure 4.7(c)). For this analysis, the
remaining boundaries of the waveguide are free from traction. As the transmissi-
bility analysis is computationally expensive due to the large number of DOFs and
many frequency steps, we need to reduce its computational cost to perform sev-
eral transmissibility analyses. To that end, we generate a minimalistic model that
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Figure 4.7: Geometries of 2.5D PnCs’ waveguides and the enclosed PnC waveguide. (a) and (b) are 2.5D
hexagonal and cubic PnC waveguides. (c) the complete PnC waveguide consisting of 3D hexagonal PUCs
as internal structures, while 2.5D cubic PUCs are used to close the side walls. Moreover, 2.5D hexagonal
PUCs are applied to the top and bottom faces to close the PnC structure entirely. (c) also contains two
fixtures (marked using arrows) for connecting the waveguide to the rest of the transducer. The Dirichlet
BC is also provided in (c) on the hatched region.

can capture the dynamic response of the complete PnC waveguide while minimiz-
ing the computational cost. Thus, we perform the transmissibility analysis on PnC
waveguides with different numbers of layers while preserving their cross-sectional
topologies. Since a one-layer waveguide does not provide the attenuation rate due
to the lack of interfaces (between layers) to generate the BG, we investigate the
transmissibility of waveguides with 2, 4, 6, 8, and 10 layers. All these designs look
similar to the design from Figure 4.7(c) with varying heights (towards 𝑧−direction).
This approach allows us to compare their dynamic responses since the geometric
variation only occurs in one direction, and thus, the attenuation rate varies with a
single spatial coordinate (𝑧).

To compare the BG width between the band structure and transmissibility anal-
ysis, we select the same values for the design parameters from the band structure
study, i.e., 𝜙 = 0.4mm and 𝐷 = 1.6mm. Additionally, here we select the wall
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Figure 4.8: Transmissibility responses of hexagonal PnC waveguides with the different number of layers
calculated from 0.3MHz to 1.5MHz with a frequency step of 10 kHz. The shaded (and hatched) regions
represent BGs predicted by the 3D hexagonal (𝑓𝐻1 to 𝑓𝐻2), 2.5D square (𝑓𝑆1′ to 𝑓𝑆2′ and 𝑓𝑆3′ to 𝑓𝑆4′ ),
and 2.5D hexagonal (𝑓𝐻1′ to 𝑓𝐻2′ ) PUCs with parameters 𝜙 = 0.4mm, 𝐷 = 1.6mm, and 𝑡 = 0.4mm.
A 2-layer PnC waveguide with the Dirichlet BC is shown in the inset. The accuracy in capturing the
dynamic response of the complete waveguide (10 layers) decreases with a decrease in the number of
layers; thus, the model with six layers is selected since it captures most of the dynamic behavior of the
complete model.

thickness, 𝑡 = 0.4mm to be consistent with the rib diameter, which would reduce
complexities during finite element meshing. The analyses are performed by provid-
ing a continuous harmonic displacement of 1 µm amplitude for a frequency range
from 0.3MHz to 1.5MHz with a step of 10 kHz. The resulting transmissibility re-
lations for waveguides with different number of layers (2, 4, 6, 8, and 10) are
plotted in Figure 4.8, where the BGs predicted by band structure analyses of 3D
PUC is shown using gray shaded region, while the blue shaded and orange hatched
regions are, respectively, BGs of 2.5D cubic and hex PUCs. The geometry, along
with the Dirichlet BC of the 2-layer PnC waveguide, is also shown in the inset of
Figure 4.8. As shown in the figure, the waveguide with ten layers captures the
attenuation response (BG) predicted by the band structure analysis of the 3D PUC,
with the highest attenuation rate at 1.04MHz. We can also observe that the high-
est attenuation region is where the BG from the 3D PUC overlaps with 2.5D PUCs
because, in the remaining frequency ranges, the enclosure does not possess a BG,
which reduces the attenuation rate. Additionally, several peaks are present within
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the BG due to reflections from the free surfaces (outer surfaces of the enclosure),
which the band structure analysis cannot capture. However, in actual applications,
the PnC waveguides are connected to the transducer (via the fixtures), and part of
the energy is transmitted through these interfaces, reducing the reflection peaks.
Additionally, these peaks are further reduced by the influence of the surrounding
fluid, which channels the wave energy through the waveguide-fluid interface. More-
over, the targeted application involves a pulse instead of a continuous signal (as
mentioned in the problem statement), further reducing the reflections. Since accom-
modating all these conditions is practically impossible during parametric sweeping
in the later stage, we then apply low-reflection BCs around the waveguide (all outer
surfaces except for the hatched region from Figure 4.7(c)).

In addition to checking the attenuation response of the PnC waveguide, as dis-
cussed before, the transmissibility study in this section is used to determine a min-
imalistic model of the complete waveguide. As evident from Figure 4.8, designs
with two and four layers fail to capture the actual trend of the waveguide’s dy-
namic behavior of the complete model. In other words, they could not represent
the changes in attenuation rate with respect to frequency and the peaks of the 10-
layer PnC waveguide. The six-layer model, however, shows the dynamic response
of the entire model more accurately with a nominal computational cost, so it is se-
lected for further transmissibility analyses. After selecting this model and obtaining
the transmissibility response, we proceed with the static stress analysis of the PnC
waveguide.

Static stress analysis
To check the performance of the enclosed PnC waveguide against a fluid pressure
load (as required in Objective 2), we conduct static analysis. This analysis is car-
ried out after fixing the hatched region, where previously a harmonic displacement
was prescribed for the transmissibility analysis (refer Figure 4.7(c)) and by applying
a uniform pressure load of 15MPa on all its remaining outer surfaces, since the
entire waveguide is immersed in the fluid. The required BCs can be written as a
combination of Dirichlet and Neumann BCs as follows:

𝒖(𝒍) = 0; (4.5)

and,
𝝈 ⋅ 𝒏 = �̄� = −𝑝𝒏, (4.6)

where 𝝈 represents Cauchy’s stress tensor, and 𝒏 is the outward normal evaluated
on the entire waveguide boundary. �̄� is the traction generated due to the applied
pressure load 𝑝. We use von Mises stress throughout the structure as a measure
of stress [56] since it correlates with the yield criteria of ductile materials such
as SS316. The maximum stress obtained by the static analysis, 𝜎max is compared
against the allowable stress of the material to evaluate the mechanical performance
as described in Objective 2:

𝜎𝐴 =
𝜎𝑌
𝛾 = 400MPa

2 = 200MPa, (4.7)
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where 𝜎𝑌 is the yield stress for a SS316 structure fabricated via additive manufac-
turing [57] and 𝛾 = 2 is the safety factor selected from international standard ISO
2531 [58].

Figures 4.9(a) and 4.9(b), respectively, show the cross-sectional (CS) and lon-
gitudinal sectional (LS) views of von Mises stress distribution of the 10-layer PnC
waveguide with the same design parameters as the transmissibility analysis (𝜙 =
0.4mm, 𝐷 = 1.6mm, and 𝑡 = 0.4mm). It is noteworthy that since static analysis
is not computationally as expensive as transmissibility, we do not need to consider
a minimalistic model, and thus, we retain the 10-layer PnC waveguide during the
static analysis step. The highest stress region is encircled in Figures 4.9(b), which

0

900
983MPa

0

1009MPa
1000

(a) (b)

Figure 4.9: von Mises stress distributions of the PnC waveguide subjected to a pressure loading, where
(a) and (b), respectively, show the cross-sectional (CS) and longitudinal-sectional (LS) views. The max-
imum stress in LS is a localized value (encircled in (b)), whereas, in CS, it is distributed through internal
ribs.

is 1009MPa. This value is significantly higher than the allowable stress provided
in Equation (4.7). However, this stress is present in a very localized region, and
thus, the structure would try to cope with it by redistributing stress to the rest of
the regions after creating localized plastic deformations. On the contrary, the maxi-
mum stress in the CS (983MPa) is distributed through the center of all internal ribs
(see Figure 4.9(a)). Since the whole member (rib) is affected, this stress is more
severe than the former. Thus, the waveguide would likely fail if the cross-sectional
stress exceeds the allowable limit. Hence, the design in Figure 4.7(c), although
it possesses a broad BG, is not a desirable design from the mechanical loading
perspective. Thus, we need to expand our design space further to obtain designs
that satisfy all the requirements. Therefore, we perform a design space survey by
testing various waveguide designs against the two objectives.

Design space survey: identification of desirable waveguide designs
We modified the waveguide design to improve the mechanical strength, resulting
in ten new designs. They are checked for maximum von Mises stress due to the
loading and transmissibility area (𝑇𝐴), which is the area under the transmissibility
curve between the required frequency bounds (from 400 kHz to 1.4MHz, which is
the bandwidth of the ultrasound transducer).

Figure 4.10 shows different views of these ten designs and compares their per-
formances. The design shown earlier in Figure 4.7(c), which was used in both
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Figure 4.10: Transmissibility area vs. maximum von Mises stress for ten different initial designs. The
cross-sectional view and 3D view of all designs are also provided in the plot. A desirable design should
possess a higher transmissibility area and lower maximum stress. Thus, the design encircled with the
ellipse (design 10) is selected, which is a closed hexagonal PnC waveguide with slabs in alternate layers
perpendicular to the principal wave propagation direction.

transmissibility and static analyses, is represented as label 1 in the figure. Since the
maximum stress is far greater than 𝜎𝐴, we increase the outer enclosure thickness
and the internal rib diameter, resulting in the design labeled 2. These modifications
reduced the mechanical stress tremendously (from 983MPa to 420MPa). However,
it also reduced the 𝑇𝐴 (from 3.83MHz to 2.9MHz); hence, it is not a favorable
change. As cylindrical structures are ideal for pressure loads, designs featuring
cylindrical inclusions were investigated. As such, in the designs labeled 3 and 4,
the outer shell is replaced with different cylindrical enclosures, thereby decreasing
the maximum stress to 480MPa and 370MPa, respectively. However, similar to
the previous change, the 𝑇𝐴 also reduced (3.34MHz for design 3 and 3.33MHz for
design 4); still, design 4 is better than the other three. We also use a different type
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of cylindrical enclosures where instead of using one cylinder to enclose the waveg-
uide, we add multiple overlapping cylinders to close the waveguide (see designs 5
and 6). Since a circular ring possesses higher strength than a hexagonal ring (a
circular ring does not incur bending and has uniform stress for a pressure load), we
replaced the straight ribs with curved ribs from design 5, as shown in the design
labeled 6. As expected, designs 5 and 6 show superior mechanical performance.
We also investigated the influence of combining a cylindrical enclosure and curved
beams (see designs 7 and 8). Internal spheres were arranged cylindrically and
connected with straight (design 7) and curved (design 8) ribs. Even though both
showed improved mechanical strength, their TAs were drastically reduced, leav-
ing them as the least-performing designs. Since all modifications/additions thus far
have reduced one objective while improving the other, we need to find parameter(s)
whose variations will have a lesser adverse effect on one objective while positively
influencing the other. Thus, we introduced cross slabs perpendicular to the primary
wave propagation direction. These slabs are subjected to radial loading when the
pressure is applied, yielding a considerably lower stress since the radial stiffness
is far greater than the bending stiffness. The design labeled 9 possesses slabs in
every layer of the waveguide and thus has a maximum stress of 120MPa, which
is almost an order of magnitude lower than design 1 (same design without slabs).
However, since all the ribs within the waveguide were replaced, the resulting 𝑇𝐴
was also reduced excessively. Thus, we propose design 10, where only alternate
layers are replaced with slabs; this design possesses almost the same 𝑇𝐴 as design
1 with a significant reduction in maximum stress (347MPa compared to 983MPa of
design 1). This exploitation of the design space also provides us with information
about the variation in 𝑇𝐴 across different designs; thus, we choose the minimum
required 𝑇𝐴 as 𝑇𝐴𝑟𝑒𝑞 = 3.5MHz. We select design 10 as the preferred geometry,
from which the parametric space is further explored.

4.3.4. Step-4 – Parametric space survey
Using design 10, we further survey the parametric space to obtain designs that show
superior performance for all requirements. To that end, we sweep the parameters
within their respective ranges (see Table 4.1). We have updated the ranges for rib
diameter 𝜙 and sphere diameter 𝐷 after the PUC parametric sweep (see Figure 4.6).
Additionally, the number of layers in the waveguide 𝑛 (minimalistic model) was
also selected from the transmissibility analysis (see Figure 4.8). However, even
with this small number of parameters, exploring (and analyzing) each parameter
is practically impossible since we have an infinite number of combinations within
the design space. Although topology optimization has been used to maximize band
gaps in PnCs as discussed in the introduction, the technique is only applicable to the
design of a single unit cell [38]. And even for a single unit cell the computational
requirements are further reduced by optimizing only on a fraction of the domain in
pursuit of symmetric designs—thus enforcing the smallest irreducible Brillouin zone.
The excessive computational demands associated with the design of a PnC-based
structure composed of a finite number of unit cells preclude the use of topology
optimization. In this work we circumvent this difficulty by trimming undesirable
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regions of the design space by using different criteria, such as the minimum stress
constraint, for which a diagonal sweep through the parametric space is used, as
discussed next.

Diagonal sweeping
To understand the behavior of the objective functions in a portion of the design
space, we vary all design parameters simultaneously (diagonal sweep). To that
end, we define a non-dimensional parameter 𝜉 whose ranges are provided in Ta-
ble 4.1. As we already know the effects of variations of each parameter on the
objectives, we define 𝜉 such that its extreme values satisfy at least one objective.
For instance, a small value of 𝜙 and a large value of 𝐷 is desirable for maximizing
the BG width; however, high values of 𝑡 and ℎ improve the mechanical strength im-
mensely while reducing the transmissibility. Thus, we ensure that, with an increase
in 𝜉, parameters 𝜙, 𝑡, and ℎ increase while 𝐷 decreases.
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Figure 4.11: Variation of transmissibility and maximum stress of the finite waveguide corresponds to a
change in the nondimensional parameter 𝜉. The shaded region shows a sudden response jump due to
small variations in 𝜉 (𝜉1 = 0.4 to 𝜉2 = 0.41), indicating that the objective function space is rough in that
neighborhood.

Figure 4.11 shows both objectives as a function of 𝜉; notice that the shaded re-
gion displays a sudden jump in both objectives. A minute variation in 𝜉 (0.4 to 0.41)
results in a considerable change in objectives, implying that the objective functions
are highly nonlinear in that vicinity. Additionally, the 𝑇𝐴 has a steeper jump than
the maximum stress. Since the objectives are conflicting, extreme values of 𝜉 only
satisfy one objective and thus are removed, resulting in a reduced design space. Ad-
ditionally, we must select designs with appropriate trade-offs between objectives,
which will allow us to trim down the design space further. Thus, instead of a diago-
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nal sweep, we need to sweep through each parameter individually. However, since
transmissibility analysis is computationally expensive, we develop surrogate models
to reduce the computational cost. The first step is the minimalistic model (6 layer
PnC waveguide) discussed in Section 4.3.3. We further reduce the computational
cost of transmissibility analysis by starting with a coarser sample frequency step
(e.g., 100 kHz instead of 10 kHz). If the 𝑇𝐴 of this transmissibility response is much
lower than 𝑇𝐴𝑟𝑒𝑞, we trim the design space. After selecting the surrogate model,
we proceed to the parametric sweep of the PnC waveguide as described next.

PnC Waveguide’s Parametric sweeping

Trim design space
from the domain

𝜎max > 𝜎𝐴
Static analysis

Waveguide’s
design domain

𝜎max < 𝜎𝐴

𝑇𝐴 < 𝑇𝐴𝑟𝑒𝑞
Transmissibility

analysis

𝑇𝐴 > 𝑇𝐴𝑟𝑒𝑞

Reduced waveguide
design domain

Trim design space
from the domain

Figure 4.12: Flowchart showing the design procedure to trim down the waveguide’s design space, in-
cluding different analyses (static and transmissibility) and corresponding criteria. The order of analysis
steps is selected based on their computational cost since, for instance, if a design does not qualify for
the static analysis, we do not need to compute expensive transmissibility analysis.

Parametric sweeping of the waveguide is conducted by sweeping through all the
design parameters of the waveguide (𝜙, 𝐷, 𝑡, and ℎ) similarly to the PUC’s para-
metric sweep discussed in Section 4.3.2. We construct PnC waveguides within this
design space and check their performance using static and transmissibility analyses
by following the flowchart in Figure 4.12. As the static analysis is the least expen-
sive of the two, we first inspect the performance of the waveguide against pressure
loading. We further trim the design space if the maximum stress in the PnC waveg-
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uide 𝜎max is greater than 𝜎𝐴. Additionally, if the difference between 𝜎max and 𝜎𝐴
is significantly high, we take larger steps in the parameter space before perform-
ing the static analysis again. If this sizable parameter step is sufficient to satisfy
the static load requirement, we trim the intermediate portion of the design space
and proceed to the transmissibility analysis. Otherwise, we choose a subsequent
parameter step to create a waveguide design, which is analyzed via static analysis,
and the resulting 𝜎max is compared against 𝜎𝐴. The design that passes through
this step is tested using the transmissibility analysis, whereby we compare its 𝑇𝐴
against 𝑇𝐴𝑟𝑒𝑞, and if 𝑇𝐴 is much smaller than 𝑇𝐴𝑟𝑒𝑞, we filter the design from the
design domain and continue the process similar to the previous step (static analysis).
Since both objectives are conflicting, by continuously trimming, we reach a reduced
design space possessing designs with adequate trade-offs between both objectives.
We see that designs with 𝜙 < 0.4mm, 𝑡 < 0.8mm, and ℎ < 0.8mm fail to satisfy
the static load requirement; similarly, designs with 𝐷 < 1.6mm and 𝑡 > 1.2mm
have low 𝑇𝐴. Thus, the reduced design space is 𝜙 ⊆ {0, 4, 0.54}, 𝐷 ⊆ {1.6, 1.875},
𝑡 ⊆ {0.8, 1.2}, and ℎ ⊆ {1, 1.4}. We then perform sensitivity analyses to improve
the design further, zooming into the design space vicinities and moving towards a
Pareto front of optimal designs.

4.3.5. Sensitivity analysis
Sensitivity analysis determines how an objective function is influenced by the rate of
change of the design variable [59]. We use small (2%) and large (10%) variations to
generate sensitivities of both objective functions for all the design parameters [60].
Using sensitivities, we zoom into the vicinity of a given design to explore whether
further performance improvement is possible. By iteratively performing sensitivity
analysis, we move in the direction of the Pareto front, beyond which one can only
improve one objective by compromising the performance of the other.

After selecting the lowest bound design (𝜙 = 0.4mm, 𝐷 = 1.6mm, 𝑡 = 0.8mm,
and ℎ = 1mm) from the reduced design space, we increment each parameter and
calculate objective functions. Noteworthy is that, here, 𝑇𝐴 has been replaced by the
signal-to-noise ratio (SNR) since the former characterizes the PnC waveguide alone;
in contrast, the latter incorporates details of the supplied input signal also (see
Section 4.2). SNR is obtained by convoluting the PnC waveguide’s transmissibility
response with the input pulse. The time and frequency responses of the input pulse
are provided in the supplementary material. Increasing all parameters except the
wall thickness by 10% improved both SNR and rib center stress. After another
iteration of a 10% increase in 𝐷 and ℎ, we arrive at the base design shown in
Figure 4.13, which is the plot between the two objective functions for different
designs and their sensitivities. We repeat the sensitivity analysis until the new
sensitivities do not improve the performance of one objective without sacrificing
the other. The encircled design from Figure 4.13 possesses an SNR of 75 dB with
a rib center stress of 113MPa, which are both desirable objectives. The design
marked as a blue diamond could also be an appropriate design; however, its sphere
diameter is slightly higher than the upper bound (1.887mm>1.875mm). Similarly,
the slab thickness of the encircled design is also close to its upper limit; thus, further
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Figure 4.13: Sensitivity plot of signal-to-noise ratio and rib center stress corresponding to independent
variations of all design parameters, where the desired design is encircled. 2% and 10% variations are
used to capture local sensitivities, which are used to further advance the design towards an optimum.
Note that we have not provided 10% variation for the sphere diameter 𝐷 because its value is already
close to its upper bound (1.875mm for the base design) and cannot be increased further.

zooming in the vicinity of these two designs is difficult. Hence, the encircled design
is selected as the desired final design with parameters: 𝜙 = 0.44mm, 𝐷 = 1.85mm,
𝑡 = 0.8mm, and ℎ = 1.4mm.

4.3.6. Inspection of the PnC waveguide fabricated via additive
manufacturing

(a) (b)

Figure 4.14: (a) The photograph of a 3D PnC waveguide realized via metal additive manufacturing
(selective laser sintering). (b) The CT scan of the longitudinal section through the center of the fabricated
PnC waveguide shows the internal features. The difference in the feature sizes along the length is due
to the orientation of the specimen in the micro-CT scanner, which distorted its view.
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The final design’s parameters are still difficult to realize using SS316 via avail-
able 3D printing technology (selective laser sintering) due to the high decimal pre-
cision (0.01mm) used in the design process. Due to the intricacy of the design—
i.e., multiple orientations of the ribs, large flat surfaces that are normal to the
printing orientation, and the outer enclosure—currently available additive manu-
facturing technology cannot achieve the desired manufacturing tolerances. Thus,
we fabricate a 3D PnC waveguide with slightly different design parameters, i.e.,
𝜙 = 0.5mm, 𝐷 = 1.8mm, 𝑡 = 1mm, and ℎ = 1mm, whose photograph is shown
in Figure 4.14(a). Noteworthy, these modifications will affect the waveguide’s per-
formance; however, they are not so significant since the waveguide still satisfies
all design requirements. To compare the feature size and shape with the design,
we performed a computed tomography (CT) scan of the specimen using a micro-CT
scanner (Phoenix Nanotom). The rib diameter, sphere diameter, and wall thickness
are consistent between the design and the printed part, with slight variations. How-
ever, the slab thickness experienced a 15% average increase during manufacturing.
The cross-sectional and longitudinal-sectional views of the PnC waveguide’s CT scan
with parameter measurements are provided in the supplementary material. The in-
crease in the slab thickness could further improve the mechanical resistance. In
addition, the outer surface of the waveguide is rough, as shown in Figures 4.14(a)
and 4.14(b), which could influence its transmission behavior. Since a rough sur-
face always creates more resistance to wave propagation than a smooth one, the
increased surface roughness could be an advantage in reducing wave transmission.
However, since we deal mainly with bulk rather than surface waves, this influence
would also be minimal in the performance of the PnC waveguide.

4.4. Conclusions
In this paper, we presented a methodology for the design of a phononic crystal
waveguide that maximizes wave attenuation while minimizing mechanical stress.
We incorporated additional aspects to the design process, such as manufacturing
considerations, domain size limitations, and industrial standards. Since various com-
putationally expensive analyses were required, we used surrogate models, thereby
minimizing analysis costs. By means of a parametric sweep we could explore the
multi-dimensional design space in pursuit of an adequate design. Additionally, using
sensitivity analysis, we obtained an adequate design that is part of a Pareto front,
which satisfies all constraints. We realized that design via additive manufacturing
and inspected using a micro-CT scanner.

Our concluding remarks are:

• For a single-phase 3D solid PnC, although the BG width increases with the
contrast between the adjacent members’ dimensions within the PUC, a maxi-
mum value exists beyond which any increase in dimensions decreases the BG
width. This behavior is because, beyond the optimum value, any attempt to
increase the contrast in properties (mass and/or stiffness) by changing the di-
mensions of the PUC’s internal features results in a decrease in the mechanical
impedance mismatch, thereby lowering the BG width;
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• When attempting to maximize the performance of PnCs (or similar structures)
to conflicting objectives, it is necessary to identify parameters whose vari-
ations do not influence the objectives adversely. In our case, we selected
the thickness of slabs in alternate layers. Increasing this thickness improves
mechanical strength tremendously while having little influence on wave atten-
uation behavior;

• While solving a multi-objective design problem within a design space consist-
ing of several parameters (five in our case), it is necessary to trim the design
space if associated analyses are computationally expensive. The trimming cri-
teria can be derived from the design requirements and the objective functions’
response to the parameters;

As a further step, we can generalize this design procedure to apply to other multi-
objective problems having expensive and/or contradicting objectives with appropri-
ate modifications in selecting the design parameters, analysis steps, and design
space trimming criteria.

4.5. Appendix
4.5.1. Input pulse of the ultrasound transducer
The ultrasound transducer generates a high-frequency displacement pulse centered
around 1MHz, which is used for the flow measurement. Since the PnC waveguide
needs to filter the signal from the transducer, we use the same signal as the input
for the PnC waveguide. Figure 4.15a and 4.15b show the input pulse’s time and
frequency domain responses, where the displacement is plotted as functions of
time (4.15a) and frequency (4.15b). The frequency corresponding to the peak
displacement is marked as 𝑓′𝐶 in Figure 4.15b whose value is 950 kHz, which is close
to the central frequency (𝑓𝑐 = 1MHz) used in the main document.

4.5.2. Micro CT images of the 3D printed PnC waveguide
After fabricating the 3D PnC waveguide via metal additive manufacturing using se-
lective laser sintering, their internal features are measured by a micro CT scanner
(Phoenix Nanotom). The cross-sectional and longitudinal sectional views of the
waveguide are shown in Figure 4.16(a) and 4.16(b), respectively. We also mea-
sured all the design parameters (rib diameter, sphere diameter, wall thickness, and
slab thickness) from the CT-scanned images. A list of measurements performed at
different locations is provided in Figure 4.16(c), where we highlight the slab thick-
ness measurements using a red box. The remaining parameters are close to their
prescribed values, while the slab thickness experiences, on average, 15% variation.
This is due to the limitations in additive manufacturing while printing flat parts at
90°.
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Figure 4.15: The input displacement signal is represented as functions of time (a) and frequency (b).
The frequency corresponds to the peak displacement is marked as 𝑓′𝑐 = 950 kHz in (b).
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(a) (b) (c)

Figure 4.16: Cross-sectional (a) and longitudinal sectional (b) views of Micro CT images of the fabricated
3D hexagonal PnC waveguide. Measurements of various design parameters (𝜙, 𝐷, 𝑡, and ℎ) are listed
in (c), where the red box shows the slab thickness values. As evident from the measurements, the slab
thickness shows, on average, 15% variation to the required value. The remaining parameters are close
to the prescribed values.
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5
Phononic crystals’ band gap

manipulation via
displacement modes

Phononic crystal band gaps (BGs), which are realized by Bragg scattering,
have a central frequency and width related to the unit cell’s size and the
impedance mismatch between material phases. BG tuning has generally
been performed by either trial and error or by computational tools such as
topology optimization. In either case, understanding how to systematically
change the design for a particular band structure is missing. This letter ad-
dresses this by closely studying the displacement modes within the wave-
bands that are responsible for the BG. We look at the variation in different
displacement modes due to the changes in the geometry and correlate these
changes to their corresponding band structures. We then use this insight to
design the unit cell for a particular application, for instance, for generating
partial BGs.

5.1. Introduction
Phononic crystals (PnCs) are artificial materials that rely on the periodicity of scat-
terers in a matrix to derive unusual properties, such as band gaps (BGs), which are
frequency ranges where mechanical waves are attenuated [1, 2]. These BGs are
generated because of the destructive interference of waves due to Bragg scatter-
ing at material interfaces of the periodic unit cell (PUC) [3]. As a result, PnCs are
currently being explored in various applications, such as vibration isolation [4], en-
ergy harvesting [5, 6], wave steering [7, 8], and acoustic cloaking [9, 10], among
others [11, 12].

Parts of this chapter have been published in Solid State Communications 361, p. 115061 (2023).
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BGs can be identified by means of the PnCs band structure (or dispersion rela-
tion) [13], which is obtained by solving a series of eigenvalue problems that are
derived by considering a finite set of wave vectors along the irreducible Brillouin
zone (IBZ) [14] and prescribing their corresponding Bloch-Floquet periodic bound-
ary conditions [15]. The achieved band structure relates the frequency to the wave
vector and provides us with the wave speeds of different wavebands (frequency
bands present in the band structure) and BGs. An example is shown in Figure 5.1
with the PUC, its IBZ (marked inside the first Brillouin zone), and the band structure
with the BG (shaded region).

For designing PnCs, it is essential to understand how changing the geometric
features of the PUC affects the band structure. As BGs in PnCs are generated due
to Bragg scattering, the BG central frequency is related to the dimensions of the
PUC (Bragg’s law of diffraction [3]). As a result, scaling the PUC geometry allows us
to shift the BG in the frequency domain. Moreover, the BG width is directly related
to the impedance mismatch between the material phases within the PUC. Hence,
changing this feature allows tuning of the BG width. Band structure manipulation,
in general, is conducted either by trial and error or by using existing designs with
specific known BG properties that can be subjected to minor changes—for instance,
tuning partial BGs (PBGs) of topological PnCs [16]. PBGs are intriguing features be-
cause unlike a complete BG, PBGs possess directional aspects, i.e., using PBGs, we
can control the propagation direction of incoming waves. PBGs are used in applica-
tions including directional waveguiding [17] and medical imaging [18]. However, to
obtain PBGs, one needs to break the spatial symmetry in the structure, thus making
the design process more intricate. Hence sophisticated computational tools such
as topology optimization [19] have also been used for designing PnCs with PBG.
Nevertheless, the relation between different wavebands, variations of wavebands
with regard to the PUC geometry, and other factors affecting their changes have
not fully been explored.

We propose a design approach to make informed changes to the PUC geometry
to achieve the desired BG based on the displacement modes associated with specific
points in the band structure. We apply this approach to design 2D PnCs possessing
PBGs from an initial design having a BG.

5.2. Analysis of a 2D solid phononic crystal
Consider a single phase 2D PnC composed of a solid material as shown in Fig-
ure 5.1(a) where the geometric parameters, 𝑎, 𝑤, and 𝑡, are marked using arrows.
The particular shape of this initial design is irrelevant since the only objective of
this design is to possess a BG, which can be achieved by various means. For in-
stance, a two-phase design where a spherical (or any other shaped) scatterer in a
substrate structure would also possess a BG and can be used as the initial design.
However, a single-phase design is easier to manufacture at smaller scales than a
two-phase design. The interior of the PUC (Figure 5.1(a)) is considered to be void,
and thus the wave propagation through this geometry is governed by the elastic
wave equation:

𝜌�̈� = (𝜆 + 2𝜇)Δ𝒖 − 𝜇∇ × ∇ × 𝒖, (5.1)
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𝑥 (b) (c)

Γ 𝑋

𝑦

Upper BG waveband

Lower BG waveband
(a)

𝑋′

𝑀𝑅𝑀′

𝑎

𝑏 = 2𝜋/𝑎

𝑤
𝑡

Figure 5.1: Schematic of a 2D PnC: (a) the PUC where the lattice length 𝑎 = 0.75mm, width and
thickness of the thin sections, 𝑤 = 0.1mm, and 𝑡 = 0.025mm, respectively, are marked, (b) the
complete Brillouin zone (dashed lines) with the dimension 𝑏 and the triangular IBZ (solid lines), (c)
corresponding band structure with the shaded region representing the BG bounded by upper and lower
wavebands.

where, 𝒖(𝒓) and �̈�(𝒓) are the spatial displacement field and acceleration, respec-
tively, and 𝒓 is the position vector. 𝜌 represents the density of the material, and 𝜆
and 𝜇 are the Lamé coefficients, whereas Δ and ∇×, respectively, are 2D Laplacian
and curl operators. We consider polysulfone (PSU) to be the preferred material for
the analysis with 𝜌 = 1350 kg/m3, elastic modulus, 𝐸 = 5.18GPa, and Poisson’s
ratio, 𝜈 = 0.37.

We apply the Bloch-Floquet periodic boundary condition [15] while sweeping
the wave vector through the IBZ (highlighted using solid lines in the Brillouin zone
from Figure 5.1(b), where 𝜞 = 0) to obtain the band structure response as shown
in Figure 5.1(c). The equation takes the following form:

𝒖𝑛+1(𝒓) = 𝑒𝑖𝒌⋅𝒂𝑖𝒖𝑛(𝒓), (5.2)

where 𝑛 is the PUC’s index, 𝒌 = (𝒌𝑥 , 𝒌𝑦) is the wave vector in 2D [20], 𝒂𝑖 = (𝒂𝑥 , 𝒂𝑦)
is the lattice vector, where ‖𝒂𝑥‖ = ‖𝒂𝑦‖ = 𝑎, and 𝑖 is the complex number. The
upper and lower wavebands bounding the BG are also marked in Figure 5.1(c).
Starting from the given PUC, we would like to design another PUC that possesses
PBGs (BGs only in specific ranges of the wave vector) instead. In that case, we need
to influence these bounding modes and create localized changes in the band struc-
ture. Since geometry changes to the PUC may break its symmetry, we may also
need to change the IBZ and sweep through more branches to obtain a complete
band structure [21]. We instead use a half Brillouin zone (HBZ) from the beginning,
as any change in the geometry can be accommodated by the band structure with-
out modifying the HBZ [21]. Figure 5.2(b) shows the same PUC from Figure 5.1(a),
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(c)
𝐷𝐿1 𝐷𝐿2 𝐷𝐿3

𝐷𝑈1 𝐷𝑈2 𝐷𝑈3
Γ 𝑋

𝑀

𝑋′

𝑀′ 𝑅

(b)(a)

𝑡1

𝐴3 𝐴4

𝑡2

𝑡4

𝑡3
𝐴1 𝐴2

𝐷𝑈1 𝐷𝑈2

𝐷𝐿1 𝐷𝐿2 𝐷𝐿3

𝐷𝑈3

Figure 5.2: Schematic showing (a) band structures of initial and updated PUCs with hatched and shaded
regions showing corresponding BGs, (b) Initial PUC with HBZ, and (c) relevant displacement modes. The
PUC has been segmented into different portions such as thicknesses of ribs (𝑡1 through 𝑡4) and areas
of triangular shapes (𝐴1 through 𝐴4). 𝐷1 through 𝐷3 are three displacement modes from the first three
branches of the HBZ corresponding to the BG. Superscripts 𝐿 and 𝑈 respectively represent lower and
upper BG wavebands.

with an HBZ, and Figure 5.2(a) shows the corresponding band structure represented
using dotted curves. Figure 5.2(c) also shows a few displacement modes (marked
with arrows in Figure 5.2(a)), which are selected at the HBZ’s first three branches’
midpoints. The band structure and displacement modes are obtained via the 𝜔(𝒌)
approach using finite element analysis [22] by solving the wave equation (5.1) sub-
jected to Bloch-Floquet periodic boundary condition (5.2). The superscripts 𝐿 and
𝑈 represent points on the lower and upper BG wavebands (bounding bands) within
the band structure. To tune the band structure locally, we make necessary modifi-
cations to the geometry, changing the corresponding displacement mode by locally
changing the stiffness or mass using concepts from basic mechanics. Noteworthy
is that the modifications in the geometry are not particular to the initial design since
the changes are based on displacement modes that can be applied to any selected
initial design. Take, for instance, 𝑡1 through 𝑡4 and 𝐴1 through 𝐴4 as design pa-
rameters (refer Figure 5.2(b)). These can be considered as springs and masses
with the associated behaviors. Increasing thicknesses 𝑡2 and 𝑡4, in turn, increases
stiffnesses (and, in effect, frequencies) of 𝐷𝐿1 and 𝐷𝐿3 more than 𝐷𝐿2 since the latter
is a combination of axial and bending modes, which turns to a bending dominated
mode because of the asymmetries introduced (see the transition of the 3rd wave-
band in Figure 5.2(a)). Similarly, for masses, removing material from the center of
rotation has minimal effect on rotating modes (e.g., 𝐷𝑈2 ) while having a substantial
effect on translational modes (e.g., 𝐷𝑈1 ). The effect of local changes can then be
visualized by regenerating the band structure, as we have done in Figure 5.2(a).

5.3. Partial band gap generation by manipulating
displacement modes

Our objective is to obtain the topology of the PUC for the desired band structure. As
an example, we want to create a geometry with a band structure possessing PBGs,
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which allow the propagation of waves with short wavelengths closer to 𝒌 = 𝜞 while
attenuating the rest of the waves (refer Figure 5.3(b)). This peculiar property would
allow the PnC structure to act as a polarizer/filter for shear (S) waves, i.e., it permits
the propagation of S waves while suppressing pressure (P) waves in the same direc-
tion. Consider, for instance, the initial PUC and the band structure (Figure 5.2). We
need to manipulate the bounding bands (3rd and 4th bands) such that they intersect
at a particular position (in the current case at 𝒌 = 𝜞). So we increased the thick-
nesses 𝑡2 and 𝑡4, which resulted in an increase in stiffness (as mentioned already);
therefore, corresponding points (from 3rd band) in the band structure moved up.
To further locally tune the band structure, we introduced additional asymmetries
by supplying 𝑡1 through 𝑡4 with linearly variable thicknesses, thus moving only the
points of the lower BG waveband near 𝒌 = 𝜞 up. Further, 𝐴1 and 𝐴4 were increased
(thus increasing the corresponding masses), which resulted in shifting down the 4th

band closer to 𝜞. We repeated this process for a few more steps and obtained PBGs
in the band structure. Figure 5.3(a) shows the initial and modified band structures,
where we can see the shifting of the upper and lower BG wavebands till they inter-
sect. Figure 5.3(b) and (c) respectively represent the corresponding PUC geometry

Γ 𝑋

𝑀

𝑋′

𝑀′ 𝑅

(b)(a) 𝐷𝐿𝐴 𝐷𝐿𝐵(c)

𝐷𝑈𝐴 𝐷𝑈𝐵
𝐷𝐴 𝐷𝐵

Figure 5.3: Schematic representing (a) Band structures of the initial and modified PUCs where hatched
and shaded regions respectively show the initial BG and updated PBGs, (b) modified PUC with HBZ, and
(c) corresponding displacement modes. 𝐷𝐴 and 𝐷𝐵 are displacement modes close to the separation of
two BGs by a transmission region. Their locations in the bandstructure are marked in (a).

and displacement modes. All design steps, together with their corresponding PUCs,
band structures, and selected displacement modes, are provided in the supplemen-
tary material. It should be noted that the redistribution of the material reduced
the contrast in the stiffness and mass between the adjacent phases within the PUC,
thus reducing the BG width. A transmission analysis is performed on an 8 × 8 PnC
waveguide array to verify the band structure, whose geometry and the result are
also provided in the supplementary material. Transmission of S waves shows more
than two orders of magnitude compared to P waves traveling in the same direction;
thus, we can infer that the obtained PnC design is an S wave polarizer.
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5.4. Introducing resonator modes to create partial
band gaps

Instead of making local changes to the PUC, a PBG could also be obtained by intro-
ducing a resonator. These resonators can produce BGs (due to local resonance), as
in the case of an acoustic metamaterial [23, 24]. By tuning the frequency and the
spatial orientation of the resonator, PBGs can be generated at a given frequency
range in the original band structure (without the resonator). However, the intro-
duction of the resonator changes the PUC topology, which may result in drastic
changes in the existing band structure depending upon the level of coupling be-
tween the modes of the resonator and the remaining PUC. Adding a resonator at
a 45° to the PUC from Figure 5.2 results in strong coupling between their modes
because the resonator is connected to the stiffer portion of the PUC. Thus we can-
not create a localized change in the band structure. Therefore no PBGs can be
created (the geometry, band structure, and relevant displacement modes are avail-
able in the supplementary material). Hence, to obtain a PBG, we need to have a
weak coupling between these modes (in the current case, modes from the lower
BG waveband and the adjacent waveband introduced by the resonator), such that
changes in the desired resonator mode have limited influences to the rest of the
band structure.

(b)(a) 𝐷𝐿𝐴 𝐷𝐿𝐵

𝐷𝑈𝐴 𝐷𝑈𝐵

(c)

Γ 𝑋

𝑀

𝑋′

𝑀′ 𝑅

𝐷𝐴 𝐷𝐵

Figure 5.4: (a) comparison of band structures between initial and resonator PUCs where the resonator
introduced wavebands are shown using solid curves, while the hatched region represents the former’s
BG, (b) schematic of the PUC with a vertical resonator and its HBZ, and (c) relevant displacement modes.

For instance, by adding a resonator connected vertically to the PUC of Fig-
ure 5.2(a) (see Figure 5.4(b)), we could introduce additional bands within the BG of
the initial PUC ( as represented by solid curves in Figure 5.4(a)). 𝐷𝐿𝐴 and 𝐷𝐿𝐵 From
Figure 5.4(c) are displacement modes corresponding to the points of the lower BG
waveband of the PUC. Since this band and corresponding displacement modes are
similar to the original PUC from Figure 5.2 (although 𝐷𝐿𝐵 shows 90° rotation to that
of 𝐷𝐿1 because the corresponding wave vector experiences the same rotation), we
can state that the resonator and the remaining PUC modes have a weak coupling.
Because, in the vertical orientation, the resonator is connected to the flexible region
of the PUC, thus, reducing their interactions. However, both 𝐷𝑈𝐴 and 𝐷𝑈𝐵 are almost
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exclusively resonator modes; hence, we can tune the corresponding band locally
by changing these modes (𝐷𝑈𝐴 and 𝐷𝑈𝐵 ) with minimal effects on the rest of the band
structure.

To create the PBG, we can bring this resonator-dominant waveband closer to
the lower BG waveband by reducing its frequency. For instance, by increasing the
area of the central square of the resonator, as shown in Figure 5.5(b), we could in-
crease its mass to bring down the frequency of the upper waveband. Figure 5.5(a)
shows the band structures of the PUC with the resonator and the PUC with an up-
dated resonator where the upper and lower wavebands are connected at 𝒌 = 𝜞 to
form partial BGs. The corresponding displacement modes (see Figure 5.5(c)) are
virtually identical to that of the initial resonator (see Figure 5.4(c)), implying that
the changes in the resonator did not modify the modes. In comparison with the
previous case (tuning existing bands to obtain the desired band structure behavior),
a resonator allows placing additional wavebands at desired locations in the band
structure. Moreover, the changes in the resonator have very localized effects on
the band structure (they affect the resonator wavebands). This can also be verified
by the fact that the lower waveband, where BG begins, experienced few changes
due to the introduction and modification of the resonator (see Figure 5.4(a) and
Figure 5.5(a)). Similar to the previous case described in Section 5.3, a transmis-

(b)(a) 𝐷𝐿𝐴 𝐷𝐿𝐵

𝐷𝑈𝐴 𝐷𝑈𝐵

(c)

Γ 𝑋

𝑀

𝑋′

𝑀′ 𝑅

𝐷𝐴 𝐷𝐵

Figure 5.5: (a) Band structure comparison between PUC with a resonator and the PUC with the modified
resonator, where hatched and shaded regions are the BG of the initial PUC, and PBGs of the PUC with
modified resonator, (b) schematic of the resonator PUC with HBZ, and (c) relevant displacement modes.

sibility analysis can be performed on a finite PnC waveguide based on the PUC
(Figure 5.5(b)) geometry. Since the procedure is the same as described in the
supplementary material, we avoid it for brevity.

5.5. Conclusion
In this work, we proposed an approach to understand the link between PUC ge-
ometry and the band structure effectively, and we showed that it can be used
to make predictable changes to the band structure by locally tuning the PUC by
either changing the geometry or by introducing a resonator. These local modifica-
tions follow from straightforward mechanics’ principles. Starting from a given PUC
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geometry and its corresponding band structure, we showed that PBGs could be
generated by following this approach, resulting in a new geometry by tuning the
relevant displacement modes. We also demonstrated that we can manipulate the
band structure further by introducing resonators with particular resonance frequen-
cies and spatial orientations. By tuning distinct resonator modes after studying their
influence on the band structure, we effectively generated PBGs. Thus, we conclude
that this displacement mode-based approach is a useful tool for BG manipulation
and tuning the band structure for PnCs and PnC-inspired components. Moreover,
we could use the results of this approach as initial designs for further tuning by
systematic computational tools such as topology optimization.

5.6. Appendix
5.6.1. Tuning the BG wave bands to obtain a partial BG
From the initial PUC (refer to the Figure 5.2 of the main document) that shows a
broad complete BG, we have selected the relevant displacement modes (𝐷𝐿1 through
𝐷𝐿3 and 𝐷𝑈1 through 𝐷𝑈3 ) for tuning. To increase the eigenfrequencies of 𝐷𝐿1 and
𝐷𝐿3 modes (to move them up in the waveband), we increased their stiffnesses by
increasing thicknesses of 𝑡2 and 𝑡4, and the resulting band structure is shown in
Figure 5.6(a). By comparing the band structures of the initial PUC with this PUC, we
can observe a shifting up of the lower BG waveband that brought it closer to the up-
per band. Simultaneously the upper waveband also moved down, which is obvious
from the corresponding displacement modes. The resulting relevant displacement
modes are shown in Figure 5.6(c). From the changes in the band structure, we
see that multiple modes get affected by the uniform variation in thickness; thus, in
order to locally move BG wavebands closer at 𝒌 = 𝜞, we need to introduce further
asymmetries. Additionally, 𝐷𝐿𝐴 from Figure 5.6(c) is a combination of axial (tension-
compression) and bending modes that might have a higher stiffness compared to
a bending-dominated mode. To reduce the stiffness of this mode, while increasing
the stiffness of 𝐷𝐿𝐵 (to locally move the lower BG waveband up), we introduced non-
uniform thicknesses to all ribs. The resulting geometry with HBZ, band structure,
and displacement modes are shown in Figure 5.7.

By linearly varying all thicknesses (𝑡1 through 𝑡4), we were able to make 𝐷𝐿𝐴 a
bending mode, thus reducing the corresponding stiffness (and frequency). From
Figure 5.7(a), we see that the corresponding point shifted down along with other
similar peaks from the lower BG waveband, letting points close to 𝒌 = 𝜞 shift
up. This change had a negligible effect on the upper waveband, meaning the
modification had a localized effect on the lower BG waveband. However, we still
need to move the bands closer to create a PBG. Thus, we increased the areas of
triangles 𝐴1 and 𝐴4 (see Figure 5.8(b)), thereby increasing the variation in thickness
of the ribs, while shifting the upper BG waveband down (due to the increase in the
mass of the corresponding portions of the PUC). The resulting band structure and
displacement modes are shown in Figure 5.8.

The effect of increasing areas of 𝐴1 and 𝐴4 are captured in the band structure
from Figure 5.8(a), where we see that the points of lower and upper BG wavebands
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(b)(a) 𝐷𝐿𝐴 𝐷𝐿𝐵
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Figure 5.6: Schematic of (a) band structures of initial PUC and the PUC with thicker rib where hatched
and shaded regions respectively represent the BGs of initial and updated PUCs, (b) PUC with thicker 𝑡2
and 𝑡4 with HBZ (c) relevant displacement modes.

(b)(a) 𝐷𝐿𝐴 𝐷𝐿𝐵
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Figure 5.7: Schematic of (a) band structures and corresponding BGs of thick rib PUC and variable thick
rib PUCs, (b) PUC with variable thick rib with its HBZ, and (c) relevant displacement modes.

(b)(a) 𝐷𝐿𝐴 𝐷𝐿𝐵
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Figure 5.8: Schematic of (a) band structures and corresponding BGs of variable rib thick PUC and variable
area PUC, (b) PUC with variable area with its HBZ, and (c) relevant displacement modes.

close to 𝒌 = 𝜞 are getting nearer while the points away experience less shifting.
Additionally, the modes do not experience drastic changes compared to the previous
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iteration. Thus, we continued to implement similar changes (increasing areas of 𝐴1
and 𝐴4 while keeping a significant variation in thickness of ribs) and obtained the
PUC that has PBGs as shown in Figure 5.3 of the main document.

5.6.2. Creating propagation mode within the BG using a res-
onator

As discussed already, the resonator introduces additional resonance modes to the
band structure (refer Figure 5.9(a)). By aligning the resonator at a 45° angle with
the PUC, we were able to create a strong coupling between the modes of the
resonator to the rest of the PnC. Hence, we introduced traveling waves into the
band structure (within the BG) for a specific frequency range. We can shift this
frequency range by tuning the resonator properties.

(b)(a) (c)𝐷𝐿𝐴 𝐷𝐿𝐵

𝐷𝑈𝐴 𝐷𝑈𝐵
Γ 𝑋

𝑀

𝑋′

𝑀′ 𝑅
𝐷𝐴 𝐷𝐵

Figure 5.9: Schematic of (a) band structures of the initial design and the design with 45° oriented
resonator and the BG of initial PUC (hatched), (b) geometry of the PUC with the 45° resonator and its
HBZ, (c) relevant displacement modes. The resonator-introduced bands are shown using dashed lines
in (a).

Figure 5.9 shows the PUC with a half BZ, its band structure with additional
traveling waves (represented with blue dashed lines), and relevant displacement
modes. In contrast to the case where the resonator was vertically aligned, here,
all displacement modes are global (refer to Figure 5.9(c)). i.e., the entire PUC gets
deformed along with the resonator. Thus, we can state that the resonator modes
are strongly coupled with the rest of the PUC in this orientation.

5.6.3. Transmissibility relation of partial BG PnC waveguide
Transmissibility relation provides the propagation/attenuation characteristics of a
finite PnC waveguide at a particular frequency. We supply the Dirichlet boundary
condition at the location 𝒍 of the PnC waveguide shown in Figure 6.7(a). Dirichlet
boundary condition takes the following form:

𝒖(𝒍) = �̄�𝑒𝑖𝜔𝜏 , (5.3)

where �̄� is the constant displacement imposed at one end (left end), 𝜔 is the
applied frequency, 𝜏 is the time, and 𝒍 represents position vectors of the line marked
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on the left edge of the waveguide (Figure 6.7(a)). This waveguide is composed
of 8 × 8 array of the PUC from Figure 5.3 of the main document. Two sets of
transmissibility analysis are performed, wherein in the first case, the displacement
(𝒖𝑥) is applied perpendicular to the surface generating a P wave, while in the second,
the displacement (𝒖𝑦) is applied parallel to the surface producing an S wave. The
low-reflective boundary condition is imposed along the rest of the boundary of
the waveguide to limit the reflections. In both cases, the output displacement is
measured at the probe location (marked on the right edge of the waveguide using an
arrow in Figure 6.7(a)). The transmissibility relation is calculated for the frequency

(a) (b)

𝒖𝑥(𝒍)
Probe

𝑇𝑥𝑝
𝑇𝑥𝑠
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Figure 5.10: Schematic of (a) PnC waveguide possessing 8×8 array of PUCs, where Dirichlet boundary
condition and probing locations are marked using arrows. 𝒖𝑥 and 𝒖𝑦 are displacements towards 𝑥- and
𝑦- directions, respectively. (b) Transmissibility response where the BG obtained from the band structure
is shaded in gray, which is bounded by 𝑓1 = 0.8MHz and 𝑓2 = 1.2MHz. The transmissibility towards
𝑥-direction (𝑇𝑥𝑃) is a P wave, whereas the transmission in the 𝑦-direction (𝑇𝑥𝑆) is an S wave.

range from 0.6MHz to 1.4MHz with 10 kHz frequency step, where the BG bounded
by 𝑓1 and 𝑓2 are shaded in gray. From the normalized displacement (ratio of output
to the input displacement) within the BG frequency range, it is evident that S waves
with longer wavelengths experience much less resistance compared to the P waves
that have shorter wavelengths for the same frequency. Thus the proposed design
can act as a P wave filter or polarizer.
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6
Partial band gap phononic
structures for attenuating

crosstalk in clamp-on
ultrasonic flowmeters

Clamp-on ultrasonic flowmeters suffer from crosstalk—i.e., measurement er-
rors due to the interference of signals generated in solid regions and solid-
fluid interfaces with the required signal from the fluid. Although several
approaches have been proposed to alleviate crosstalk, they only work in
specific ranges of flow rates and pipe diameters, and some also introduce
additional issues. We propose a novel clamp-on system design where the
transmitting and receiving wedges are embedded with directional noise filter-
ing mechanisms based on phononic crystals (PnCs) possessing partial band
gaps (PBGs). PnCs are artificial materials consisting of periodic structures
arrayed in a matrix medium exhibiting band gaps—i.e., frequency ranges
where waves are attenuated—due to Bragg scattering. PBGs enable PnCs
to propagate waves in specific directions while suppressing them in other di-
rections. By guiding the input signal through the transmitting wedge to the
wall, weminimize the generation of noise signals due to secondary reflections
within the wedge. Similarly, by using the directionality of the PBG PnC in the
receiver, we limit the effects of noise signals (that arrive in different direc-
tions) in the receiver. We numerically verify the PBG PnC embedded wedges’
performance by comparing wave propagation aspects of the PnC embedded
clamp-on system with a standard clamp-on device. To that end, we develop
accurate wave propagation models based on the Discontinuous Galerkin fi-
nite element method. By incorporating PBG PnCs into the wedges, we obtain
Parts of this chapter is under review at Mechanical Systems and Signal Processing.
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about 20dB increase in the signal-to-noise ratio compared to the clamp-on
system with standard wedges.

6.1. Introduction
Flow metering is a quintessential process in many industries to ensure quality
and smooth operation, and its market size is predicted to reach $12.99 billion by
2028 [1]. Flow meters are used in various applications, such as pharmaceutical [2],
oil and natural gas [3], automotive [4], aerospace [5], and medical diagnostics [6],
among others. They are classified as variable area type, pressure-based, optical,
magnetic type, Coriolis, and ultrasonic devices [7]. Ultrasonic flowmeters (UFs) can
be further divided into in-line and clamp-on devices, which provide accurate mea-
surements since they can be used without disrupting the flow. Additionally, they
are very versatile as we can use them with a wide range of pipe sizes and various
types of fluids. Despite all these advantages, in-line UFs are difficult to install since,
for an accurate measurement, it is necessary to know the arrangement of trans-
ducers, for which the manufacturer needs to know a priori the size of the pipeline
and the properties of the flowing fluid. These parameters are not always known.
Moreover, the flow needs to be temporally interrupted to install these flowmeters,
which may lead to pressure drops, fouling, and leakage [8].

Clamp-on flowmeters do not have these limitations since they are portable de-
vices that can be installed to a pipe wall effortlessly without disrupting the flow and
without introducing additional pipe sections. Moreover, they offer measurement in
wide flow ranges and are less expensive than their in-line counterparts [9]. Since
the device is not directly in contact with the measuring fluid, the maintenance cost
is practically negligible [10]. Clamp-on UFs operate based on the transit-time prin-
ciple as shown in Figure 6.1. In a clamp-on UF, the ultrasound signal generated by

Ultrasound transducers

Flow t1 t2

Figure 6.1: Schematic representation of the operation of a clamp-on UF, where t1 and t2, respectively,
represent the upstream (towards the flow direction) and downstream (against the flow direction) travel
times whose difference is proportional to the flow rate.

a piezoelectric transducer (piezo) is transmitted to the pipe wall, which then enters
into the fluid in contact. After traveling through the fluid, this wave is transmitted
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back to the pipe wall and is received by the receiving piezo (blue line from the fig-
ure). The exact process is repeated in the opposite direction (red line in the figure),
and the difference in the travel time between these two signals provides us with
information about the flow rate of the fluid. However, the input signal also excites
other types of parasitic waves, such as pressure (P) waves and Lamb waves in the
pipe wall [11], which interact with the required signal through the fluid, resulting
in crosstalk between these signals. Due to crosstalk, the flowmeter experiences
measurement issues such as a reduction in accuracy or the loss of the necessary
signal.

Several solutions have been proposed to reduce these interactions in the clamp-
on UFs, thereby improving the measurement accuracy. Sanderson and Yueng pro-
posed a design where an absorbing layer is placed around the pipe wall between
the transducers that attenuates the interfering Lamb waves [8]. However, in many
cases, the pipe may be covered by materials for heat protection, thus limiting ac-
cess to the pipe wall and making this approach less viable. Tezuka et al. modified
the wedge angle that couples the transducer to the pipe wall to minimize the gen-
eration of Lamb waves [12]. Nevertheless, modifications in the wedge angle would
require manual adjustment of transducers, thereby making the process operator-
dependent. Wang et al. used metallic wedges made of stainless steel instead of
polymer (which are commonly used) and excited the wedges’ shear modes, which
in turn induce shear waves in the pipe wall, thereby reducing the P wave gener-
ation [13]. However, the additional interfaces (to produce a shear wave in the
wedge) introduce multiple reflections, which inherently induce various waves in the
pipe wall that could interfere with the required signal, further reducing measure-
ment accuracy.

Array-based sensors can circumvent the usage of wedges, thereby avoiding
manual calibration and reducing multiple wave interactions, thus improving the
measurement accuracy [10]. They consist of an array of piezoelectric sensors that
are wrapped around the pipe, and the flow rate is measured using array process-
ing techniques [14]. These sensors possess high accuracy and repeatability. More-
over, since no coupling compound (generally applied between wedges and the pipe
wall) is needed, no maintenance is required. Nevertheless, the flow rate should be
greater than 0.9m/s, they have long start-up time, and they put restrictions on the
pipe diameter (which should be greater than 5 cm) [10]. Another type of transducer
array, known as a matrix transducer array, has been used to minimize the Lamb
waves in the pipe wall while maintaining the required beam shape in the fluid with
a flat wave front [15]. Unlike the previously mentioned sensor arrays, the matrix
transducer array uses spatially arranged small-sized piezo elements with a much
smaller spatial footprint than the array-based sensors (sub-millimeter) separated
by air [16]. By using electronic beam steering techniques, matrix arrays can adjust
the angle and the shape of the wavefront [17], enabling them to produce multiple
beams in different directions, thereby improving the measurement accuracy. How-
ever, the steering and focusing are only possible in the near field, and a larger
aperture is required otherwise. Another significant issue is the generation of elec-
tric crosstalk caused by the deficiency of electromagnetic shielding, the capacitive
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effects between the elements, or close electric connections [18]. This crosstalk can
deteriorate the directivity of the ultrasonic beam and accidental excitation of a piezo
element by the adjacent element, reducing the capacity to control the beam.

A solution to reduce the interference of waves from the pipe wall and the fluid,
without introducing additional crosstalk, could be attained by using phononic crys-
tals (PnCs) [19, 20]. PnCs are artificial periodic structures possessing unusual
dynamic characteristics, such as band gaps (BGs), which are frequency ranges
where the propagation of mechanical waves is attenuated. These BGs are gener-
ated due to destructive interference of waves when the unit cell dimensions are
comparable to the incoming wavelength, similarly to Bragg scattering of electro-
magnetic waves [21]. PnCs are employed in various applications such as vibra-
tion isolation [22], frequency steering [23], acoustic cloaking [24], energy harvest-
ing [25], and super/hyper lens [26, 27], among others. We have previously used
PnC structures in an in-line UF to improve its measurement accuracy by minimizing
the crosstalk levels [28]. They have also been applied in non-invasive ultrasonic
transducers to enhance the sensitivity of liquid sensors [29, 30]. Other similar
applications of PnCs in a clamp-on setting include enhancing sensing capabilities
of gasoline property detection systems [31, 32], improving transducer’s accuracy
during non-destructive evaluation [33, 34], and aiding in structural health monitor-
ing [35–37]. To the best of our knowledge, PnCs have yet to be used in a clamp-on
UF to improve measurement accuracy by minimizing the interference of waves be-
tween the pipe and the fluid.

In this study, we investigate the feasibility of using PnCs with directional wave
propagation behavior because of the presence of partial band gaps (PBGs) to im-
prove the measurement accuracy of clamp-on UFs. We first build accurate wave
propagation models of the complete clamp-on system based on the discontinuous
Galerkin finite element method (DG FEM) [38]. Further, we develop standard fi-
nite element models of PnC structures, which possess partial BGs that enable wave
propagation only through specific directions. Using the band structure and trans-
missibility analyses, we evaluate the performance of the PnC structures. The PnC
waveguide is incorporated into the wedge section of the clamp-on system to steer
the incoming waves to desired directions while minimizing the transmission of waves
in other directions, thereby reducing the undesirable wave generation in the pipe
wall. The performance of the PnC-incorporated transducer is compared against a
standard transducer via transient analysis using DG FEM models.

6.2. Clamp-on ultrasonic flowmeter: operation and
noise generation

We begin by defining the clamp-on UF geometry and material parameters. The
clamp-on system consists of a fluid-filled pipe, an acoustic transmitter, and a re-
ceiver, as shown in the schematic Figure 6.2(a). The pipe is made of stainless
steel, while the fluid used is water. Additionally, the wedges used in the clamp-on
flowmeter are generally constructed from polysulfone (PSU), a high-performance
thermoplastic with superior corrosion resistance [39]. The relevant properties of
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these materials are listed in Table 6.1. These properties are used to calculate the
signal path through the clamp-on system.

Material Density Pressure wave speed Shear wave speed
(kg/m3) (m/s) (m/s)

Polysulfone 1350 1958.84 1183.38
Stainless steel 7800 4935.5 3102.9

Water 998.2 1481.4 –

Table 6.1: Material properties of various parts of the clamp-on system. Polysulfone is used in the wedge
region, whereas the pipe wall is made of stainless steel, and the measuring fluid is water.

6.2.1. Clamp-on ultrasonic flowmeter characteristics

𝜙1
𝜙2

𝜙3

Noise path

Signal path

𝑢(𝑙, 𝑡)
𝑡

𝑡𝑤

𝐷

Measuring fluid

Pipe wall

Transmitter

Receiver

(a) (b)

Figure 6.2: Schematic of the clamp-on system. (a) 3D view where transmitting and receiving wedges,
the pipe wall, and the internal fluid are marked with arrows. (b) 2D view of the center plane with different
signal and noise paths, refraction angles, pipe diameter 𝐷, and wall thickness 𝑡𝑤. Blue arrows represent
the required signal path, whereas red arrows and curves constitute noise paths. 𝒍 represents the location
on the wedge where the input displacement 𝒖 is applied (marked in (b)). Input displacement’s time
response 𝒖(𝒍, 𝑡) is shown above the left wedge, while a schematic of the output displacement (signal
and noise) is displayed above the right wedge.

Figure 6.2(b) shows the 2D sectional view (through the center of the pipe along
its length) of the clamp-on UF, where signal and noise paths and various angles
are marked. Commonly used clamp-on UF has a target central frequency of 1MHz,
which we select for the input pulse. Schematics of an input signal and the result-
ing output pulse that includes both the signal via the fluid and the noise are also
illustrated in the figure. During the operation of the clamp-on UF, the input electric
signal is converted to an ultrasound pulse by piezoceramic elements (not shown
in the figure) that are attached to wedges. This ultrasound signal generates a P
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wave in the transmitting wedge, which then travels to the wedge-pipe wall inter-
face, where part of it reflects back to the wedge while another part transmits to the
pipe wall. This transmitted signal then travels through the pipe wall-fluid interface
and, similarly to the previous case, experiences reflection and refraction; thus, part
of it enters the fluid domain. After traveling through the fluid, this signal enters
the receiving wedge via the pipe wall, where the attached piezoceramic elements
convert the acoustic wave to an electric signal to provide the travel time that aids
in determining the flow rate. Noteworthy, the signal path is affected by the orienta-
tion of the wedges, operational frequency, and pipe diameter. Thus, the fluid signal
can travel in an inclined line, a V-shape (used here), or a W-shape, depending on
which the number of fluid-solid interfaces can vary.

The angles that determine the signal path, 𝜙1, 𝜙2, and 𝜙3, respectively, are the
angle of incidence of the ultrasonic signal from the piezo, the refraction angle at
the wedge-pipe wall interface, and the refraction angle to the fluid. These angles
are calculated using ray acoustics since, at high frequencies, such as in the current
situation, ray approximation can provide accurate predictions of refraction angles
using Snell’s law [40]:

sin𝜙1
𝑐1

= sin𝜙2
𝑐2

, (6.1)

where 𝑐1 and 𝑐2, respectively, are the sound speeds of medium 1 (where the in-
coming wave comes from) and medium 2 (where the wave travels to). 𝜙1 is the
incident angle in medium 1, while 𝜙2 is the refraction angle in medium 2. 𝜙1 is
equivalent to the angle of the wedge, which is 30° (market standard for clamp-on
UFs). From the material properties in Table 6.1 and using Equation (6.1), we get
𝜙2 = 52.4°, and 𝜙3 = 22.2°, respectively. Since the wedge-pipe wall is a solid-solid
interface, an incoming P wave would refract a P wave and a shear (S) wave at
this interface. This results in multiple signals in the measuring fluid and pipe wall,
leading to difficulties in the measurement process. To avoid this complication, the
wedge is designed such that 𝜙1 is always larger than the first critical angle so that
P waves experience total internal reflection; therefore, only S waves are present in
the pipe wall. Additionally, to ensure S waves are always present, 𝜙1 is always kept
lower than the second critical angle (critical angle for S waves). The dimensions of
the wedge (36mm base and 22.5mm height), and the pipe (diameter 𝐷 = 80mm
and wall thickness 𝑡 = 4mm) are selected from a commercially used clamp-on UF
(Krohne OPTISONIC 6300). These dimensions and the aforementioned angles can
provide the signal path length, which determines the exact location of the receiving
wedge for precise detection of the measuring signal. We call signals constituting
this wave path the primary signals (marked using blue arrows in Figure 6.2(b)); we
discuss below various other signals and their paths. Although we can obtain the
primary signal path accurately by using ray tracing (via ray acoustics), the noise
path is more complicated due to the presence of different types of waves (P, S,
and Rayleigh), their interactions, and the presence of multiple wavefronts (planar
and cylindrical) and boundaries. To investigate the influence of these aspects in
the measurement process, we study wave propagation through different domains
of the clamp-on system.
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6.2.2. Wave propagation through the clamp-on flow meter
Wave propagation in the clamp-on device shown in Figure 6.2 is governed by elastic
and acoustic wave equations. Since at 1MHz constructing high-fidelity 3D wave
propagation models is challenging because of the enormous computational cost
associated, we analyze the entire system in 2D (as shown in Figure 6.2(b)). Thus,
we use the 2D elastic wave equation to describe the wave propagation through the
wedges and the pipe wall:

𝜌𝑠�̈� = (𝜆𝑠 + 2𝜇𝑠)Δ𝒖 − 𝜇𝑠∇ × ∇ × 𝒖, (6.2)

where, 𝒖(𝒙, 𝑡) and �̈�(𝒙, 𝑡) are, respectively, the planar (𝑥 − 𝑦 plane) displacement
and acceleration at the spatial coordinate 𝒙 and time 𝑡. 𝜌𝑠 represents the den-
sity, 𝜆𝑠, and 𝜇𝑠 are the Lamé coefficients of the solid material, whereas Δ and ∇×,
respectively, represent the Laplacian and curl vector operators. The stresses and
strains within the solid domains are related by the following constitutive equation,
𝝈 = 𝑪 ∶ 𝝐, where 𝝈 and 𝝐 are, respectively, the Cauchy stress tensor, and the strain
tensor (both 2nd order), while 𝑪 is the 4th order elasticity tensor. Similarly, the
wave propagation through the fluid domain can be represented using a 2D acoustic
wave equation. As two wave fields (pressure and velocity) are present in the fluid
domain, we can use either to represent wave propagation:

Δ𝑝 = 𝜌𝑓𝛽�̈�, Δ𝒗 = 𝜌𝑓𝛽�̈�, (6.3)

where 𝑝(𝒙, 𝑡) and 𝒗(𝒙, 𝑡), respectively, represent the pressure and velocity fields,
while 𝛽 is the compressibility of the fluid and 𝜌𝑓 its density. We use interface
conditions to connect different domains. The wedge-pipe wall interface is defined
using a solid-solid contact pair, which dictates that the displacements and tractions
across the interface should be the same for both regions:

𝒖1 = 𝒖2, 𝝈1 ⋅ 𝒏1 = 𝝈2 ⋅ 𝒏2, (6.4)

where 1 and 2, respectively, are the solid region 1 and region 2 in contact, and
𝒏 is the unit outward normal vector along the interface. Coupling the pipe-fluid
interface is more complicated since the field variables are different in both domains.
We couple elastic and acoustic wave equations using a kinematic interface condition
that ensures the continuity of normal components of the velocity along the interface
as follows:

𝒏 ⋅ ∇𝑝 = −𝜌𝑠𝒏 ⋅ �̈�, (6.5)

where ∇ is the gradient operator. Additionally, we need a dynamic interface condi-
tion to ensure the continuity of the traction along the interface:

− 𝑝𝒏 = 𝜇𝑠
𝜕𝒖
𝜕𝒏 + (𝜆𝑠 + 𝜇𝑠)(∇ ⋅ 𝒖)𝒏. (6.6)

The details of these interface conditions can be found in [41]. We still require bound-
ary conditions (BCs) for the wave propagation analysis. We supply a Dirichlet BC
(prescribed displacement) along the boundary of the transmitting wedge where
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the piezo is attached (marked using a brown-thick solid line in the left wedge of
Figure 6.2(b)) while keeping the remaining outer boundaries traction free (homo-
geneous Neumann BC). The former BC takes the form

𝒖(𝒍, 𝑡) = �̄�𝑔(𝑡), applied at 𝑥 = 𝑙, (6.7)

where �̄� is the constant displacement amplitude that is multiplied by the function
𝑔(𝑡), which determines the time response. We use a sinusoidal pulse to represent
𝑔(𝑡) (the function 𝒖(𝒍, 𝑡) is shown in Figure 6.2(b) above the left wedge). The input
signal in the frequency domain is a Gaussian pulse having a central frequency of
1MHz with a −6dB bandwidth of 1MHz (the explanation of the frequency-domain
pulse is provided in the Section 0.1 of the supplementary material). By using the
wave equations (6.2) and (6.3), interface conditions (6.4), (6.5), and (6.6), and
the boundary condition (6.7), we have everything to set up the numerical analy-
ses required to obtain information about various traveling waves in the clamp-on
flowmeter.

Wave propagation analysis using DG FEM
We select DG FEM to analyze the wave propagation since this approach is suit-
able for arbitrary time-dependent sources and fields. The method is adequate for
modeling elastic and acoustic wave propagation over large distances relative to the
wavelength, such as in the present case, where the signal path length is 220mm,
while the smallest wavelength is 0.8mm (signal wavelength of 1.5MHz (highest sig-
nal frequency) in the PSU wedge.) The Comsol implementation uses a time-explicit
solver and is memory efficient as compared to standard FEM [42]. Additionally, DG
FEM allows non-conformal mapping along interfaces. In other words, we can mesh
different sections of the domains with dissimilar mesh densities with non-matching
interfaces, which is particularly beneficial since the minimum element sizes vary
across different domains. The polynomials used for interpolation in DG FEM are
also higher order (4th to 6th order), resulting in smaller models (i.e., fewer degrees
of freedom as compared to standard FE models).

The DG FEM method solves the elastic wave equation in velocity-strain formula-
tion rather than the standard displacement field described in Equation (6.2). Thus,
to obtain the displacement field, we have to integrate the velocity field with respect
to time. In DG FEM, the governing equations for elastic wave propagation in the
absence of body forces (equivalent to Equation (6.2)) take the form

𝜌𝑠
𝜕𝒗𝒔
𝜕𝑡 − ∇ ⋅ 𝝈 = 0,

𝜕𝝐
𝜕𝑡 −

1
2 [∇𝒗𝒔 + (∇𝒗𝒔)

⊺] = 0,
(6.8)

where 𝒗𝒔 is the particle velocity. In the fluid domain, linearized Euler equations
(continuity and momentum equations) are solved, where the dependent variables
are the fluid pressure and the particle velocity (also called acoustic velocity per-
turbation). The acoustic wave equation in the absence of body forces takes the
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form
1
𝜌𝑓𝑐2𝑓

𝜕𝑝𝑡
𝜕𝑡 + ∇ ⋅ 𝒗𝒇 = 0,

𝜌𝑓
𝜕𝒗𝒇
𝜕𝑡 + ∇ ⋅ (𝑝𝑡𝑰) = 0,

(6.9)

where 𝑝𝑡 is the total acoustic pressure, 𝒗𝒇 is the total acoustic velocity, 𝑐𝑓 is the
speed of sound in the fluid, and 𝑰 is the identity matrix. The interface condi-
tions are similar to Equations (6.4) –(6.6) (continuity in displacement, velocity,
and normal stresses across interfaces), while the boundary condition is also sim-
ilar to Equation (6.7), where the displacement 𝒖 is replaced by the velocity 𝒗𝒔, i.e.,
𝒗𝒔(𝒍, 𝑡) = �̄�𝒔𝑔(𝑡).

Using DG FEM, we perform time-dependent analyses on the clamp-on system
geometry shown in Figure 6.2(b) to identify different wave profiles. The wave in-
teractions in the complete clamp-on system are very complex, so it is difficult to
distinguish different types of waves and their interactions throughout the domain.
Thus, we characterize these waves by segmenting the clamp-on geometry into dif-
ferent sections, such as wedge-pipe wall and pipe wall-fluid portions. Additionally,
the pipe wall is a thin region compared to the wedge and the water domains in con-
tact, which makes it challenging to visualize the wavefield in the pipe wall. Thus, we
modify the geometry (only for identifying the wavefields) as shown in Figure 6.3(a),
where the pipe wall dimensions are comparable to the wedge (width of 36mm and
height of 22.5mm). We apply Dirichlet BC on the slant face of the wedge along the
brown dashed line as shown in the same figure (similar to Figure 6.2(b)). Since the
incident pulse is a P wave, we prescribe the velocity normal to the edge and perform
the time-dependent analysis. We select the time step as 𝑡𝑠 = 𝑇/15, where 𝑇 = 1/𝑓
is the time period of the input signal (𝑓 = 1MHz), while we set the total simulation
time 20×𝑇. Figure 6.3(a) shows the velocity profile of the wedge-pipe wall system
at approximately 𝑡 = 12×𝑇, where we can see the reflected and transmitted pulses
with plane wavefronts and additional waves with circular wavefronts.

Similarly, we conduct the time-dependent analysis of the pipe wall-fluid system,
where the same time step (𝑇/15) is used, while the total simulation time is modified
to 15 × 𝑇 to reduce reflections from free edges. As in the case of the wedge-pipe
wall system, we modify the pipe wall-fluid system’s geometry for better visualization
of the waves present (refer to Figure 6.3(d)). Here both the solid and fluid domains
are 50mm wide, while the fluid region is 30mm high, whereas the pipe wall has a
31.3mm height. Additionally, the edge of the pipe wall where the incoming signal
comes from (left edge in Figure 6.3(d)) is also modified to match the angle of the
incoming S wave (52.4°). Then we prescribe the Dirichlet BC along the brown
dashed line, where the direction of the velocity is parallel to the edge (to match
the behavior of the S wave). The resulting velocity profile shown in Figure 6.3(d)
displays both the S wave in the pipe wall (reflected from the pipe wall-fluid interface)
and the P wave transmitted to the fluid. Using these two velocity profiles, we can
measure the reflection and transmission angles of the wedge-pipe wall and pipe
wall-fluid interfaces, which can be compared against the theoretical predictions
(angles 𝜙1, 𝜙2, and 𝜙3 discussed in Section 6.2.1).



6

126
6. Partial band gap phononic structures for attenuating crosstalk in

clamp-on ultrasonic flowmeters

6.2.3. Comparison between ray tracing and DG FEM
To verify the accuracy of the DG FEM models in predicting the wave propagation
behavior of the clamp-on UF, the propagating angles are compared with theoretical
(ray tracing) predictions. These DG FEM models also allow us to investigate the
presence of additional waves in the clamp-on UF, which is not possible via ray
tracing. Since the time-domain analysis provides us with a resultant field (velocity
in the solid domain and velocity/pressure in the fluid region), it would be insightful
to discriminate the wave behavior into S and P waves. To that end, we use a
wavefield decomposition method.

(b)(a)

(g) (h)

𝜙𝑆2 = 52.4°

𝜙𝑆2 = 52.4°

𝜙𝑃3 = 22.2°

𝜙𝑆1 = 17.6°𝜙𝑃1 = 30°

𝜙𝑆2 = 52.4°

𝜙𝑆1

(c)

(e)(d) (f)

Wedge

𝒗𝑃𝑠

𝒗𝑆𝑠

Pipe wall

Fluid Pipe wall

Figure 6.3: Decomposition of the wave field into P and S waves. (a) and (d) are, respectively, velocity
fields of the wedge-pipe wall and pipe wall-fluid interfaces. The former is a solid-solid interface, while
the latter is a solid-fluid interface where the incident prescribed velocity BCs (𝒗𝑃𝑠 and 𝒗𝑆𝑠 ) are marked
using brown dashed lines. (b) and (e) are the corresponding P wavefields, where 𝜙𝑃1 represents the
angle of reflection of the incident P wave from the interface and 𝜙𝑃3 is the transmission angle to the
fluid. (c) and (f) are S wavefields of (a) and (d), respectively, where 𝜙𝑆1 and 𝜙𝑆2 are the reflected S wave
angle to the wedge and the transmitted S wave angle to the pipe wall. 𝜙𝑆1 marked close to the slant face
of the wedge is the secondary reflected S wave due to the reflected P wave. (g) and (h), respectively,
represent the P and S wavefield of the pipe wall for the entire simulation (150 cycles) where 𝜙𝑆2 is the
same as in (f) and (c). As shown in (g), no specific angles are present for P waves in the pipe wall.
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Wavefield decomposition
We perform the wavefield decomposition whereby the resultant velocity field is
decomposed into a scalar (for P waves) and a vector (for S waves) field. This
decomposition is carried out by wave-type separation using dilation and rotation
calculations, where the wavefield is represented as a combination of irrotational
(curl-free) and solenoidal (divergence-free) fields [43]. Although there are other
methods, such as Helmholtz decomposition [44], which preserve the amplitude
and dimension of the field variables, they are more complicated to implement. As
spatial derivatives are used in the process, the separated field contains one less
spatial dimension than the original one. In other words, a velocity field with the
dimension m/s transforms to a field with a dimension of 1/s. However, we are
interested only in the different types of waves, their propagation angles, and their
wavefronts’ shapes, and not in the exact amplitude of the waves; a qualitative
analysis such as the wave-type separation is sufficient.

For the separation of fields, we consider a velocity field 𝒗(𝒙, 𝑡) ∈ IR2, where 𝒗
can be written as:

𝒗 = −∇𝜓 + ∇ × 𝑨, (6.10)

where 𝜓 is the scalar potential and 𝑨 is the vector potential. Since P waves are
irrotational, the curl of 𝒗 removes them and produces only S waves. Similarly, S
waves are solenoidal, and the divergence of 𝒗 provides only P waves. We apply
wave-type separation to all segments of the clamp-on system, as described next.

Wedge-pipe wall interface
The first section of the clamp-on UF that we compare (between ray tracing and
DG FEM) is the wedge-pipe wall interface (transmitter side) – left wedge from Fig-
ure 6.2(b), where the plane incident P wave interacts with the solid-solid interface
to produce a transmitted P wave, and two reflected (P and S) waves. From the re-
sultant wavefield (Figure 6.3(a)), it is not instantly apparent that S waves are also
reflected, which can be clearly visualized in the decomposed field (see Figure 6.3(c)).
In the separated fields (Figures 6.3(b) and 6.3(c)), we have also marked angles of
different plane waves along with their polarization. The reflected P wave travels
back to the wedge at the incident angle (𝜙𝑃1 = 𝜙1 = 30°), while the reflected S
wave is at 𝜙𝑆1 = 17.6°. The S wave transmitting to the pipe wall is marked in Fig-
ure 6.3(c) as 𝜙𝑆2 = 𝜙2 = 52.4°. Since 𝜙1 is greater than the first critical angle,
we do not expect any P waves in the pipe wall. Figure 6.3(b) shows that, indeed
there are no plane P waves traveling through the pipe wall. All the aforementioned
angles (𝜙𝑃1 , 𝜙𝑆1, 𝜙𝑆2) are consistent with Snell’s law predictions.

Figures 6.3(a)–(c) also show additional waves that ray tracing could not predict
because of its inherent limitations (plane wavefront in a semi-infinite domain). For
instance, when the incident angle is larger than the critical angle, waves do not prop-
agate through the second medium according to the ray approximation. However,
we can see in Figure 6.3(b) an evanescent P wave traveling along the wedge-pipe
wall interface that enters the pipe wall with a cylindrical wavefront. Additionally, the
reflected P wave proceeds towards the free surface of the wedge, which then re-
flects back into the wedge, resulting in several P waves with cylindrical wavefronts.
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Similarly, many S waves with cylindrical wavefronts are also present, as can be seen
in Figure 6.3(c). These are generated due to the point-source nature of the edges
of the plane wavefront. In addition, the P waves with the cylindrical wavefront that
are reflected from the interface towards the slant edge of the wedge reflect to form
another S wave with a plane wavefront. This new plane S wave is also at 𝜙𝑆1 angle
with the normal to the slant edge, which travels to the wedge-pipe wall interface
at an angle 2 × 𝜙𝑆1. All the aforementioned signals and noise of both P and S type
travel to the pipe wall, and some portions of their energy enter the measuring fluid.

Pipe wall-fluid interface
The next section of the clamp-on system is the pipe wall-fluid interface, which is a
solid-fluid interface and has a more complicated wave propagation behavior than
the solid-solid interface. This is because waves can travel through solid, fluid, and
their interface. The resultant velocity field, along with its decomposition (in P and
S waves), are provided in Figures 6.3(d)–(f). At the pipe wall-fluid interface, the
incoming primary S wave (at 𝜙𝑆2 = 52.4°) generates the required P wave in the
fluid (at 𝜙𝑃3 = 22.2°) that has a plane wavefront as marked in Figure 6.3(e). This
S wave is also reflected through the wall to become the first noise signal that also
has a plane wavefront (except for the edges with circular wavefront) as shown in
Figure 6.3(f)).

Similar to the previous section, we can observe several S waves with cylindrical
wavefronts in the pipe wall that transmit energy to the fluid at different intervals.
Also, noise signals are present in the fluid domain (P-type) at different angles gen-
erated due to the point source nature of the wavefront’s edges. Noteworthy, the
different noise waves entering from the wedge-pipe wall section are not shown here
since prescribing all those disturbances as BCs is nearly impossible. However, all
these waves are present in the complete clamp-on UF simulation performed for the
actual geometry (Figure 6.2(b).)

Snapshots of P and S waves in the pipe wall from a complete clamp-on system
simulation are, respectively, shown in Figures 6.3(g) and 6.3(h). The pipe wall’s
length is selected as 140mm and the total simulation time as 𝑡𝑆 = 150×𝑇. We used
the same time step (𝑇/15) as in previous simulations for the clamp-on model. As
shown in Figure 6.3(h), the primary S wave travels through the pipe wall with a pla-
nar wavefront at an angle 𝜙𝑆2, while some noise S waves travel without any specific
angle. All P waves propagate with a cylindrical wavefront (the small lateral dimen-
sion of the pipe wall makes it look like a flat wavefront), as shown in Figure 6.3(g).
The superposition of the P and S wavefields provides the total wavefield in the pipe
wall, which looks similar to the schematic representation of the wavefield in the pipe
wall region of Figure 6.2(b). All the animations (traveling waves) corresponding to
Figure 6.3(a) – 6.3(h) are provided in the supplementary material, Section 0.2. The
complete simulation of the clamp-on UF also shows that noise signals (P and S) are
present throughout the simulation time, which must be removed to distinguish the
required signal from the fluid. To that end, we need to understand all waves in the
clamp-on UF and categorize them based on their wavefront shape and behavior,
discussed in the next section.
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6.2.4. Types of waves present in the clamp-on system: Ideal
vs. non-ideal waves

We have seen previously in Figure 6.3 that P and S waves are present in the wedge,
pipe wall, and their interface, while the fluid contains only P waves. We have also
observed that some of these waves have planar wavefronts while others possess
cylindrical wavefronts, so we categorize them according to their behavior and ori-
gin. The waves with planar wavefronts that propagate with the angles predicted
by Snell’s law (ray acoustics), such as primary P and S waves in the wedge, are
ideal waves: their travel time and direction can be calculated straightforwardly (for
a pipe with a static fluid). However, for Snell’s law to be completely valid, the me-
dia at either side of the interface must be semi-infinite, or the wavelength should
be very small compared to the characteristic length. Since none of the domains
(wedge, pipe wall, and water) are semi-infinite, there will always be portions of the
wave energy that do not follow Snell’s law, such as the curvatures at the ends of the
plane wavefronts. These waves with cylindrical wavefronts are generated due to the
point-source nature of the source and interactions of oblique waves with multiple
interfaces; we call them non-ideal waves. For instance, the secondary P wave with
the cylindrical wavefront in the wedge is a non-ideal wave with no specific direction
of propagation (see Figure 6.3(b)). These non-ideal waves are present predomi-
nantly in the pipe wall region, which is a thin section with relatively high impedance
where the incoming wavelength is comparable to the wall thickness. This is further
aggravated due to the presence of both solid-solid (wedge-pipe wall) and solid-fluid
(pipe wall-fluid) interfaces. As non-ideal waves are present throughout the simula-
tion, determining their arrival time or direction is cumbersome. Additionally, since
these waves can interact with the ideal waves, they could produce more unpre-
dictable disturbances in the measurement process.

Similarly to the wedge and pipe wall, the primary wave (working signal) in the
fluid region is an ideal wave, as represented using blue arrows in Figure 6.2(b).
Since the primary S wave reflected from the pipe wall-fluid interface travels through
the pipe wall to reach the receiving wedge with a plane wavefront, it is also an ideal
wave. Since the working signal has to travel through the pipe wall from the fluid, it
also transforms into an S wave, which travels at the same angle (𝜙2 = 52.4°) as the
primary S wave in the pipe wall (as represented using blue and red arrows in the
receiving wedge in Figure 6.2(b)). Since these two ideal waves (working signal and
primary S wave in the pipe wall) have the same incident angle, polarization, and
frequency, it becomes difficult to distinguish them based on the aforementioned
aspects. However, the reflected primary S wave has a higher wave speed (refer
Table 6.1) and shorter travel distance than the working signal, so it reaches the
receiver much earlier than the P wave from the fluid. Similar to the working signal,
we can accurately determine the arrival time of this S wave for a clamp-on UF with
a static fluid setting. However, this primary S wave can reflect back to the pipe
wall from the receiver, which can take multiple paths traveling around the pipe wall,
resulting in a “ringing” that adds more noise to the measurement. The non-ideal
signals in the fluid are generated due to multiple interactions between the waves
in the pipe wall and the fluid and have several wave paths. Since they also possess
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the same frequencies as the working signal, it is difficult to distinguish them.
All signals (ideal and non-ideal, P and S) that reach the receiving piezo trans-

ducer are represented using a time series, where voltages (corresponding to the dis-
placements) are recorded for a definite time period. Since we can predict the travel
time of the working signal and primary noise signal (ideal S wave through the pipe
wall), we can mark them in the time series and filter the latter by time-windowing.
However, as the non-ideal waves are present throughout the time spectrum, we
cannot filter them a posteriori by standard means, such as using frequency band fil-
tering or time windowing. Additionally, as the working signal and noise signals are
coming through the same interface, it is virtually impossible to apply conventional
vibration isolation systems at the receiver to remove the noise, as it will affect both
the working signal and noise equally. So, we need to develop a noise mitigation
mechanism that can alleviate these non-ideal noise signals from the output time
series to distinguish the working signal and improve the measurement accuracy.
To that end, we need a filtering mechanism that can minimize the generation of
noise signals and is sensitive to specific directions and frequencies that align with
the working signal. In addition, both wedges should ensure optimal energy transfer
and maintain the shape of the wavefront since a distorted wavefront will lose the
plane wave nature and directionality and thus disturb the measurement and may
not be detected by the receiver. Moreover, as the arrival time of the working signal
is relevant in the clamp-on system, the filters should particularly attenuate noise
close to the required signal in the time domain. We can potentially achieve these
by using PnCs.

6.3. Phononic crystals for noise attenuation
Since PnCs have been used for wave manipulation (wave suppression, steering,
focusing, and cloaking), we explore their capabilities in mitigating noise for the
clamp-on UF. Figure 6.4(a) shows the schematic of a single phase 2D PnC’s periodic
unit cell (PUC) comprised of solid material, with its irreducible Brillouin zone (IBZ)
Γ − 𝑋 −𝑀 − Γ −𝑀′ and lattice vectors 𝒂𝑖, 𝑖 = {1, 2}. The PUC is the repeating unit
of the PnC, whereas the IBZ is the smallest section that can represent the Brillouin
zone that is obtained by transforming the PUC from direct lattice (Bravais lattice)
to the reciprocal lattice [45]. The wave propagation behavior of the PnC’s PUC is
characterized using a band structure as discussed next.

The band structure or dispersion relation [46] is the relation between the ap-
plied frequency and the wave vector 𝒌 (whose amplitude is the reciprocal of the
wavelength and whose direction is the direction of wave propagation [46]). The
band structure can be used to reveal a complete or partial bandgap as described
in Figure 6.4(b), which shows the schematic of a band structure. In this figure,
different bands (curves) describe traveling waves, while the slopes of these bands
capture their propagation speed. The teal-shaded region, where wavebands are
absent, indicates a complete BG, where waves experience omnidirectional attenu-
ation for all wave vector values. The gray-shaded regions in the same figure show
PBGs, which do not span the entire IBZ. In other words, for the same frequency
range, wavebands are present in the 𝑀 − Γ branch; thus, waves propagate for 𝒌
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Figure 6.4: (a) Schematic of a PUC of the 2D PnC with its IBZ; (b) Band structure of the PUC, i.e.,
frequency as a function of the wave vector, where the teal-shaded region shows a complete BG and gray-
shaded regions represent partial BGs. (c) waveguide composed of a 4X4 array of the PUC, where Dirichlet
BCs are prescribed on the edges using blue dashed lines while output displacements are measured at
blue dots. (d) transmissibility relations (along 𝑥, 𝑦, and 45°) represented as the ratio of the output
displacement (measured at the opposite side of the prescribed displacement) to the prescribed input
displacement as a function of the supplied frequency, where partial and complete BGs are shaded using
gray and teal regions.

corresponding to 45° orientation while they are attenuated for 𝒌 along 𝑥 and 𝑦 di-
rections due to lack of wavebands in those IBZ branches. Since we want to design
a structure that allows waves to propagate in certain directions while suppressing
them in other directions, we explore possibilities of using devices possessing PBGs.
PBGs are generally not present in a PUC with a complete symmetry (8-fold symme-
try in 2D that has a triangular IBZ) because of the presence of symmetric modes;
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thus, we need to introduce asymmetries in the band structure by tuning the PUC ge-
ometry. Hence, the PUC in Figure 6.4(a) has a 4-fold symmetry thereby possessing
more IBZ branches (5 branches in total) than a completely symmetric PUC (IBZ with
3 branches). This leads to the increased computational cost for the band structure
analysis. In the following, we discuss the different analyses used to design PnCs
with PBGs that can act as directional wave filters for the clamp-on system.

6.3.1. Analysis of PnCs with PBGs
For the waveguiding application in clamp-on flowmeters, we consider a single phase
2D PnC composed solely of solid material, so we can use the same elastic wave
Equation (6.2) to describe the wave propagation through the PnC. We still need to
provide appropriate BCs to the boundary value problems (BVPs); we study two BCs
as discussed next.

BVP1: Band structure analysis
The first analysis we perform is the band structure analysis obtained by conducting
a set of eigenvalue analyses of the PUC after applying Bloch-Floquet periodic bound-
ary conditions (BFPBCs) [47] and sweeping the wave vector through the vertices
of the IBZ as shown in Figure 6.4(a). The BFPBC takes the form:

𝒖(𝒙 + 𝒂𝑖 , 𝑡) = 𝑒𝑖𝒌.𝒂𝑖𝒖(𝒙, 𝑡), (6.11)

where 𝑖 is the imaginary number. The magnitudes of the lattice parameters (Fig-
ure 6.4(a)) are equal for the square PUC, i.e.,

‖𝒂1‖ = ‖𝒂2‖ = 𝑎, (6.12)

where 𝑎 is the magnitude of the lattice vector in both directions. Although the band
structure analysis reveals the presence of BGs and PBGs (frequency and wave vector
ranges), it does not provide actual wave propagation behavior of the PnC structure
comprised of a finite number of PUCs. This is because the band structure analysis
assumes an infinite medium due to the application of BFPBCs. Thus, we conduct a
transmissibility analysis over a finite PnC waveguide to obtain its performance.

BVP2: Transmissibility analysis
Transmissibility analysis or harmonic frequency sweep analysis [48] is the steady-
state frequency response analysis of the finite PnC waveguide from Figure 6.4(c)
after applying essential (or Dirichlet) BCs [49] for the range of applied frequen-
cies. For a given frequency, the transmissibility relation provides the transmission
amplitude of the traveling wave in the finite PnC waveguide. We perform three
transmissibility analyses by providing Dirichlet BCs along three different directions,
as shown in the figure, to investigate the wave propagation at 0°, 90°, and 45° ori-
entations. These BCs are similar to the one defined in Equation (6.7), except that
in PnC analyses, we assume a time-invariant harmonic response. The expressions
take the form:

𝒖(𝒍1, 𝑡) = �̄�1𝑒𝑖𝜔𝑡𝑒1 𝒖(𝒍2, 𝑡) = �̄�2𝑒𝑖𝜔𝑡𝑒2 𝒖(𝒍3, 𝑡) = �̄�3𝑒𝑖𝜔𝑡 (𝑒1 + 𝑒2) , (6.13)
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where �̄�1, �̄�2, and �̄�3 are constant displacement amplitudes applied along 𝒙 = 𝒍1,
𝒙 = 𝒍2 , and 𝒙 = 𝒍3, respectively, while 𝜔 is the applied angular frequency in rad/s.
𝑒1 and 𝑒2 are the unit vectors in 𝑥 and 𝑦 directions, respectively. The displacements
in the three orientations are measured at the blue dots in the figure, opposite to
the Dirichlet BC region, and are divided by incident displacement amplitudes to ob-
tain transmissibilities 𝑇𝑥, 𝑇𝑦, and 𝑇45. Since the waves are suppressed within the
BG, the displacement amplitude there would be significantly lower than outside the
BG. When the PnC waveguide possesses a PBG, depending upon the direction of
the wave propagation (given by the Dirichlet BC as shown in Figure 6.4(c)), the
transmissibility shows either an attenuation, propagation, or combination response
thereof. Figure 6.4(d) shows the schematic of the transmissibility relations 𝑇𝑥, 𝑇𝑦,
and 𝑇45, where the complete (teal) and partial (gray) BGs from the band structure
(Figure 6.4(b)) are also shown. We can observe that 𝑇45 experiences little attenu-
ation within the PBG frequency range while 𝑇𝑥 and 𝑇𝑦 are immensely suppressed,
corroborating the directional propagation property of the PnC waveguide. Addition-
ally, since the transmissibility analysis provides the attenuation rate within the BG,
we can select the number of PUCs in the PnC waveguide, depending on the required
wave attenuation (more PUCs along the propagation direction lead to a higher re-
duction in amplitude). In addition, as the transmissibility response can be obtained
for different locations, we can determine an adequate arrangement pattern of the
PUCs within the PBG PnC waveguide for its optimal performance in the clamp-on
flowmeter application.

6.3.2. Design of the partial BG PnC’s periodic unit cell and
waveguide

(b)(a)

𝑥

𝑦

𝑎

𝑡𝑃

𝑤𝑃
𝑋Γ

𝑀𝑅

Figure 6.5: (a) 2D partial BG PUC with IBZ Γ−𝑋 −𝑀−Γ−𝑅 −𝑀, where 𝑎 is its lattice vectors’ length,
and the two additional parameters 𝑤𝑃 and 𝑡𝑃 defining the geometry. (b) the design of the PnC wedge
with 492 PBG PUCs, whose edges are also reshaped to reduce wave reflections to the measuring region.

Using the aforementioned analysis techniques, we design the PUC and the
waveguide of the partial BG PnC. Since the BG is generated by Bragg scattering, the
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magnitude of the lattice vector 𝑎 is related to the applied frequency via the Bragg
law of diffraction [21]. We select PSU (the wedge material) for the PnC as well, and
we calculate 𝑎 using PSU’s wave speeds from Table 6.1 and the required frequency
(1MHz) as:

𝑛𝜆 = 2𝑎 cos𝜃, 𝜆 = 𝑐/𝑓, (6.14)

where 𝑛 is an integer (generally 𝑛 = 1), 𝜆 is the wavelength of the applied wave in
the material, 𝜃 is the angle of incidence of the wave to the normal of the surface, and
𝑓 is the applied frequency. Supplying the aforementioned values to Equation (6.14)
provides us with 𝑎 = 0.75mm. Since we need to introduce asymmetries to gen-
erate PBGs, we employ an anisotropic material distribution in the PUC (as shown
in Figure 6.5(a)), thereby increasing the stiffness and mass towards the 𝑦 direc-
tion more than in the 𝑥 direction. Further, we follow the displacement-mode-based
analysis discussed in our previous work [50], whereby the desired band structure is
achieved by modifying the relevant displacement modes bounding the wavebands
via tuning the PUC geometry. Thus, we arrive at a PUC design possessing a partial
BG in the 𝑥-direction in Figure 6.5(a). The dimensions of the PUC are also marked
in the figure, where the thickness of the thinnest section is 𝑡𝑃 = 0.05mm, and the
width of the void region is 𝑤𝑃 = 0.4mm. As apparent from the PUC geometry,
the thickness of each layer in the 𝑦-direction is 3.5 times larger than that of the 𝑥-
direction. Therefore, waves traveling in the 𝑦-direction experience less resistance
than in the 𝑥-direction.

After designing the PUC with partial BGs in the required frequency range and
direction, we develop the PnC waveguide in the form of a wedge similar to the
wedge from the initial clamp-on flowmeter (Figure 6.2) to create the transmitter
and receiver. Since the vertical edge of this wedge (a free surface) can reflect
waves back to the measuring region, we reshape the wedge to induce a larger
reflection angle, thereby guiding the noise signals away from the measuring domain.
Similarly, the portion of the wedge opposite to the vertical edge is a small region
in contact with the pipe wall and can also contribute more noise to the system;
hence, it is also modified. Then, the PnCs are added to the modified wedge to
transmit the required signal in the desired direction by rotating the PnC waveguide
30° (wedge angle) from the 𝑦-axis as shown in Figure 6.5(b). The resulting PnC
wedge is a trapezium with 24 PUCs arrayed between its parallel edges (along the
local 𝑥-axis), while the short and long sides have 14 and 27 PUCs, respectively.
Thus, in total, the wedge has 492 partial BG PUCs. We use the same geometry for
transmitting and receiving wedges to allow the reciprocity necessary for the transit-
time flow measurement application. Further, we verify the performance of the PUC
and waveguide by band structure and transmissibility calculations.

Band structure response of partial BG PnC
We obtain the band structure of the 2D square PUC in Figure 6.5(a) by using the
𝜔(𝒌) approach, whereby the frequencies are calculated as a function of 𝒌 values
sampled through the IBZ [51]. Recall that since BFPBCs are applied, the band
structure analysis assumes an infinite material. We consider the square PUC with a
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Figure 6.6: (a) Band structure of the 2D PnC PUC with the inset showing a square BZ of the dimension
𝑏 = 2𝜋/𝑎 where the IBZ is marked with blue arrows and the shaded regions represent PBGs. (b) Table
listing the partial BG frequency ranges, their enclosing wavebands, and the IBZ branches, which shows
that BGs are only present in Γ − 𝑋 and 𝑅 −𝑀 branches.

4-fold symmetry; thus, the shape of the IBZ is a square with one diagonal (both PUC
and the IBZ are shown in Figure 6.5(a)). Figure 6.6(a) shows the band structure
of the PUC with shaded partial BGs. The inset in the figure shows the Brillouin
zone and the IBZ of the PUC. The normalized wave vector shown in the 𝑥-axis is
obtained after multiplying the wave vector 𝒌 with the lattice length 𝑎. There are
six wavebands present in the band structure between 0 and 2MHz that span five
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branches of the IBZ, and we use 500 wave vector steps (100 steps per branch) to
represent these branches. The partial BGs bounding frequencies 𝑓1 through 𝑓16 are
also marked in the figure.

Figure 6.6(b) shows a tabular description of the partial BG frequency ranges,
their bounding wavebands, and corresponding IBZ branches. It shows that partial
BGs are only present in the Γ−𝑋 and 𝑅−𝑀 branches of the IBZ. For the remaining
branches (𝑋−𝑀,𝑀−Γ, and Γ−𝑅), wavebands are present throughout the frequency
range, implying the absence of BGs for waves traveling towards the 𝑦-direction and
45° orientation (both local to the PUC coordinate system). We can also observe
that more BGs are present in the 𝑅 − 𝑀 branch, and corresponding wavebands
experience a larger spread compared to the Γ − 𝑋 branch. This is because the first
IBZ branch contains only wave vectors in 𝑥-direction while the latter also possesses
a non-zero 𝑦 component; thus, more waves are allowed to propagate through the
𝑅 − 𝑀 branch. Once we obtain the PBG frequency ranges and corresponding IBZ
branches, we move towards the transmissibility analysis to attain the performance
of the finite PnC waveguide.

Transmissibility response of the finite PnC waveguide
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Figure 6.7: Transmissibility relation of the 2D PnC waveguide for different directions, where (a) the PnC
waveguide geometry marked with Dirichlet BCs and probing points. (b) the transmissibility response: the
normalized displacement (in log scale) as a function of the applied frequency in MHz, where BGs predicted
by the band structure are shaded (marked with 𝑓7, 𝑓2, 𝑓3, 𝑓4, 𝑓11, 𝑓12, 𝑓5, and 𝑓16). Transmissibility in 𝑥-
direction, 𝑇𝑥 is represented using the solid red curve that has a low amplitude (average 10−5), while the
blue dotted curve shows the transmissibility in 𝑦-direction and its amplitude is close to 1. Transmissibility
along 45°, 𝑇45 is shown using green dashed line and is between 𝑇𝑥 and 𝑇𝑦.

Transmissibility analyses are performed for the PnC waveguide after applying
Dirichlet BCs, as shown in Figure 6.7(a), where the waveguide is composed of a
5 × 5 PUC array. Noteworthy, the PUC at the left bottom of the waveguide is re-
placed by a 45° wedge to provide the essential BC 𝒖(𝒍3, 𝑡) at 45°. The analyses are
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conducted for the frequency range 300 kHz to 1.8MHz (the range includes all PBGs)
with a frequency step of 10 kHz and an input amplitude of 1 µm. A low-reflective BC
is applied along the remaining edges of the waveguide to minimize reflections from
free edges. As discussed in Section 6.3.1, output displacements are measured op-
posite to the prescribed BC (blue dots), and transmissibility responses are obtained
towards 𝑥, 𝑦, and 45° directions and shown in Figure 6.7(b). Noteworthy, we posi-
tioned the probing point corresponding to the 45° to keep consistent the distance
between the location of the BC to the probing point (distance of 3.75mm) for all
three transmissibility cases.

In Figure 6.7(b), 𝑇𝑥, 𝑇𝑦, and 𝑇45, respectively, represent the transmissibility to-
wards 𝑥, 𝑦, and 45° directions. The shaded regions in the plot show overlapped
BG frequency ranges predicted by the band structure analysis along the Γ − 𝑋 and
𝑅 −𝑀 branches of the IBZ (no BGs are present in other IBZ branches). Within the
BG frequency range, towards 𝑥-direction, waves experience an immense attenua-
tion with an average attenuation rate of 10−5 (see red solid curve), while towards
𝑦-direction, the waveguide exhibits a smooth transmission similar to the wave prop-
agation through a uniform structure such as a bar or a beam (see blue dotted
curve); thus we can say that the waves traveling in 𝑦-direction experience negligi-
ble attenuation. Wave propagation towards 45° (green dashed curve) is close to 𝑇𝑦
but does not exhibit the same response. This is because it is nearly impossible to
excite the PnC waveguide at 45° without influencing modes in 𝑥 and 𝑦 directions.
Thus we observe a moderate attenuation (average 2 × 10−2) in the 45° direction.

Since we want to guide the input signal through a specific path via the wedge
to the pipe wall while minimizing noise generation, we incorporate the PnC waveg-
uide to the wedge as shown in Figure 6.5(b). As mentioned before, we orient the
waveguide such that the vertical side of the PUC (𝑋 − 𝑀 branch of the IBZ) aligns
with the desired P wave propagation angle of 30° to the wedge, thus allowing a
complete transmission of the input signal. This orientation also ensures that waves
traveling in other directions are attenuated, and only a small fraction enters the
pipe wall. After performing the transmissibility analysis of the PnC waveguide and
designing the wedge, we proceed to the analysis of the complete clamp-on UF.

6.3.3. Comparison of clamp-on system with and without par-
tial band gap PnC

Noise levels in the pipe wall, the time response at the receiving wedge, and the fre-
quency content of the receiving signal are compared between the standard clamp-
on system and the one possessing partial BG PnC wedges to check the performance
of the added PnC structure. In the 2D model of the clamp-on system, the standard
wedges of the existing clamp-on geometry from Figure 6.2(b) are replaced with the
PnC wedges from Figure 6.5(b). Wave propagation analysis through the updated
clamp-on system is carried out similarly to the standard one (refer to Section 6.2.2).

Since the different media of the clamp-on flowmeter have different field vari-
ables, to compare the performances of the PnC-embedded clamp-on design with
the standard one, we select the pressure profile of the complete system and dis-
placement at the center of the receiving wedge’s slant face as parameters. The
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former provides information about the traveling waves, including the required sig-
nal and noise in the entire system, whereas the latter shows the influence of the
PnC waveguide in the signal and noise amplitudes at the receiver.

Pressure profile and displacement comparison
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Figure 6.8: Comparison of pressure and displacement responses of a clamp-on system with a standard
wedge (top) and partial BG PnC embedded wedge (bottom). (a) and (c) are snapshots of the pressure
profile of the standard clamp-on system and the clamp-on system with PnC-embedded wedges, respec-
tively, for the time instance when the signal from the fluid is about to impinge the pipe wall (𝑡 = 120µs).
(b) and (d) are the corresponding displacements (in µm) as functions of time (in µs) at the receiving
wedges at the locations marked with arrows. Shaded regions in (b) and (d) show the time range corre-
sponding to the arrival time of the signal from the fluid.

Figure 6.8 displays the comparison between the original (top) and PnC (bottom)
versions. Figures 6.8(a) and (c) show snapshots of pressure profiles corresponding
to the time (120 µs) when the resulting signal from the fluid is about to impinge the
pipe wall. This time interval is particularly relevant because this is the time for which
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we need to minimize the noise amplitude to get an accurate measurement. From
pressure profiles, we observe a considerable amount of noise in the pipe wall of
the clamp-on system with the standard wedge as compared to the PnC counterpart.
In addition, the fluid region of the standard clamp-on design also exhibits higher
wave scattering than the one with PnC-embedded wedges, implying that the noise
signals from the pipe wall induce more noise in the fluid. Thus, we can state that
the PnC waveguide is filtering most of the noise signals from the pipe wall and the
fluid, consequently aiding in identifying the required signal at the receiver.

The displacement response on a point along the slant edge of the receiving
wedge, as marked in Figures 6.8(a) and (c), is compared next. Since the inde-
pendent variable in DG FEM analysis is velocity, we extract velocities in 𝑥 and 𝑦
directions, which are then integrated to obtain their corresponding displacements.
Then, by using the component addition, the resultant displacement normal to the
edge of the wedge is

𝑢𝑟𝑒𝑠 = (∫
𝑇max

0
𝑣𝑥𝑑𝑡) sin (

𝜋
6) + (∫

𝑇max

0
𝑣𝑦𝑑𝑡) cos (

𝜋
6), (6.15)

where 𝑢𝑟𝑒𝑠 is the magnitude of the resultant displacement normal to the slant edge
of the receiving wedge, 𝑣𝑥 and 𝑣𝑦, respectively, are the velocity components in 𝑥
and 𝑦 directions, 𝑇max is the maximum time or total time of the simulation, and
𝜋/6 rad is the wedge angle. Figures 6.8(b) and (d), respectively, show displace-
ments as functions of time measured at points on the receiving wedges of the stan-
dard clamp-on device and the PnC-embedded clamp-on device. These responses
are calculated for 150 µs with a time step of 66.67 ns. The shaded regions in these
figures represent the time interval when the required signal reaches the receiver.
As apparent in the figures, although the maximum amplitude in the PnC-embedded
system is four times lower than that of the standard system, the latter has displace-
ment peaks throughout the simulation time, making it difficult to identify the fluid’s
required signal. On the contrary, we can clearly distinguish the required signal from
the displacement plot of the PnC-embedded clamp-on system.

Comparison of signal-to-noise ratio
To further inspect the quality of the receiving signal, we use signal-to-noise ratio
(SNR) [52], which for a time series is obtained by

SNR(dB) = 10 log10 (
𝑃𝑠
𝑃𝑁
) , (6.16)

where 𝑃𝑠 and 𝑃𝑁, respectively, are the power levels of the signal and noise pulses.
We use the square of the displacement signal at the receiving wedge (refer to Fig-
ures 6.8(b) and (d)) to calculate 𝑃𝑠 and 𝑃𝑁, where we select the peak corresponding
to the fluid pulse’s arrival time for signal and an adjacent peak for noise. For the
system with standard wedges, we obtain the SNR to be 0.83 dB, whereas, for the
system with PnC embedded wedges, the SNR turned out to be 20.4 dB, which is
19.6 dB higher than that of the standard wedge system. Thus, the quality of the
receiving signal has drastically improved due to the addition of PnC structures.
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Spectrogram comparison
To further check the influence of PnCs on the frequency spectrum of the output
signal, we use a spectrogram, which visually represents the signal in time and
frequency domains [53]. In this way, we can observe the signal strength at different
frequencies and its variation over time. The time series is bundled into different
overlapping time buckets, and their frequency responses are obtained via a short-
time Fourier transform [53].
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Figure 6.9: Spectrograms for the standard wedge (a) and the PnC-embedded wedge (b) corresponding
to the displacement response from Figure 6.8. The abscissa is the total time in µs, the ordinate is the
frequency in MHz, and the color code represents the power distribution of the signal per frequency
shown using dB/Hz. Purple squares in both plots display the region of interest in time and frequency
domains, where we can see the clamp-on system with PnC-embedded wedge is less noisy.

Figures 6.9(a) and 6.9(b), respectively, show spectrogram representations of
the displacement time series from Figures 6.8(b) and (d). Here, the abscissa rep-
resents time (µs), the ordinate describes frequency (MHz), and the color spectrum
shows the signal strength in terms of power per frequency (dB/Hz). The regions
marked by purple squares in both plots show the region of interest in both time and
frequency domains, i.e., 𝑓 close to 1MHz and 𝑡 from 120µs to 130 µs. Similarly to
the displacement plots (Figures 6.8(b) and (d)), the signal strength is lower for the
clamp-on system with PnCs as compared to the standard one. However, from Fig-
ure 6.9 it is apparent that the displacement signal from the standard wedge close
to the required time (time of arrival of the signal through the fluid) is noisy in both
time and frequency. In other words, the signal has many higher- and lower-order
frequency components close to 1MHz that span nearly the required time, making
it difficult to detect the signal. Conversely, in the case of the clamp-on system with
PnCs, the displacement signal close to the required time is relatively clean in both
time and frequency domains, making it easier to identify the signal. Additionally,
while using the clamp-on system with PnC-embedded wedges for flow measure-
ment, we may be able to avoid using other filters, such as a frequency filter, since
the receiving transducer already has less noise. However, one may need to improve
this signal strength for better detection, which can be easily done using a low-noise
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amplifier.

6.4. Summary and Conclusions
To alleviate crosstalk in clamp-on ultrasonic flowmeters, we proposed a novel wedge
design comprised of phononic crystals possessing partial band gaps. Using band
structure and transmissibility analyses, we performed the forward design of the
PnC structures to match the required frequency and wave vector ranges. The per-
formance of the clamp-on ultrasonic flowmeter with PnC-embedded wedges was
compared against a standard clamp-on system using wave propagation analysis,
and we observed an enormous reduction in noise levels in the pipe wall. We also
showed that by using the new wedges, we could obtain an improvement of 19.6 dB
in signal-to-noise ratio as compared to a standard wedge. We conclude that

• To remove acoustic/elastic noise from the clamp-on system, it is beneficial to
understand the type (P or S wave) and behavior (ideal or non-ideal) of the
signal, along with the frequency. This provides us additional information to
target a particular signal type separately and eliminate them effectively;

• When there are multiple interfaces in the wave propagation system, waveg-
uiding can effectively reduce the noise generated due to multiple reflections
at various interfaces. By limiting these interactions through waveguiding in
specific directions, we can prevent noises from entering the system, which
can tamper with measurements;

• Current wave filtration methods rely on time by identifying the signal in time
and slicing the required time window and frequency; they remove low and
high-frequency signals with band-pass or other types of filters. Therefore,
they could be less effective when the receiving signal and noise are of similar
frequencies and arrival times. Thus, we proposed a new kind of wave filtration
method based on directionality. We can filter the noise close to the required
signal by using directional waveguides that allow only the required signal to
pass through, although the noise has the same frequency and time of arrival.

Our investigation shows that partial band gap phononic crystals can considerably
improve clamp-on ultrasonic flowmeters’ performance by mitigating the noise sig-
nals traveling through the solid and fluid regions. The directional filter concept we
developed using the partial BG PnC structures could be applied in various fields
of non-destructive evaluation to obtain noise-free measurements. Additionally, this
method could be used with the existing filtration (time and frequency) techniques to
augment the accuracy of sensing devices further. Noteworthy, introducing partial
band gap phononic crystals reduces the overall signal strength, and depending on
the detection system, one may need to amplify the output signal. The future step
is to realize such a partial band gap phononic wedge and validate experimentally in
a clamp-on setting.
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6.5. Appendix
6.5.1. Input pulse of the clamp-on ultrasonic flowmeter
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Figure 6.10: The input displacement signal is represented as functions of time (a) and frequency (b).
The frequencies correspond to the peak displacement (𝑓𝑐 = 1MHz), the lower (𝑓1 = 0.5MHz) and upper
(𝑓2 = 1.5MHz) bounds of the bandwidth are also marked in (b).

Figures 6.10a and 6.10b, respectively, show the time- and frequency-domain
description of the input signal from Figure 2 of the main document. The central
frequency of the Gaussian pulse 𝑓𝑐 = 1MHz and the full-width half maximum band-
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width bounded by 𝑓1 = 0.5MHz and 𝑓2 = 1.5MHz are also marked in Figure 6.10b.

6.5.2. Animations of traveling waves in the clamp-on system
All animations of the wedge-pipe wall, pipe wall-fluid, and the pipe wall of the clamp-
on system discussed in Section 2.3 and Figure 3 of the main document are provided
as GIF files along with this PDF. Additionally, the animations of the complete clamp-
on system with and without partial BG PnC waveguides discussed in Section 3.3 and
shown in Figure 8 are also included as GIF files. Table 6.2 connects the file names
with the description. Within the description, the figures in the main document that
correspond to these animations are also provided in parenthesis.

File name Description
2D_solid_solid_resultant_velocity Resultant velocity field of the

wedge-pipe wall interface (Fig. 3(a))
2D_solid_solid_P_velocity Pressure velocity field of the

wedge-pipe wall interface (Fig. 3(b))
2D_solid_solid_S_velocity Shear velocity field of the

wedge-pipe wall interface (Fig. 3(c))
2D_solid_fluid_resultant_velocity Resultant velocity field of the

pipe wall-fluid interface (Fig. 3(d))
2D_solid_fluid_P_velocity Pressure velocity field of the

wedge-pipe wall interface (Fig. 3(e))
2D_solid_fluid_S_velocity Shear velocity field of the

wedge-pipe wall interface (Fig. 3(f))
2D_pipe_wall_clamp_on_P Pressure velocity of the pipe wall of

clamp-on system (Fig. 3(g))
2D_pipe_wall_clamp_on_S Shear velocity of the pipe wall of

clamp-on system (Fig. 3(h))
2D_pipe_clamp_on_standard_wedge Resultant velocity of the clamp-on

system with standard wedge (Fig. 8(a))
2D_pipe_clamp_on_PnC_wedge Resultant velocity of the clamp-on

system with PnC wedge (Fig. 8(c))

Table 6.2: List of animation files corresponding to the wave propagation through solid-solid, solid-fluid,
and complete clamp-on systems.
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7
A semi-analytical approach to
characterize high-frequency

3D wave propagation through
a clamp-on flowmeter

Wave propagation analysis at high frequencies is quintessential for applica-
tions involving ultrasound waves such as in clamp-on ultrasonic flowmeters.
However, it is extremely challenging to perform a 3D transient analysis of
a clamp-on flowmeter using standard tools such as finite element analysis
(FEA) due to the enormous computational cost associated. In this study, we
separate the clamp-on flowmeter into different domains and analyze them
separately. Wave propagation in the fluid domain is analyzed via FEA at low
frequencies (100kHz, 200kHz, and 500kHz) and using ray tracing at high
frequencies (1MHz). The behavior in the solid domain (wedges and pipe wall)
is analytically characterized via geometric projection. All these individual
analyses provide us with different scaling factors with which the waves in
the respective domains scale when 3D effects are considered. The complete
clamp-on system is then analyzed in 2D via the Discontinuous Galerkin (DG)
finite element method to obtain the response at the receiver. This receiving
signal is then scaled using the aforementioned scaling factors to accurately
capture the wave propagation behavior of the clamp-on system in 3D. The
output signal from the 2D analysis then becomes much clearer and we can
easily identify the fluid signal, which would be nearly impossible otherwise.

Parts of this chapter are to be submitted for publication.
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7.1. Introduction
Ultrasound waves, because of their substantial power density, short wavelength,
and non-invasive nature compared to electromagnetic waves, have been immensely
applied in bio-imaging [1–3], flowrate measurement [4, 5], distance and velocity
measurement [6, 7], temperature measurement [8], and non-destructive evalua-
tion [9, 10], among others. The global ultrasound device market size was valued
$9.3 billion in 2022 and expected to grow till $15.4 billion by 2032 [11]. To effec-
tively design ultrasound devices for different applications, it is necessary to char-
acterize their behavior. However, experiments are generally expensive and time-
consuming; thus, several analytical and numerical methods have been proposed.

Analytical solutions, although computationally efficient, exist only for simplified
geometries such as cylinders and spheres [12–14]. For more complicated systems,
numerical methods such as the finite element method (FEM) [15] or boundary el-
ement method (BEM) [16] are used. The former solves the governing equations
after discretizing the domain in a finite number of interconnected elements of sim-
ple (usually linear) behavior, whereas the latter transforms the equations to integral
form and solves them over the boundary. Although resulting in a small system size
due to discretizing only the boundary, BEM’s implementation is complex and has
fully dense asymmetric matrices, in contrast to FEM’s sparse banded symmetric ma-
trices. FEM is generally used to solve wave propagation in solids and fluids because
of its versatility in discretizing complex geometries [17]. However, the computa-
tional cost increases with an increase in frequency to account for the spatial and
temporal accuracy (as a rule of thumb eight linear finite elements are required per
wavelength) [18]. BEM and FEM have also been combined to leverage their respec-
tive advantages in analyzing wave propagation through a fluid-filled cylindrical shell,
where a coupled vibration analysis is performed [19].

The wave propagation analysis becomes particularly challenging when dealing
with ultrasound devices such as clamp-on ultrasonic flowmeters operating at high
frequencies (in MHz range) and in far-field (where characteristic length is much
higher than the acoustic wavelength). This is because the total number of degrees
of freedom (DOFs) becomes enormous due to the large domain compared to the
mesh size. Additionally, the time step required for the evaluation becomes very
small at high frequencies (at least ten steps per period), leading to vast compu-
tational demands. In addition, in the case of time-harmonic wave solutions, the
accuracy of the numerical solution drastically decreases with the increase in wave
number [20, 21]. For transient wave propagation, such as the case of the clamp-on
flowmeter, the solution can exhibit spurious oscillations due to Gibb’s phenomenon
(the oscillatory behavior of the Fourier series of a piecewise continuously differ-
entiable periodic function around a jump discontinuity) [22], and dispersion and
dissipation errors due to numerical period elongation and amplitude decay [23].
When high-frequency waves travel long distances the cumulative error becomes
large and the inaccuracy in the numerical solution rapidly increases [24]. Addi-
tionally, the computed wave velocities may depend on the propagation direction
due to the mesh, which causes waveform distortions, leading the model to behave
anisotropically even in an isotropic medium.
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Several approaches have been proposed to address the aforementioned chal-
lenges of FEM. In particular, the spectral method, which uses harmonic functions in
the solution space, can obtain numerical solutions very close to exact solutions [25].
However, the spectral method is difficult to implement for complex geometries since
the method uses global basis functions. An extension of the spectral method was
proposed where high-order Lagrangian-based finite elements along with a special
integration scheme (Gauss-Lobatto-Legendre) were used. The method has low nu-
merical dispersion compared to standard FEM [26] and is effective in explicit time
integration. However, it still lacks the means to model complex geometries, which
was addressed in parts by combining the spectral method with FEM—spectral finite
element method [27, 28].

A second method to overcome the challenges of FEM is by means of the higher-
order Discontinuous Galerkin (DG) method, which leads to block-diagonal mass
matrices [29, 30]. The higher order is essential here since the wave equations
produce parasitic waves, which should be suppressed by using penalty terms that
are dissipative. Thus, DG possess low numerical dissipation and dispersion [31].
Moreover, DG is also capable of avoiding the Runge phenomenon—oscillations at
the edges of an interval when using higher-order polynomial approximations along
equispaced points [32]. DG also facilitates non-conformal discretizations allowing
a flexible meshing schemes for fluid and solid domains [33]. In other words, due
to the discontinuous interpolation space and the use of higher-order shape func-
tions (4th to 6th polynomial order), we can have non-matching interfaces and use
a significantly smaller number of elements (as a rule of thumb 1.5 to 2 elements
per wavelength). DG has been used in linear and non-linear ultrasound simula-
tions including elastic and acoustic waves [34–37]. However, even with DG the 3D
transient analysis of a clamp-on ultrasonic flowmeter is still computationally very in-
tensive due to the different types of wave interactions between large-sized domains.
To the best of our knowledge, there are no known methods that can characterize
elastic and acoustic wave propagation through a large system such as a clamp-on
flowmeter in 3D at high frequencies.

In this study, we propose an approach that combines DG, ray tracing, and ge-
ometric projection methods to provide an accurate interpretation of the complete
wave propagation through a clamp-on flowmeter. We perform 3D DG analysis only
for the fluid domain at low to medium frequencies (100 kHz, 200 kHz, and 500 kHz).
The behavior at high frequencies is obtained qualitatively via 3D ray tracing, which
provides a scaling factor. The spread of the acoustic field on the pipe wall is then
evaluated by the geometric projection. Combining these three responses with a 2D
model of the complete clamp-on system provides us with its full wave propagation
behavior.

7.2. Problem definition
In this section, we discuss the different types of waves present in a clamp-on ul-
trasonic flowmeter, the wave interactions, and the resulting wavefields. The prop-
erties and operation of the clamp-on ultrasonic flowmeter are discussed in detail
in Section 2 of Chapter 6. We take the geometric and material properties from
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there as listed in Table 7.1. Polysulfone was selected as the wedge material, stain-

Pipe properties
𝐷𝑜 = 80mm 𝑡𝑝 = 4mm 𝐿𝑝 = 140mm 𝜌𝑝 = 7800 kg/m3

𝑐𝑝𝑝 = 4935.5m/s 𝑐𝑝𝑠 = 3102.9m/s
Wedge properties

𝑏𝑤 = 36mm ℎ𝑤 = 22.5mm 𝑡𝑤 = 30mm 𝜌𝑤 = 1350 kg/m3
𝑐𝑤𝑝 = 1958.84m/s 𝑐𝑤𝑠 = 1183.38m/s

Table 7.1: Geometric and material properties of the pipe and wedge, where 𝐷𝑜, 𝑡𝑝, and 𝐿𝑝 respectively,
are the outer diameter, the wall thickness, and the length of the pipe. 𝑏𝑤, ℎ𝑤, and 𝑡𝑤 are the base,
height, and thickness of the wedge, respectively. 𝜌𝑝, 𝑐𝑝𝑝, and 𝑐𝑝𝑠, respectively, are the density, pressure,
and shear wave speeds of the pipe, while 𝜌𝑤, 𝑐𝑤𝑝, and 𝑐𝑤𝑠 are the corresponding material properties
of the wedge.

less steel for the pipe, and water (density, 𝜌𝑓 = 998.2 kg/m3 and sound speed,
𝑐𝑓 = 1481.4m/s) for the fluid. Figure 7.1 shows a schematic representation of the

(a) (b)

Measuring fluid
Pipe wall

Transmitter Receiver

𝜃1
𝜃2

𝜃3

Noise path

Signal path

Figure 7.1: Schematic representation of the wave propagation through a clamp-on ultrasonic flowmeter
(a) 2D view with signal (blue) and noise (red) paths along with different refraction angles. The incoming
angle 𝜃1 = 30°, refraction angle at the wedge-pipe wall interface 𝜃2 = 52.4°, and transmission angle
from the pipe to fluid 𝜃3 = 22.2° are also marked here (b) The 3D representation of the wavefield from
(a), where different components of the clamp-on ultrasonic flowmeter are labeled. The brown hatched
region is the location of the input signal (prescribed displacement). Schematics of 3D representations
of the wavefields in the fluid, solid, and interface are also provided here.

different wave paths and the possible wavefields of a fluid-filled cylinder excited
by an oblique source of ultrasound pulse. It is similar to the clamp-on flowmeter
geometry shown in Figure 2 from Chapter 6.

In Figure 7.1(a), the blue arrows show the required signal path, while the red
arrows and curves represent the noise generated along different interfaces. The
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2D wave propagation through the clamp-on system is also discussed in detail in
Section 2 of Chapter 6. Here, we emphasize the aspects the 2D analysis cannot
comprehend, for instance, due to its intrinsic restriction, the 2D model cannot pre-
dict the radial expansion of the wavefield in the fluid domain as represented in
Figure 7.1(b). The figure also shows a more detailed representation of signal and
noise paths.

The input signal in the transmitter is assumed to be a plane wave, which is a
fair approximation as the pulse is coming from a piezoelectric crystal attached to
the transmitting wedge (see the brown hatched region in the figure). The incoming
plane wave experiences several reflections and refractions generating multiple sig-
nals before reaching the receiver. Due to the cylindrical shape of the pipe and fluid,
the primary signal (blue) entering the fluid domain expands radially before imping-
ing the opposite pipe wall. This signal then converges on a region within the fluid
domain before arriving at the receiver. Similarly, the primary noise signal traveling
via the pipe wall also spreads around the wall before reaching the receiver as shown
in Figure 7.1(b). Additionally, the ringing down of waves among the wedges, and
interference between different noise pulses and the required signal also experience
the influence of the 3rd dimension and will scale accordingly. Thus, we explore dif-
ferent methods to analyze the 3D wave propagation through the clamp-on system
as discussed next.

7.3. Methods for high-frequency wave propagation
analysis in a clamp-on flowmeter

As the high-frequency analysis of the clamp-on flowmeter is incredibly complex, we
segment the geometry into different domains and analyze them separately. To that
end, we select multiple methods, investigate their pros and cons, and possibilities
to combine their responses as below.

7.3.1. Geometric acoustics
Ray tracing is a geometric acoustic method that can compute trajectories, phase,
and intensity of acoustic rays, which is valid in the high-frequency limit where the
acoustic wavelength is much smaller than the characteristic length of the geome-
try [38]. Using the trajectory, we can obtain the arrival time and location of the
acoustic pulse at the receiver. We can also calculate the scattering and absorp-
tion of the traveling waves using ray tracing. Additionally, it provides the focal
location within the medium with a curved boundary (such as the current situation).
Nonetheless, ray tracing assumes the waves to be straight lines traveling without
any distortions, resulting in variations when dealing with complex geometries, dis-
persive environments, and wave interference. Thus we can apply ray tracing to the
fluid domain, which has a more uniform geometry and acoustic response compared
to the solid domain. The equation that governs the ray acoustics takes the following
form:

𝑑𝒌
𝑑𝑡 =

𝜕𝜔
𝜕𝒙

𝑑𝒙
𝑑𝑡 = −

𝜕𝜔
𝜕𝒌 , (7.1)
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where 𝒌 is the wave vector, 𝜔 is the circular frequency (in rad/s), 𝒙 is the spatial
coordinate vector, and 𝑡 is the time coordinate. The boundary condition (BC) nec-
essary to solve the system of equations is provided by a prescribed wave vector as
follows:

𝒌(𝒙0) = 𝑘0
𝑳0
|𝑳0|

, (7.2)

where 𝑘0 is the magnitude of the wave vector prescribed at 𝒙0 and
𝑳0
|𝑳0|

is the unit
ray direction vector. Using the ray equation (7.1) and boundary condition (7.2) we
can set up the analysis to obtain the wave propagation characteristics in the fluid
domain.

Within the solid domain, the wedge mostly has straight boundaries except for
the interface with the pipe wall, which in most cases can also be assumed straight
due to the significant dimensional difference between the two (the width and thick-
ness of the wedge are considerably smaller than the diameter of the pipe). Hence
the primary pulse traveling through the wedge accurately follows Snell’s law and
can be characterized analytically. The secondary reflections and refractions at the
wedge-pipe wall interface can be precisely analyzed via 2D FEA as discussed in Sec-
tion 2.3 of Chapter 6. Thus, we do not need additional methods to characterize the
wedge. On the contrary, the pipe wall allows radial expansion of the acoustic waves,
and hence by projecting the expanding wave field from a cylinder to a plane, we
determine the proportion of energy reaching the receiver. The assumptions here
are that the pipe wall is non-dispersive and non-dissipative, which is fairly valid con-
sidering the pipe is made of stainless steel. The proportion factor is then used to
scale the acoustic signal from the primary noise extracted at the receiver using the
2D FEA. To obtain a better understanding of the traveling waves in the clamp-on
system, we also try to analyze it using 3D FEA as discussed next.

7.3.2. 3D finite element analysis
As the 3D FEA of the complete clamp-on system at 1MHz is computationally de-
manding even within a high-performance computing cluster, we reduce the com-
plexities by removing the solid domain. Additionally, by performing the acoustic
analysis at low frequencies (100 kHz, 200 kHz, and 500 kHz), we can obtain the 3D
acoustic response within the fluid medium. Figure 7.2 shows the geometry of the
fluid domain with the necessary BCs used to perform the 3D FEA. Since the domain
is symmetric to the 𝑦−𝑧 plane, we only need to analyze half of the domain allowing
us to reduce the computational cost further. Thus the design shown in the figure
is a semi-circular cylinder with two wedges on top to mimic the transmitter and
receiver. As the incoming pressure wave enters the fluid from the pipe wall at an
angle 𝜃3 (refer Figure 7.1(a)), we modify the geometry to accommodate for the
same (both transmitter and receiver). We perform a time-domain analysis using
DG FEM with Comsol to characterize the wave propagation in the fluid domain for
which the linearized Euler equations are solved. The acoustic wave equation in the
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Impedance BC𝑝(𝒍, 𝑡) 𝜃3

𝐷

𝐿𝑝

Symmetric BC

Impedance BC

Impedance BC

𝑧

𝑥

𝑦

Figure 7.2: 3D model of the fluid domain with necessary BCs. 𝑝(𝒍, 𝑡) is the prescribed pressure applied
at an angle 𝜃3 while impedance and symmetric BCs are provided on the flat surfaces of the fluid domain
except for transmitter and receiver locations. The inner diameter of the pipe 𝐷 = 𝐷𝑜 − 2 × 𝑡𝑝 = 72mm
and length 𝐿𝑝 = 140mm are also marked here.

absence of body forces takes the form

1
𝜌𝑓𝑐2𝑓

𝜕𝑝𝑡
𝜕𝑡 + ∇ ⋅ 𝒗𝑓 = 0,

𝜌𝑓
𝜕𝒗𝑓
𝜕𝑡 + ∇ ⋅ (𝑝𝑡𝑰) = 0,

(7.3)

where 𝑝𝑡 is the total acoustic pressure, 𝒗𝑓 is the total acoustic velocity, 𝑰 is the
identity matrix, and ∇⋅ is the 3D vector divergence operator. We still need to supply
the necessary BCs to solve this boundary value problem. We provide a Dirichlet BC
(prescribed pressure) along the boundary of the fluid domain shaded using a blue
quadrilateral in Figure 7.2, which takes the form

𝑝(𝒍, 𝑡) = �̄�𝑔(𝑡), applied at 𝑥 = 𝑙, (7.4)

where, �̄� is the constant pressure amplitude that is multiplied by 𝑔(𝑡), which is a
broadband Gaussian pulse. The two flat surfaces of the fluid domain normal to
the 𝑧 axis are supplied with impedance BCs, which mimic a low-reflective boundary
allowing the waves to escape through those boundaries. The impedance BC takes
the form

𝒏 ⋅ 𝒗𝑓 =
𝑝𝑡
𝑍𝑖
, (7.5)
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where 𝒏 is the unit outward normal vector on the surface and 𝑍𝑖 = 𝜌𝑓𝑐𝑓 is the
acoustic impedance of the fluid medium. We also provide impedance BCs to the
flat surfaces of the wedges except for the input (blue-shaded plane) and output
(similar plane on the receiver) surfaces. We further apply a symmetric BC on the
flat surface along the 𝑧 axis, which takes the form

𝒏.𝒗𝑓 = 0. (7.6)

The curved surface of the water domain and the flat surface of the receiver that
is at 𝜃3 to 𝑧 axis are left free allowing the waves a complete reflection from those
boundaries. The details of these BCs are available in Comsol documentation [39].
Using wave equation (7.3) and BCs (7.4), (7.5), and (7.6), we can set up the numer-
ical analysis to obtain the wave propagation behavior of the fluid domain. These
responses can then be compared against the ray acoustics and 2D FEA results to
determine the 3D scaling factor.

However, to apply all the aforementioned scaling factors effectively, we need
to know the arrival times of each of these signals in the receiver. Arrival times of
the required signal, primary noise, and ring-down noise can be determined by their
travel distance and sound speeds in different materials. The arrival times of noise
produced by the interference of different waves within the wall and the wall-fluid
interface are more challenging and can only be obtained accurately via a 3D analysis
of the entire geometry. This is out of the scope of this study and hence omitted
from further investigation. By performing these analyses on the clamp-on geometry,
we calculate various responses of the clamp-on system as discussed next.

7.4. Results
7.4.1. Ray tracing response of the fluid medium
Ray tracing analysis is performed using Comsol multiphysics’ ray acoustics module,
for the geometry shown in Figure 7.3. Here, we assume no attenuation of the
waves within the domain and that the boundaries have specular reflections, i.e.,
the waves impinging the boundaries reflect at the same angle [40]. The acoustic
source selected here is a plane wave oriented at 𝜃3 = 22.2° to the normal, which
is the transmission angle of the pressure pulse across pipe wall-fluid interface (as
described in Figure 7.1(a)). The diameter 𝐷 = 72mm and the length of the fluid
domain 𝐿𝑝 (same as the pipe) are marked in the figure. Since at 1MHz the acoustic
wavelength in water 𝜆 = 𝑐𝑤/𝑓 = 1.5mm is much smaller than 𝐷, ray acoustics is
valid for this situation. We perform the analysis for 120 µs with a time step of 0.2 µs
and the resulting ray trajectories are studied.

Figure 7.4 shows different instances of the ray trajectories where we can clearly
see the focusing and diverging effects of the waves within the cylindrical domain.
The source is described as a grid with 121 points (11 points per side of a square),
each of which travels at the same speed within the domain. The color of the dots
represents the sound pressure level (SPL) in dB. When the rays are traveling from
the source to the opposite wall, they have the same SPL and are within the same
plane as shown in Figures 7.4(a) to 7.4(d). However, they impinge the curved wall
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Water

Plane wave source𝜃3

𝐷

𝐿𝑝

Figure 7.3: Water domain geometry used in the ray tracing analysis where the inclined plane shows the
wave source at an angle 𝜃3 to the normal. The diameter 𝐷 and length 𝐿𝑝 of the fluid domain are labeled
here.

at different times as shown in Figure 7.4(d) where some points have touched the
wall while others have not. This results in a change in their wavefront shape from
a plane to concave (see Figure 7.4(f)). Since a curved wavefront keeps on expand-
ing/contracting to maintain the energy, this concave wavefront shrinks to focus on a
small region as represented in Figure 7.4(e). After focusing, the wavefront changes
its shape to convex and expands during its travel to the wall as can be seen in Fig-
ures 7.4(g) and 7.4(h). Noteworthy, due to the focusing effect, some dots within
the wavefront possess higher SPL compared to the rest as evident from the same
figures. Additionally, we can also see that after the expansion some parts of the
wavefront impinge on the upper wall and travel back to the fluid domain. These
rays can interact with the outer wall and also interfere among themselves creat-
ing more noise. However, since they have lower SPL and arrive after the required
signal, they can be identified and filtered out from the output signal.

From the ray trajectory, we can estimate the approximate location of the focal
region to the source as described in Figure 7.5. Here two instances of the ray
projection are shown; Figure 7.5(a) the start of the simulation when the rays have
not started propagating yet, and Figure 7.5(b) when the rays are focusing after
reflecting from the bottom wall. The left-top corner of the pipe wall is selected as
the reference coordinate represented using a maroon cross in both figures. For
simplicity, we track the movement of the first row of dots (sources) to estimate
the focal region. The coordinates of the selected source points in the 𝑦 − 𝑧 plane
measured in mm are (1.81, 15.04), while the coordinates of the focal point are
(32.66, 54.62). Thus the distance between the source and the focal point for the
first raw of dots is 50.2mm. Noteworthy, with respect to the source’s location, the
position of the focal region changes. However, since the orientation of the source
is consistent (kept to 𝜃3), the relative position between the source and the focal
region follows this prediction.
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Figure 7.4: Ray trajectories through the water domain with an oblique plane source. The cross-sectional
views of the domain correspond to (a) the start of the simulation, (c) when the rays impinge the opposite
wall and start to reflect, (e) the rays focus within the medium, and (g) when the rays reach the upper
boundary (close to the receiver). (b), (d), (f), and (h), respectively, are the corresponding longitudinal-
sectional views. The color of the dots indicates the sound pressure level in dB at that instance.

Using this ray acoustics model, we can also qualitatively estimate the energy of
the signal at the receiver by counting the number of dots that reached the receiver
and convoluting them with the corresponding SPLs. For instance, here approxi-
mately 50 out of 121 dots have reached the receiver location as highlighted by the
red box in Figure 7.6, which shows the top view of the ray trajectory. From the num-
ber of dots alone, we can see that the total energy decreases by a factor 𝑓1 = 2.4.
Their SPLs are in the range of 196 dB to 214 dB (refer to the color bar from the
same figure). Calculating the sum of each dot’s SPL values and subtracting from
the average SPL of the center raw provides the change in SPL within the enclosure
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𝑧
𝑦

(a) (b)

Figure 7.5: Side views of ray trajectories for (a) the start of the simulation and (b) when the rays are
focusing in the fluid medium. The maroon cross is the reference point in both (a) and (b), while the
arrows indicate the distance from the reference to the beginning of (a) source and (b) focal region.

𝑧

𝑥

𝑦 196

214

Figure 7.6: Top view of the ray trajectory when the rays impinge the top wall where the red rectangle
represents the area of the receiver. The color chart captures the SPL of each ray in dB.

to be ΔSPL=7.7 dB. This factor can be incorporated into the aforementioned scaling
factor 𝑓1 to obtain the influence of radial expansion, focusing, and divergence of
the acoustic field within the fluid domain. To that end, we convert the relative SPL
value to the pressure ratio using the following expression

SPL = 20 log𝑝𝑟 , 𝑝𝑟 = 10(SPL/20), (7.7)

and we get 𝑝𝑟 = 2.42. By dividing 𝑝𝑟 by 𝑓1, we obtain an approximate scaling factor,
𝑆𝐹𝑓 = 1.01. In other words, the output signal at the receiving location should be
scaled in magnitude by the factor 𝑆𝐹𝑓 if the effects of 3D are not considered in
the analysis. We further analyze the fluid domain through 3D FEA to compare the
responses between ray tracing and FEA.

7.4.2. 3D finite element analysis of the fluid domain
3D FEA in the time domain is performed on the geometry shown in Figure 7.2 for
three different central frequencies, 100 kHz, 200 kHz, and 500 kHz frequencies. A
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time step of 𝑇/10, where 𝑇 is the time period corresponding to the center frequency
of the incoming pulse is used throughout the analysis. Since it takes about 120 µs
for the pulse to travel from the transmitter to the receiver in a non-dispersive situ-
ation (sound speed independent of the frequency), we select the total simulation
time for all three cases to be 125 µs. We compare the pressure profile, arrival
time, amplitude, and signal spread (in time) between these analyses to obtain the
acoustic behavior of the fluid domain in low and medium frequencies.

Pressure profile comparison between different frequencies

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

𝑧

𝑥

𝑦

Figure 7.7: Pressure profiles at different instances for 3D wave propagation in water at different fre-
quencies. (a), (d), and (g), respectively, represent the start of the wave propagation, when the acoustic
waves focus within the domain, and when it reaches the receiver at 100 kHz. (b), (e), and (h) are the
corresponding behavior at 200 kHz, whereas (c), (f), and (i), respectively, are the behavior at 500 kHz.
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Figure 7.7 shows the comparison of the total pressure of the fluid domain at
different instances corresponding to 100 kHz, 200 kHz, and 500 kHz. The instances
shown here include the starting of the simulation (Figures 7.7(a), 7.7(b), and 7.7(c)),
when the waves focus within the domain (Figures 7.7(d), 7.7(e), and 7.7(f)), and
when the pulse arrives at the receiver (Figures 7.7(g), 7.7(h), and 7.7(i)). As we
know, a low-frequency pulse experiences a larger spread due to diffraction [41], we
see that the signal spread is higher for 100 kHz from the beginning of the simulation
as compared to the other two cases (see Figures 7.7(a), 7.7(b), and 7.7(c)). The
200 kHz case although spreads relatively less, it still focuses on a larger region
(7.7(e)), leading to loss of energy when reaching the receiver. On the contrary,
the 500 kHz signal experiences little spread while traveling through the fluid and
focuses on a smaller region and reaches the receiver as shown in Figures 7.7(c),
7.7(f), and 7.7(i). This is also the reason, high frequency signals are preferred
during the measurement process. To further investigate the signal response, we
measure the output pulse at the receiving location of the fluid domain and compare
them, as follows.

Figure 7.8 shows the normalized pressure (receiver pressure divided by the input
pressure) as a function of time measured at the center of the receiver for the
three frequencies. Since the curved surface is a free boundary, some waves travel
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Figure 7.8: Normalized pressure response as a function of time at the receiver location of the fluid
domain for 100 kHz (solid blue), 200 kHz (dashed teal), and 500 kHz (dotted red) frequencies.

through that surface to the receiver. As this travel distance is much smaller than
the actual wave path (through the domain), the pulse through the surface reaches
much earlier than the bulk waves as can be seen in the figure. However, their
amplitudes are much smaller than the actual signal and can be discarded. The
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figure also shows that with the increase in the frequency, the bulk signal’s amplitude
increases whereas its spread decreases. This is expected since a high-frequency
signal has a high energy and low diffraction. Additionally, although the signals arrive
at different times, the difference in the arrival time is very small compared to the
total travel time and hence it can be neglected. We compare this wave behavior
with a corresponding 2D model to investigate the effect of the 3rd dimension on
wave propagation in the fluid domain, as discussed next.

Comparison between 3D and 2D FEA
The 2D FEA model is built based on the geometry from Figure 7.2, where only its
central plane (with height 𝐷 and length 𝐿𝑝) is used. The incoming pressure is from
a line source at an angle 𝜃3 (similar to the plane source from Figure 7.2), while
the same time step (T/10) and total time (125 µs) as in the 3D model are used
here for consistency. We conducted the simulation for 100 kHz, 200 kHz, 500 kHz,
and 1MHz. Figure 7.9 compares the pressure profile between the 2D and the 3D
analysis at 500 kHz for the same three instances discussed in Section 7.4.2. From

(a) (b) (c)

(d) (e) (f)𝑧

𝑦

Figure 7.9: Pressure profiles comparison between 2D and 3D at different instances at 500 kHz. The
behavior is similar for 2D and 3D at the start of the wave propagation (a) and (d), and when the signal
reaches the receiver (c), (f). However, as highlighted with black ellipses in (b) and (e), the wavefield
during focusing is considerably different between 2D and 3D as the former cannot capture the focusing
effect.

Figures 7.9(a) and 7.9(d), we can see that the wavefronts are very similar between
2D and 3D at the beginning of the simulation. However, the signal traveling back
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to the medium after impinging at the opposite side still shows a uniform wavefront
in 2D, whereas in 3D we observe a focusing effect. This difference is highlighted in
Figures 7.9(b) and 7.9(d) using a black ellipse. The signals arriving at the receiver
as shown in Figures 7.9(c) and 7.9(f) show similar shapes meaning the focusing
had little effect on the receiving signal’s wavefront shape. To quantify the focusing
and spreading effects on the signal amplitude, we compare the time response at
the receiver between the 2D and 3D models.

Pressure at the receiver comparison between 2D and 3D
Normalized pressure at the receiver is calculated for the 2D models similar to the
3D case. Figure 7.10a and 7.10b show the comparison of the normalized pressure
between 2D and 3D for 200 kHz and 500 kHz, respectively. While the pulse shape
at 200 kHz is considerably different between 2D and 3D, the response at 500 kHz is
very close. This is also due to the lower diffraction at high frequencies. From this
behavior, we can predict that at 1MHz, the variation between 2D and 3D will be
even smaller and we will be able to use the 2D model to obtain the arrival time and
the signal spread through the fluid medium with a nominal accuracy. The maximum
amplitude of the signal is lower for the 3D model compared to the 2D because of
the expansion in the third dimension. Additionally, we can see that this variation
decreases with the increase in frequency as we discuss in detail next.

Parametric response and dispersion relation
Similar to the ray tracing discussed in Section 7.4.1, we can obtain the scaling factor
that determines the variation in pressure amplitude in the fluid domain due to 3D
via FEA. To that end, we need to determine the dispersion relation of the domain
in addition to the time response shown in Figures 7.10a and 7.10b. The dispersion
relation relates the frequency with the wave vector (reciprocal of the wavelength),
whose slope provides the wave speed [42]. If the wave speed varies with the
frequency, then the medium is dispersive. Since the domain for all these three
frequency cases is the same, the travel distance remains constant. The arrival time
is then obtained from the time response (Figure 7.10b), which is used to calculate
the sound speed and the magnitude of the wave vector within the medium as follows

𝑣𝑚 =
𝐿𝑡𝑜𝑡
𝑡𝑎
, 𝜆 = 𝑣𝑚

𝑓 , 𝑘 = 2𝜋
𝜆 , (7.8)

where, 𝑙𝑡𝑜𝑡 is the total distance from the source to the receiver, 𝑡𝑎 is the arrival
time of the pulse, 𝑣𝑚 is the calculated sound speed within the domain, 𝜆 is the
wavelength, and 𝑘 is the magnitude of the wave vector also called a wave number.
Figure 7.11a shows the comparison of the dispersion relation between 2D and 3D
FEA, which are linear and very similar. In other words, the fluid medium can be
considered non-dispersive and the additional dimension does not have a significant
influence on the dispersion relation of the medium.

Figure 7.11b shows the relation between the pressure ratio for different applied
frequencies, which is calculated by dividing the peak pressure values of 3D with
2D obtained from the corresponding time response plots. We see that the pres-
sure ratio increases with frequency and the slope between 100 kHz and 200 kHz is
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Figure 7.10: Comparison of the normalized pressure at the receiver between 2D (teal line with square
marker) and 3D (red line with asterisk marker) for (a) 200 kHz and (b) 500 kHz frequencies. The pulse
shape and amplitudes are considerably different between 2D and 3D at 200 kHz while they tend to be
closer at 500 kHz.

larger than the slope between 200 kHz and 500 kHz because at lower frequencies
due to higher diffraction, the signal experiences larger spread and thus the losses
increases. At higher frequencies, the behavior would be more linear due to the
lower loss. Additionally, the sound pressure within the fluid is directly related to
the sound speed and frequency, where the former can be considered constant due
to the non-dispersive behavior. Thus, we can linearly extrapolate the pressure ratio
in Figure 7.11b from 500 kHz to 1MHz, and its value is 0.973. Recall that we esti-
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Figure 7.11: (a) Dispersion relation (b) Pressure ratio comparison between 2D and 3D. The dispersion
relations for 2D and 3D are linear (non-dispersive) and closely matching. The pressure ratio increases
with frequency and at low frequencies the variation is higher due to high diffraction. The variation at
high frequencies would be more linear and proportional to frequency. The extrapolated pressure ratio at
1MHz predicted by FEM (teal asterisk) is close to the ray acoustic estimation shown using a red triangle
(3.6% variation).

mated the pressure ratio from ray tracing to be 1.01 (marked using a red triangle in
the figure), which is only 3.6% higher than the FEA prediction. We proceed to de-
termine the scaling factor for the pipe wall using the geometric projection method,
as discussed next.
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7.4.3. Geometric projection of the pipe wall
Geometric projection is carried out by unwrapping the cylindrical pipe wall to a plane
and measuring the area of the expanding semi-circle when reaching the receiver
as shown in Figure 7.12. The pipe with the outer diameter 𝐷𝑜 and length 𝐿𝑝 is

𝐷𝑜

𝐿𝑝

𝐿𝑝

𝑅𝑠 Δ𝑅𝑠
𝜋 × 𝐷𝑜

(a) (b)

𝑥

𝑧

𝑥

𝑦
𝑧

Figure 7.12: Geometric projection of waves traveling in the pipe wall (a) top view of the pipe wall with
wedges where 𝐷𝑜 and 𝐿𝑝 are marked. It shows cylindrical waves traveling from the transmitter to the
receiver. (b) projection of the pipe to a plane where its width is the same as the length of the pipe (𝐿𝑝),
while its height is the circumference of the pipe (𝜋×𝐷𝑜). The wavefield is represented using concentric
circles and the blue arrow with length 𝑅𝑠 shows the radius of the field when the waves impinge the
receiver. Δ𝑅𝑠 is the change in the radius of the wavefield from the start to the end of the receiver that
is equivalent to 𝑏𝑤.

projected to a rectangle with width 𝐿𝑝 and height 𝜋 × 𝐷𝑜 as shown in the figure.
The expanding cylindrical wavefield can be represented as concentric circles in the
planar domain, which is shown using red semi-circular rings in Figure 7.12(b). The
blue arrow of length 𝑅𝑠 is the radius of the expanding circle when reaching the
receiver and Δ𝑅𝑠 is its variation from the start to the end of the receiver (along 𝑧
direction).

On the pipe wall, solid waves are present, whose energy is directly related to
the area of the circle. We use the area of the receiver and the total area of the
circular strip enclosing the receiver to obtain the area ratio as follows:

𝐴𝑤 = 𝑏𝑤 × 𝑡𝑤 , 𝐴𝑠 = 𝜋 × [(𝑅𝑠 + Δ𝑅𝑠)
2 − 𝑅2𝑠 ] , 𝐴𝑟 = 𝐴𝑤/𝐴𝑠 , (7.9)

where 𝐴𝑤 is the area of the receiver, 𝐴𝑠 is the area of the strip encircling the receiver,
and 𝐴𝑟 is the area ratio, which is equivalent to the energy ratio. For the current
geometry, 𝑅𝑠 = 70mm and Δ𝑅𝑠 = 36mm resulting in 𝐴𝑟 = 0.05426. As energy is
related to the square of the displacement (in the solid domain), the displacement
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ratio 𝑑𝑟 = √𝐴𝑟 = 0.233 on the pipe wall. In other words, all waves traveling
on the pipe wall from the transmitter to the receiver (with cylindrically expanding
wavefield), experience a reduction in amplitude with the factor 𝑑𝑟 when the effect
of the 3rd dimension is incorporated into the 2D analysis. We now apply scaling
factors in both fluid and solid to the output signal from the clamp-on flowmeter.
To that end, we use the complete 2D clamp-on model discussed in Section 3.3 of
Chapter 6, as follows.

7.4.4. 2D wave propagation of the clamp-on flowmeter
The 2D time-domain analysis of the complete clamp-on flowmeter is performed
using dG FEM and the results are provided in Figure 7.13. Figure 7.13(a) shows the
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Figure 7.13: 2D clamp-on flowmeter response (a) snapshot of the pressure profile when the fluid signal
is about to impinge the pipe wall (b) the displacement (in micro/meter) at the receiver as a function
of time (in micro/second). The gray shaded region corresponds to the arrival time of the fluid signal
bounded by 𝑡1 = 120µs and 𝑡2 = 130µs, while the teal shaded parts correspond to the ringing within
the transmitting wedge and between wedges.

pressure profile of the clamp-on flowmeter when the signal from the fluid domain
is about to impinge the pipe wall. Here, we can see that the wedge, pipe wall,
and fluid are very noisy, as can be seen by the output displacement measured on
the receiver shown in Figure 7.13(b). The noise in the output signal is majorly
contributed by the multiple ringing effects from the transmitting wedge, i.e., the
input pulse after reflecting from the wedge-pipe wall interface travels back to the
wedge. This pulse then reflects from other free surfaces (of the wedge) back to the
pipe wall and travels through the wall as noise signals. This process repeats until the
amplitude diminishes to the device’s noise floor. Another noise source is the ringing
of waves between the transmitter and the receiver. Since the distance between the
wedges is fixed (52mm), the time difference between these ringing can be easily
calculated using the sound speed in the pipe wall and the travel distance (twice
the distance between the wedges). The ringing interval is obtained as 21.1 µs for P
waves whereas 33.5 µs for S waves. However, since these signals tend to overlap, it
would be challenging to separate them solely based on these arrival times. To that
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end, we provide certain modifications to the 2D FEA of the clamp-on flowmeter as
discussed next.

Output signal separation of the clamp-on ultrasonic flowmeter
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Figure 7.14: Response of the clamp-on flowmeter model without the bottom pipe wall (a) snapshot of
the pressure profile for the same time instance as Figure 7.13(a), (b) the receiving wedge’s displacement
as a function of time also measured at the same location as Figure 7.13(b).

The bottom pipe wall of the 2D FEM model is replaced by an impedance BC to en-
sure that the required signal from the fluid domain does not reach the receiver. The
pressure profile shown in Figure 7.14(a) is at the same instance as in Figure 7.13(a)
where we can clearly see that no signal arrives at the receiver from the fluid. The
corresponding time response is also extracted at the top of the wedge (same loca-
tion as the response from Figure 7.13(b)) and plotted in Figure 7.14(b). Since we
assume linearity throughout the modeling and we kept all other factors (geometry,
simulation settings, and solver settings) unchanged, we can safely assume that the
difference between the signal from the clamp-on model and the model without the
bottom pipe wall will provide the required fluid signal as shown in Figure 7.15a.
Here, we can see that when the influences of the solid portion and the solid-fluid
interaction (of the top pipe wall-fluid interface) are removed, the signal from the
fluid is clearly visible and as predicted it is between 120µs and 130µs. Additionally,
the signal amplitude is also diminished by a factor of two due to the lack of waves
from the solid domain. This also implies that the waves traveling in the solid domain
possess higher energy than the required signal from the fluid. We can also observe
an additional signal just after the required signal, which is due to the secondary
reflection from the transmitting wedge.

We apply the different scaling factors derived in previous sections to these two
(noise and required signals) and add them together to obtain the complete output
response of the clamp-on ultrasonic flowmeter. To that end, the signal from the
fluid is scaled with the pressure ratio 𝑝𝑟 = 1.01 and the signal from the solid region
is scaled with the displacement ratio 𝑑𝑟 = 0.233. The assumption here is that,
since we already consider the area of the receiving wedge while determining 𝑝𝑟
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Figure 7.15: (a) Displacement response of the signal traveling through the fluid domain calculated by
subtracting the signal from the solid domain (Figure 7.14(b)) from the time response of the clamp-on
flowmeter (Figure 7.13(b)), where the shaded region represents the working signal bounded by 𝑡1 and 𝑡2.
(b) The displacement at the receiver was obtained after scaling the solid domain’s signal by 𝑑𝑟 = 0.233,
and the fluid domain’s signal by 𝑝𝑟 = 1.01 and combining both. The gray-shaded region is the same as
(a).

(from ray acoustics), the scaling factor stays the same when the fluid signal travels
through the pipe wall and then to the wedge because of the short travel time. In
other words, the displacement scaling factor for the fluid signal is equal to 𝑝𝑟. The
resulting displacement response of the receiving wedge is shown in Figure 7.15b.
Although the working signal can be identified, the signals from the solid portion and
multiple solid-fluid interactions are still present. These are not spurious signals since
due to the multiple solid-fluid interfaces these signals can be generated in a clamp-
on ultrasonic flowmeter. However, in most commercially used clamp-on ultrasonic
flowmeters, plastic wedges are used to transmit and receive signals. They possess
damping due to viscoelastic behavior that enables them to minimize the secondary
reflections and ringing between the wedges. Incorporating this complex behavior
needs the complete viscoelastic characterization of the wedge materials, which is
out of the scope of this study. However, compared to Figure 7.13(b), the response
of the clamp-on ultrasonic flowmeter is better captured here due to incorporating
the influence of 3D via different scaling factors.

7.5. Summary and Conclusion
To characterize the wave propagation through a complex media such as a clamp-on
ultrasonic flowmeter, we proposed a semi-analytical approach combining 2D and 3D
FEA, ray tracing, and geometric projection. Since the complete 3D transient analysis
of the clamp-on flowmeter at high frequency is computationally extremely intensive
and as we cannot rely on frequency-domain analyses because they do not represent
the physical reality, we analyzed the clamp-on system using 2D transient FEA. We
then separated the geometry into different domains, where we characterized the
fluid domain with 3D FEA and ray tracing, and the solid domain via the geometric
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projection. We determined scaling factors that account for the effects of 3D for
waves traveling in different domains. Using these scaling factors, we scale the
output response at the receiver from the 2D analysis allowing us to distinguish
the fluid signal from the surrounding noise, which was impossible otherwise. We
conclude that:

• To represent the wave propagation through a clamp-on flowmeter accurately,
it is beneficial to separate the domain into different sub-domains and analyze
them individually. This aids in reducing the overall computational cost and
allows us to section the output signal into different parts;

• Dispersion relation and the wave envelope shape are comparable between
2D and 3D FEA at low frequencies implying that low-frequency models could
provide reasonable predictions and allow us to forecast the wave propagation
behavior of the fluid domain at high frequencies by extrapolation;

• Ray tracing assumes a particle-like behavior and hence can provide accurate
descriptions at high frequencies. For an isotropic solid domain without disper-
sion and damping, depending on the type of wavefield, geometrical projection
based on analytical expressions can be used to characterize the wave propaga-
tion behavior. We can use these two approaches in conjunction with 2D FEA
to represent the wave propagation through clamp-on flowmeters accurately;

The proposed method lacks the means to model the solid-fluid interface in 3D,
so we cannot properly characterize the interfacial waves; however, with the 2D
analysis, we can partially get the interface behavior. Since in the selected clamp-
on flowmeter, the influence of the interface waves was not as prominent as the
solid and fluid waves, we can ignore them. Additionally, the viscoelastic damping
behavior of the plastic wedges is also not included in the proposed model, which
influences its accuracy. Thus, the next step could be to characterize the viscoelastic
behavior of the wedge materials and include them in the wave propagation model.
Another possible direction could be to accurately model the solid-fluid interface and
generalize the approach for more complex systems’ wave propagation behavior at
high frequencies.
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8
Manufacturing aspects of

phononic crystals

Phononic crystals (PnCs) have been extensively explored in several applica-
tions due to their unusual dynamic characteristics such as band gaps (BGs).
Although we can design PnCs with high accuracy, their progress is limited
by manufacturing, especially in mesoscales, due to their complicated geom-
etry and small internal feature sizes. Here, we discuss the fabrication of
various PnCs applied in ultrasonic flowmeters for mitigating crosstalk. We
manufacture 3D cubic PnC waveguides in stainless steel via selective laser
sintering to apply them to suppress crosstalk from in-line ultrasonic flowme-
ters. The distortions of the waveguide’s internal features due to overhang
angles are addressed by modifying the geometry and printing orientations.
We further realize 3D hexagonal PnC waveguides possessing broad BG and
resistance against mechanical loading by the same method. We also fabri-
cate PnC waveguides in plastic that possess partial BGs for steering acoustic
waves and avoiding crosstalk in a clamp-on ultrasonic flowmeter via polyjet
printing. Here, the challenge with the small feature size is addressed by
replacing thin elements with soft (rubbery) materials possessing low acous-
tic impedance. After implementing the desired changes, the fabricated PnC
structures are consistent with their design.

8.1. Introduction
Periodic structures such as phononic crystals (PnCs) have found tremendous appli-
cations in various fields of mechanics, acoustics, and instrumentation, as their bulk
properties can be influenced by tuning the periodic unit cell (PUC) [1]. Additionally,
they possess characteristics such as negative Poisson’s ratio [2] or acoustic band
gaps [3] owing to their structural arrangement, which is unusual to natural materi-
als. Thus, PnCs are used in vibration isolation [4], energy harvesting [5], acoustic
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focusing and steering [6], non-destructive evaluation [7], and super/hyper lens [8]
among others. However, most of the progress in these periodic structures is still in
the proof of concept stage, which has not reached the level of a real product.

The major bottleneck in the progress of PnCs is the limitations in manufacturing.
While the computational tools needed for their analysis and design have undergone
tremendous advancements, the fabrication processes are still lacking. Especially
in the mesoscale (ranging from sub-millimeter to a few centimeters), the available
manufacturing processes for realizing periodic structures with complex geometry
are limited. The two suitable processes are wire electric discharge machining (wire-
EDM) [9] and additive manufacturing [10]. Although the former possesses high
precision and surface finish, it is a subtractive manufacturing process (removes
material from a block), restricting its ability to realize complex geometries. Ad-
ditive manufacturing uses a layer-by-layer deposition to add materials in 3D and
can create complex geometries with small feature sizes. However, the accuracy,
repeatability, and surface roughness are still challenges to be addressed.

Here, we discuss the fabrication of various PnCs applied in ultrasonic flowmeters
via additive manufacturing. We further explore the challenges in their realization
and how to circumvent them.

8.2. 3D cubic PnC waveguides
We start by discussing the fabrication of 3D cubic PnC waveguides, which are used
as wave rejection mechanisms to mitigate crosstalk from in-line ultrasonic flowme-
ters discussed in Chapter 4. Since they needed to be metallic (constructed from
stainless steel 316), we fabricated them via selective laser sintering (SLS) [11]. SLS
is a type of powder bed fusion technology where a laser beam is used to melt and
fuse metallic powder in multiple passes to develop the desired product. After a
powder layer has been melted, a new layer of powder is spread to continue the pro-
cess. Figure 8.1 shows two types of 3D PnC waveguides fabricated via SLS, where
8.1(c) has spherical internal features and 8.1(d) possesses triangular features. The
corresponding PUC designs are shown in 8.1(a) and 8.1(b), respectively. As evident
from the photographs, the spherical features underwent certain distortions during
printing, resulting in a poor surface finish. This is due to the significant overhanging
angle of the sphere close to the center of the unit cell (the tangent to the sphere is
parallel to the base). Additionally, the lower and side edges of the waveguide have
rough surfaces due to the sticking of powder particles with the melt pool.

The issue with the overhang angle is resolved during the fabrication of the PnC
waveguide with triangular features (Figure 8.1(d)) by providing two modifications.
Firstly, we replace the spheres with isosceles right triangles, which ensure a con-
stant overhang angle along the slant edges of the triangular features. Secondly,
the printing orientation is also modified, i.e., in the case of spherical PnC, the axial
direction of the waveguide is aligned towards the printing direction. We rotated the
triangular PnC waveguide such that its axial direction is aligned 45° to the printing
direction, ensuring all overhang angles to be 45°, which is its upper limit. Although
this orientation requires additional support structures, they can be effectively re-
moved during the post-processing. Thus, the triangular PnC has a better surface
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(c) (d)

(a) (b)

Figure 8.1: Photographs of 3D printed cubic PnC waveguides with (c) spherical and (d) triangular features
fabricated via selective laser sintering, where (a) and (b), respectively, are corresponding PUCs.

finish and more consistent internal features compared to the spherical PnC, hence
should perform nominally.

8.3. 3D hexagonal PnC waveguide
We move to the manufacturing of 3D hexagonal PnC waveguide discussed in Chap-
ter 5. In addition to alleviating the crosstalk, this structure should withstand a
tremendous pressure load from the surrounding fluid (15MPa). Thus, the PnC
waveguide has a hexagonal arrangement of unit cells, an outer wall, and inter-
nal slabs in alternate layers. The same fabrication method used in the cubic PnC
waveguide (SLS) is also employed here, and the printed waveguide is shown in
Figure 8.2(a). The realized waveguide possesses a nominal surface finish, and we
can see that the external spheres are undistorted, unlike in the previous case (see
Figure 8.1(c)). It is because the spheres in the hexagonal PUC are moved to its
corners (see Figure 8.2(b)) instead of the centers of connecting ribs as in the cubic
case (refer Figure 8.1(a)). This modification ensures the reduction of overhang an-
gles, thus improving the overall quality of the print. Since the hexagonal waveguide
is a closed structure, we cut it along different directions to investigate the quality
of the internal features, as discussed next.
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(a) (b)

Figure 8.2: (a) The photograph of a 3D printed hexagonal PnC waveguide fabricated via selective laser
sintering and (b) the corresponding PUC.

Figure 8.3 shows different sectional views of the 3D hexagonal waveguide from
Figure 8.2. Figures 8.3(a) and 8.3(c) display the cross-sectional view of the PnC
waveguide where we can see that the internal spheres have not experienced any
distortions. On the contrary, the surface beneath the spheres is rough and inconsis-
tent. It is because of the limitation in the SLS process while printing a flat surface
90° to the printing direction. In other words, more powder is deposited in the
unprinted region due to the large overhang angles and gravity.

Figures 8.3(b) and 8.3(d) show the inclined sectional views of the PnC waveg-
uide, where the outer wall and the ribs connecting the internal spheres are coherent
with the corresponding design (no distortions). The walls where the spheres are
connected also are smooth, unlike the flat slabs. So, the overall 3D hexagonal PnC
waveguide fabricated via SLS is close to the required design except for the internal
slabs. One way to circumvent this distortion is to add adequate support structures
to the slab structures in the design phase. However, in this case, due to the intri-
cacy of the PnC design, it is challenging to add those structures without creating
additional problems. For instance, the new support structures may produce new
connections between the internal features, reducing the PnC’s wave propagation
performance. Nevertheless, as explained in Chapter 5, thicker internal slabs have
negligible effects on the performance of the PnC waveguide; thus, this variation is
acceptable and the waveguide should perform adequately.

8.4. PnC wedge with partial band gaps
In Chapter 6, we have designed a PnC wedge possessing partial BGs for guiding
ultrasound pulse through a specific path while filtering noise generated at differ-
ent interfaces, as shown in Figure 8.4(a). Since the wedge is composed of plastic
material, we use a polyjet printing (PJP) process (Stratasys 3D printer) for its fab-
rication [12]. PJP is an additive manufacturing process where photoreactive resins
or casting wax materials are deposited layer by layer. These layers are then cured
by means of ultraviolet (UV) light, providing a smooth and accurate part. Since
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(a) (b)

(c) (d)

Figure 8.3: The photographs of sectional views of 3D hexagonal PnC waveguide (a) Cross-sectional
view where the section plane is perpendicular to the printing orientation, (b) Oblique section where the
section plane is at 45° to the printing direction. (c) and (d), respectively, are the close-up views of cross-
and oblique-sections.

the smallest feature size of the wedge is 100 µm, it is challenging to manufacture
although it is still within the fabrication tolerance. This is because the thin struc-
ture is also free-standing and does not have adequate support and hence will break
down during the addition of the successive layer. Thus, we modify the design by
creating the PUC with two different materials as shown in Figure 8.4(b). In this
design, the thin structures are replaced with soft materials (casting wax and Agilus
30) having substantially lower acoustic impedance compared to the adjacent plastic
layer (VeroCyan). Figures 8.4(c) and 8.4(d), respectively, show the fabricated PnC
wedges, where the soft material in the former is casting wax while in the latter, it
is Agilus 30.

Although the feature sizes, shapes, surface texture, and orientations were ac-
curate, the wedge with the casting wax has some distortions as visible from Fig-
ure 8.4(c). This is because the wax material is easy to remove with force and is
water-soluble limiting its performance in long runs. In contrast, the wedge with plas-



8

184 8. Manufacturing aspects of phononic crystals

(a) (b)

(c) (d)

Figure 8.4: 2D geometries of a clamp-on flowmeter’s wedge with partial band gaps designed from (a)
single material and (b) two materials. The wedge is fabricated via multijet printing, where (c) plastic
with wax and (d) plastic with a rubbery material.

tic and elastomer (see Figure 8.4(d)) is more stable and resistant to environmental
conditions, thus, should perform adequately.

8.5. Summary and Conclusion
We discussed the fabrication of different types of phononic crystals via additive
manufacturing, applied in in-line and clamp-on ultrasonic flowmeters to mitigate
crosstalk. Although we can design phononic crystals with great performance, they
may not have adequate manufacturability. Thus, certain tuning in the design is
needed to realize them. Additionally, incorporating manufacturing aspects such as
the overhang angles or the minimum feature size during the early design stage,
greatly improves the quality during the fabrication.
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9
Discussion and Conclusions

This thesis aimed to develop devices based on phononic crystals (PnCs) to mitigate
crosstalk in ultrasonic flowmeters (UFs), which severely affects their measurement
accuracy. To that end, two different cases were investigated: In Case-1, we de-
veloped a mechanical wave filter based on PnC waveguides that can attenuate
high-frequency broadband waves traveling through the solid region thereby allevi-
ating crosstalk in inline UFs. Therefore, we investigated the feasibility of PnCs to
possess adequate band gap (BG) widths and methods to accurately characterize
them. Thus, in Chapter 2, a low-cost analytical model based on the spectral ele-
ment method (SEM) was proposed to analyze the dynamic response of viscoelastic
metamaterials. Then in Chapter 3, we developed a PnC waveguide capable of
mitigating crosstalk at 1MHz, which is extended to include additional mechanical
performance in Chapter 4. In Case-2, we designed a PnC-based wave steering
mechanism to transmit the incoming signal through a required wave path while
redirecting/suppressing the remaining waves in clamp-on UFs. To that end, we pro-
posed a PnC waveguide with partial BGs (PBGs) in Chapter 6, which was designed
using a novel analysis procedure based on displacement modes discussed in Chap-
ter 5. Since the 3D analysis of the clamp-on UF was prohibitively computationally
expensive, we proposed a method to incorporate the effects of 3D in the wave prop-
agation analysis using combinations of different analytical and numerical methods
in Chapter 7. All these investigations yielded several interesting findings, which are
concluded below.

The PnC wave filter developed for the inline UF is the first of its kind, which
demonstrated a 40 dB noise reduction in a broad bandwidth, which can be used in
a multitude of vibration isolation applications. Additionally, unlike most PnC devices
discussed in the literature that are fabricated in plastic, this waveguide is realized in
stainless steel 316 (SS316), a very relevant material used across several industries.
This further enhances the wave filter’s potential in fields where the application of
plastic is limited, for instance, in the case of non-destructive evaluation at extreme
temperature or pressure situations. In addition, the design procedure proposed

187
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for incorporating multiple conflicting objectives into the PnC wave filter design is a
generic process that can be applied to the multi-objective design of similar periodic
structures with adequate changes in the design space and parameters. Besides,
the wave steering mechanism proposed for the clamp-on UF is also a novel concept
since most PnC-based wave-guiding systems described in the literature use PnC
waveguides with defects for controlling the wave propagation direction. In other
words, the unit cells in the desired direction are replaced by homogeneous mate-
rials (usually composed of the matrix material) thereby introducing a new wave
path for the waves to travel. Although these can maintain the direction of wave
propagation, this approach has dire consequences on the wavefront shape and the
pulse duration. Thus they are not useful in situations where the signal arrival time
and the wave envelope are significant such as in a clamp-on UF. Our innovative
wave steering mechanism addresses these challenges by allowing wave propaga-
tion without resistance towards the desired direction due to the presence of prop-
agation modes along the branches of the irreducible Brillouin zone (IBZ) that align
with the required direction. Since the waveguide also has BGs in the remaining IBZ
branches, the waves traveling in those directions are attenuated. The PnC struc-
tures with PBGs can be used to improve the performance of devices used in other
similar situations where the wave travel duration is important, such as pulse-echo
measurements. Despite these exciting capabilities, there are still some challenges
to the application of PnCs in the crosstalk mitigation in UFs as discussed further.

The foremost limitation is the difficulty in manufacturing the PnC waveguides.
Since the target frequency and material requirements pushed the desired structure
to mesoscale (unit cell in mm with sub-mm internal features), where fabrication is
incredibly challenging. Thus in the present cases, some simplifications were applied
to realize the PnC waveguides. For instance, the 3D PnC waveguide with the outer
enclosure design (developed for Case-1) was tuned slightly because the manufac-
turing process (selective laser sintering) could not handle the precision required for
the design. Similarly, the wedge used for wave steering was designed for a single
material; however, was modified to a two-material design since the thinnest parts
of the design lacked stability during the fabrication using polyjet printing. Thus, the
manufacturability still needs improvement in accuracy, repeatability, and capabili-
ties in handling complex geometries with small feature sizes, before PnCs could be
exploited for other real-world applications.

Another challenge these PnCs face is the enormous computational cost during
their analysis. Since various designs discussed in this thesis have complex geome-
tries, high operational frequency, and deal with multi-physics situations, their analy-
sis is computationally very demanding. Although several approaches were proposed
to address this problem, they have inherent limitations. For instance, SEM-based
models can avoid meshing leading to low analysis costs; however, they can only
deal with simple geometries, and extending them to complex situations needs geo-
metric approximations. These approximations affect the accuracy and the response
is valid only for specific frequency ranges. Similarly, finite element models are very
costly and take several hours or days of computational time to provide accurate
solutions. Additionally, the clamp-on UF analysis needed to be performed in the



9.1. Recommendations for further research

9

189

time domain, which is much more expensive than the frequency domain analysis
(generally used for PnC analysis). Thus, for applying PnCs to complex situations,
the challenges with the computational cost need to be addressed or inexpensive
approximate models should be developed. A drawback regarding the 3D PnC de-
sign approach developed to address multiple conflicting objectives is that the design
might get stuck in a local optimum before reaching a global optimum design due
to the parametric sweeping. Instead, a more systematic process such as topology
optimization might provide better-performing designs. However, it is noteworthy
that as the various analyses involved in the design problem were computationally
expensive limiting the possibility of standard topology optimization. It is clear that
the design process can be improved when the challenges with the computational
cost are addressed.

Some assumptions were made during the design, analysis, and realization of
the PnC waveguides. 3D waveguides developed for the inline UF were assumed to
possess no damping since it was realized in SS316. However, the manufacturing
process introduced some form of dissipation, increasing the wave attenuation and
enhancing performance. However, this is not always necessary, and depending
upon the application the damping can have adverse effects, thus the influence of
damping should be studied to further apply the PnCs in different practical scenarios.
Similarly, due to the lack of available data such as viscoelastic material properties,
and the limitation of the modeling approach, damping was also excluded during
the time-domain analysis of the clamp-on UF with PnC wedges. Since the wedges
are composed of polymeric materials, their viscoelastic behavior should be charac-
terized accurately and incorporated into the design to improve the accuracy of the
model and further extend its applications.

9.1. Recommendations for further research
The future development of this work presents numerous exciting and relevant di-
rections. The displacement mode-based PnC design method can be extended to
create other periodic structures, such as acoustic metamaterials with additional
band gaps due to the local resonance of the resonators. Tuning the wavebands
introduced by these resonators via displacement modes can provide the required
response. Furthermore, this method can be applied to photonic crystals (PCs) that
are optical analogs to PnCs. Although the governing equations and parameters are
different, both PnCs and PCs derive band structure using eigenvalue analysis of
the periodic unit cell after applying Bloch-Floquet periodic boundary conditions and
sweeping the wave vector through the IBZ. Additionally, PnCs with PBGs have sig-
nificant potential in isolating and localizing waves without removing them, making
them suitable for signal amplification while retaining the source waveform.

The PnCs discussed here can also be applied in other industries where ultrasound
transducers are used. Depending on the frequency range, the PnC design may need
up/downscaling. For instance, in medical imaging, the PnCs could help improve
the performance of ultrasonic devices used to image the fetus inside the uterus
or detect tumors, where multiple interfaces between the transmitter and receiver
present similar challenges to those of clamp-on ultrasound transducers.
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