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Summary
Today’s globalized world depends on civil air transportation, which has been con
tinuously growing over the last decades. Nevertheless, the sustainability of this ex
pansion is a challenge due to environmental problems. Along with greenhouse gas
emissions, noise represents a severe hazard for human health, and consequently,
noise regulations limit the airport capacity and impose night curfews.

Noise is therefore an important design driver for future aircraft, and accurate
noise predictions are essential at an early design stage. The total noise emission
of an aircraft poses a complex problem, as the distinct components emit noise with
different characteristics. High fidelity methods are computationally demanding and
timeconsuming at an early design phase and less complex solutions, such as semi
empirical methods, are often considered to be more suitable. This thesis focuses on
aspects that can improve noise predictions for a new generation of silent aircraft.

The concept of noise shielding is present in many future aircraft designs, in which
engine noise is partially shielded by the airframe, resulting in a noise reduction on
the ground. The noise shielding predictions presented in this work use a theory
based on the Kirchhoff integral and the Modified Theory of Physical Optics. This
method was extended to consider other noise source radiations patterns than the
monopole and to calculate the creeping rays originated by smooth edges.

Experiments in the wind tunnel were used to validate these methods and showed
that the values of noise shielding are strongly dependent on the source directivity
and the shape of the obstacle.

Flyover measurements of rear engined aircraft were compared with predictions
of noise shielding. The good agreement obtained considering a sharpedged wing
in the predictions was further improved by considering the curvature of the leading
edge.

A lownoise variation of the Boeing 747400 is explored using noise shielding
predictions, and the optimal engine positions were found to be different when con
sidering the wing leading edge as sharp and with a curvature. This analysis shows
how the design of an aircraft is affected by the approximations adopted in the noise
shielding predictions, therefore also affecting its performance.

For conventional aircraft, the noise emission is commonly estimated using semi
empirical methods. These models are based on experimental data and require
detailed input of the aircraft geometry and engine settings. This work uses exper
imental data to test the limitations of such empirical methods during takeoff and
landing.

The efforts to reduce aircraft noise are only meaningful when resulting in a de
crease of annoyance. Traditional metrics such as the Effected Perceived Noise Level
are used to assess the annoyance caused by aircraft flyovers but do not provide in
formation about the sound characteristics, such as tonal content and fast and slow
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amplitude oscillations. Sound quality metrics provide a more complete character
ization of a sound and can be combined in psychoacoustics annoyance metrics.
Flyover measurements of different aircraft types during takeoff and landing were
used to investigate the correlation between the sound quality metrics and the air
craft geometry and propulsion system. Strong correlations were found between
the sound quality metrics and a number of aircraft characteristics, indicating that
psychoacoustic metrics can be used to drive the design process, similarly to exist
ing methods that apply traditional metrics for the same purpose. The variability of
the sound quality metrics and psychoacoustic annoyance within the same aircraft
type was also investigated. This variability was attributed to the aircraft operating
conditions.



Samenvatting
De huidige geglobaliseerde wereld is afhankelijk van civiele luchtvaart, een sec
tor die de afgelopen decennia voortdurend is gegroeid. De duurzaamheid van deze
uitbreiding is een uitdaging vanwege milieuproblemen. Naast de uitstoot van broei
kasgassen vormt lawaai een ernstig gevaar voor de menselijke gezondheid, en als
gevolg daarvan worden geluidsvoorschriften opgesteld die de luchthavencapaciteit
beperken en een nachtklok instellen.

Geluid is dus een belangrijke drijfveer voor het ontwerp van toekomstige vlieg
tuigen en nauwkeurige geluidsvoorspellingen zijn essentieel in een vroege ontwerp
fase. De totale geluidsemissie van een vliegtuig vormt een complex probleem,
omdat de verschillende onderdelen geluid uitstoten met andere eigenschappen.
Highfidelitymethoden vereisen veel rekenkracht en zijn tijdrovend in een vroege
ontwerpfase, en dus worden minder complexe oplossingen, zoals semiempirische
methoden, vaak als geschikter beschouwd. Dit proefschrift richt zich op aspec
ten die geluidsvoorspellingen kunnen verbeteren voor een nieuwe generatie stille
vliegtuigen.

Het concept van geluidsafscherming is in veel toekomstige vliegtuigontwerpen.
Hierbij wordt het motorgeluid gedeeltelijk afgeschermd door de romp, wat resul
teert in een geluidsreductie op de grond. De voorspellingen voor het afschermen
van geluid die in dit werk worden gepresenteerd, gebruiken een theorie die is ge
baseerd op de Kirchhoffintegraal en de Modified Theory of Physical Optics. Deze
methode werd uitgebreid om, naast de monopool, andere stralingspatronen van
geluidsbronnen in aanmerking te nemen en om de kruipende stralen te berekenen
die worden veroorzaakt door gladde randen.

Experimenten in de windtunnel werden gebruikt om deze methoden te valideren
en deze toonden aan dat de waarden van geluidsafscherming sterk afhankelijk zijn
van het stralingspatroon van de bron en de vorm van het obstakel.

Geluidsmetingen van overvliegende vliegtuigen met de motor richting de staart,
werden vergeleken met voorspellingen van geluidsafscherming. Een goede over
eenkomst werd verkregen als een scherpgerande vleugel in de voorspellingen werd
gebruikt. De voorspellingen werden verder verbeterd door rekening te houden met
de kromming van de voorrand.

Een geluidsarme variant van de Boeing 747400 wordt onderzocht met behulp
van voorspellingen voor het afschermen van geluid, en de optimale motorposities
bleken anders te zijn wanneer de vleugelvoorrand werd beschouwd als scherp dan
met een kromming. Deze analyse laat zien hoe het ontwerp van een vliegtuig
wordt beïnvloed door de benaderingen die worden gedaan in de voorspellingen
voor geluidsafscherming, wat dus ook de prestaties ervan beïnvloedt.

Voor conventionele vliegtuigen wordt de geluidsemissie doorgaans geschat met
behulp van semiempirische methoden. Deze modellen zijn gebaseerd op experi
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mentele gegevens en vereisen gedetailleerde invoer van de vliegtuiggeometrie en
instellingen van de motoren. Dit werk maakt gebruik van experimentele gegevens
om de beperkingen van dergelijke empirische methoden tijdens het opstijgen en
landen te testen.

De inspanningen om vliegtuiglawaai te verminderen hebben alleen zin als ze
leiden tot een vermindering van de hinder. Traditionele maatstaven zoals het Ef
fected Perceived Noise Level worden gebruikt om de hinder te beoordelen die wordt
veroorzaakt door vliegtuigen, maar bieden geen informatie over de geluidskarak
teristieken, zoals de aanwezigheid van tonen of snelle en langzame amplitude
oscillaties. Metrieken over geluidskwaliteit bieden een completere karakterisering
van een geluidsfragment en kunnen worden gecombineerd tot psychoakoestische
hinder waardes. Geluidsmetingen van verschillende vliegtuigtypen tijdens het op
stijgen en landen werden gebruikt om de correlatie tussen de meetwaarden van
de metrieken over geluidskwaliteit en de vliegtuiggeometrie en het voortstuwings
systeem van het vliegtuig te onderzoeken. Er werden sterke correlaties gevonden
tussen metrieken over geluidskwaliteit en een aantal vliegtuigkenmerken, wat erop
wijst dat psychoakoestische meetwaarden kunnen worden gebruikt om het ont
werpproces aan te sturen, zoals er ook bestaande methoden zijn die traditionele
metrieken toepassen voor hetzelfde doel. De variabiliteit van de metrieken over ge
luidskwaliteit en psychoakoestische hinder binnen hetzelfde vliegtuigtype werd ook
onderzocht. Deze variabiliteit werd toegeschreven aan de operationele condities
van het vliegtuig.
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𝑐𝐾 Calibration constant used in the tonality calculation
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𝐶 Tone correction
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𝐶𝑠 Scaling coefficient used in the jet noise calculation according to
Stone’s model

𝑑 Distance between two monopoles composing a dipole

𝑑array Distance between the microphone array and the noise source

𝑑𝑗 Characteristic diameter

𝑑object Distance between the noise source and the obstacle

𝐷𝑒 Effective aperture of the array

𝐷𝑓 Directivity function

𝐷fan Fan diameter

𝐷𝑚 Diffraction coefficients

𝐷𝑤 Wheel diameter

𝒆 Unit direction vector of a line segment

𝑒𝑖 Specific excitation time function

𝐸 Function dependent on the amplitude function and the derivatives
of the phase function

𝐸GR Masking intensity of the broadband noise surrounding selected
tones

𝐸HS Intensity at the threshold of hearing

𝑓 Frequency

𝑓𝑐 Central frequency

𝑓mod Modulation frequency

𝑓𝑇 Frequency of test tone

𝒇𝒆 External force density

𝐹 Fresnel integral

ℱ Factor for the amplitude function

𝐹1 Function dependent on the tip Mach number, used to calculate fan
noise in Heidmann’s model

𝐹2 Function dependent on the rotorstator spacing, used to calculate
fan noise in Heidmann’s model



𝐹3 Directivity correction used to calculate fan noise in Heidmann’s
model

𝐹4 Spectrum shape used to calculate fan noise in Heidmann’s model

𝐹𝑓 Spectrum falloff for combustor noise

𝐹𝑚 Masking factor

FS Fluctuation strength

𝐹𝑡 Difference between the original and the corrected value of sound
pressure level

𝑔 Phase function of the diffraction line integral

𝑔𝑅 Calibration factors used in the roughness calculation

𝑔𝑠 Weighting function for the sharpness calculation

𝐺 Green’s function

𝐺𝑖 Constant taking into account the effect of the aircraft component
in Fink’s method

𝒉 Steering vector

ℎBP,𝑖 Weighted excitation envelop

ℎ𝑛 Steering vector for a 𝑛𝑡ℎ element of the microphone array

ℎsource Height of the source relative to the ground of the anechoic room

𝐻 Absolute altitude

𝐻𝑖 Weighting function to model the bandpass characteristics of over
lapping critical bands

𝑖2 Imaginary unit, −1

𝐼 Identity operator

𝑰 Unit tensor

𝐼jet Sound intensity generated by the jet

𝐼Γ Diffraction line integral of a straight segment Γ

𝑘 Wavenumber

𝑘𝑐 Convection coefficient



𝐾 Tonality

𝐾𝑖 Empirical constant in Fink’s method

𝑙 Azimuthal number

𝑙strut Length of the strut

𝐿𝐴 Aweighted sound pressure level

𝐿Aeq,T Equivalent Aweighted sound level for multiple flight events

𝐿𝑏 Base level of the fan

𝐿𝑐 Characteristic length

𝐿DEN Dayevening night average level

𝐿E Excitation level

𝐿𝑖,𝑜 Length between the inner/outer jet exhaust plane

𝐿𝑘 Sound pressure level of a 𝑘𝑡ℎ tonal component

𝐿𝑁 Loudness level

𝐿𝑝 Sound pressure level value

𝐿𝑝𝑟 Sound pressure level value relative to the maximum value

𝐿T Level of test tone

𝐿TQ Threshold in quiet

𝑚 Mass source term

𝑚∗𝑖 Effective degree of modulation

�̇�𝑓 Mass flow rate across the fan

�̇�ref Empirical reference value of the mass flow rate across the fan

𝑀 Mach number

𝑀𝑐 Convective Mach number

𝑀DP Fan rotor tip Mach number at design point

𝑀𝑡 Tip Mach number

MTR Design Mach tip

𝒏 Normal vector to the aperture



𝑛𝑐 Constant used in Stone’s model

𝑛max Maximum noy value

𝑛tot Overall noy value

𝑛wheel Number of wheels

𝑁 Loudness

𝑁′ Unmasked specific loudness

𝑁 Weighted first momentum of unmasked specific loudness

𝒩 Fresnel’s number

𝑁1 Rotational speed of the fan relate to its maximum value, in per
centage

𝑁1,c,b Cutback rotational speed

𝑁𝐵 Number of fan blades

𝑁est Values of Effective Perceived Noise Level in a linear scale

𝑁Gr Loudness of a sound without the tones

𝑁spec Specific loudness

𝑁𝑉 Number of stator vanes

𝑝 Acoustic pressure

𝑝0 Reference sound pressure

𝒑𝒐 Position of an observer for the formulation of the Boundary Element
Method

𝑝𝑑 Diffracted acoustic field

𝑝GO Undisturbed incident acoustic field

𝑝𝑖 Incident acoustic field

𝒑𝒎 𝑁 × 1 vector containing the Fourier transform of the recorded pres
sure at each microphone

𝑝𝑠 Scattered acoustic field

𝑷 Fluid stress tensor



𝑃𝐴 Value of annoyance as determined by the psychoacoustics annoy
ance model

𝑃𝐴mod Value of annoyance as determined by the modified psychoacoustic
annoyance model

𝒫𝑗 Noise penalty depending on the time period

𝒒 Position of a source for the formulation of the Boundary Element
Method

𝑄0 Volume velocity

𝑞𝑚 𝑚𝑡ℎ root of the first derivative of the Airy function

𝒓 Vector from the location of a point of the aperture to the receiver
position

𝑟𝑖 Specific roughness

𝑟𝑡,0 Distance between the scan point and the center of the array

𝑟𝑡,𝑛 Distance between the scan point and microphone 𝑛

𝒓𝒑 Vector between two points in a curve, corresponding to the grazing
incidence of two rays, from the source and the observer to the
curve

𝑹 Vector from the noise source to the receiver position

𝑅 Roughness

𝑅2 Correlation coefficient squared

𝑠 Slope of the spectrum in 1/3octave bands

𝑠∗ Stationary phase point

𝑠𝑎 Start point of a segment of the aperture contour

𝑠𝑏 End point of a segment of the aperture contour

𝑠𝑡 Slope used in the excitation level calculation

𝑆 Sharpness

𝑆𝑓 Spectral function in Fink’s method

𝑆𝑡 Strouhal number

𝑡 Time variation



𝑇 Temperature

𝑇1 Time interval of 1 second

𝑇10 Normalization time of 10 seconds

𝑇𝑗 Total temperature in a jet region 𝑗

𝑡𝑑 Detour parameter used in the uniform theory of diffraction

𝑡𝑐 Arc between two points of the curvature, corresponding to the
grazing incidence of two rays, from the source and the observer to
the curve

𝑢jet Jet velocity

𝑈 Unit step function

UOSPL Unrefracted Sound Pressure Level

𝑣cruise Cruise velocity

𝑉Gr Total ground speed

𝑉mix Airflow velocity of the jet region

𝑤1 Bandwidth weighting function for tonality

𝑤2 Frequency weighting function for tonality

𝑤3 Prominence weighting function for tonality

𝑤Gr Weighting function to account for broadband noise effects on tonal
ity

𝑤𝑡 Total weighting function for tonality

𝒙 Position of the receiver

𝒙0 Position at the center of the array

𝑥𝑓𝑑𝑐 Engine position in relation to the nose of the aircraft

𝒙𝒔 Position of the sound source

𝒙𝒕 Scan point

𝒚 Vector of a line segment

𝒚0 Initial point of a segment of the aperture contour

𝑧 Critical band number



𝑧bf Perpendicular distance of the planar array to the scan points

Greek Symbols

𝛼𝐷 Attenuation factor of a diffuse sound field

𝛼𝑚 Decay coefficients

𝛼𝑠 Empirical scaling coefficient

𝛽 Fraction of volume

𝛾𝑖 Constants used in the calculation of the psychoacoustic annoyance
model (𝑖 = 1, .., 5)

Γ Straight segment of the aperture contour

𝛿 Path difference of the distance between source and observer with
and without the obstacle

𝛿co Cutoff correction

𝛿𝑖𝑗 Kronecker delta

𝛿∗𝑖 Dimensionless thickness of the boundary layer of component 𝑖

Δ Difference

Δ𝑙 Rayleigh criterion

Δ𝐿 Masking depth

Δ𝐿𝑖 Sound pressure level excess

Δ𝑆𝑗 Panel 𝑖 of the surface 𝑆

Δ𝑇𝑓 Total temperature rise across the fan
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𝜖𝜉 Shadow indicator for the detour parameter 𝜉

𝜃 Polar angle between the source and the receiver positions

𝜃 Angle between the path from the inlet symmetry axis to the ob
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𝜃𝑠 Polar angle between the noise source and a segment of the aper
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𝜆 Wavelength

𝜆𝐹 Wing aspect ratio

Λ Wing sweep

μ Dynamics viscosity

𝜉 Detour parameter introduced to eliminate the singularity of the
diffraction line integral

𝜖𝑡 Shadow indicator for the detour parameter 𝑡

𝜁 Nondimensional value in Stone’s method

𝜛 Domain of integration for the formulation of the Boundary Element
Method

𝜌 Fluid density
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𝜌𝑚 Mass density of a fraction of volume

𝝆𝑸 Vector from the source position to a point at the aperture

Π Acoustic power

𝝊 Flow velocity
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𝜎 Screen

𝝉 Viscous stress tensor

𝜙 Azimuth angle

𝜙fan Fan rotor diameter

𝜙jet Jet diameter

𝜑 Acoustic potential

𝜔 Angular velocity

𝜔FR Term that includes the effect of roughness and fluctuation strength
in the psychoacoustic annoyance model

𝜔S Term that includes the effect of sharpness in the psychoacoustic
annoyance model



𝜔T Term that includes the effect of tonality in the psychoacoustic an
noyance model

Subscripts
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5 Value exceeded 5% of the time signal

8 Values at the exit of the turbine
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ISA Referring to standard conditions

multisource Referring to a multisource

no shielding Referring to a situation in which the incident field is not disturbed
by the presence of an obstacle
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prediction Referring to a predicted value
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shielding Referring to a situation in which the incident field is disturbed by
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tot Referring to a total value

𝑣 Referring to the vertical tail

𝑤 Referring to the wing

Superscripts

* Complex conjugate transpose
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∼ Root mean square of a value

aperture Referring to a value in the aperture
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Other
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1
Introduction

This introduction gives an overview of the current noise reduction challenges of
aviation and explains the contribution of this research work to the present stateof
theart. A brief historical perspective of aircraft noise evolution is presented, along
with its impact on the community and available assessment methods.

1.1. Impact of aircraft noise
Civil aviation plays an important role in the world economy and globalization. Air
traffic has been continuously rising together with the passenger growth rate since
its early days in the 1960s [1]. The European Union Aviation Safety Agency (EASA)
estimates an average annual growth rate of 1.5% of the total number of flights in
the countries of the European Union and European Trade Association between 2017
and 2040 [2]. Also the Federal Aviation Administration (FAA) estimates a continuous
increase of air traffic, at an average annual growth rate of 2% of the domestic and
3% of the international market for the period between 2019 and 2039 [3].

Despite the importance of civil aviation in modern life, it has a negative impact
on the environment [4, 5] and human health [6, 7] due to greenhouse gas and
noise emissions. The prolonged exposure of urban areas close to airports to high
levels of noise is associated with sleep disorders and cardiovascular diseases [8].
In addition, recent evidence suggests that community’s tolerance to aircraft noise
has decreased over time [9, 10].

This reality is reflected in the noise target established in the Strategic Research
Agenda (SRA) [11] of the Advisory Council for Aeronautics Research in Europe
(ACARE), which aims at a reduction of 10 dB per aircraft operation in 2020 relative
to typical aircraft of 2000. According to the International Civil Aviation Organization
(ICAO) Balanced Approach concept [12], noise reduction targets should be achieved
combining novel technologies, optimized operational procedures and effective met
rics for perceived annoyance, in a combined effort of industry and airports.

The first action towards more silent aircraft dates back to the 1970s, with the in
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crease of engines bypass ratio [13], which drastically reduced the jet contribution to
the total noise emission and decreased the perceived noise level by 20 dB through
out the decades, as depicted in Figure 1.1. The acoustic treatment of the engine
ducts with liners [14], which applies the principle of the Helmholtz resonator to
damp frequencies of interest, also proved to be an effective technology in reducing
engine noise.

Figure 1.1: Evolution of engine noise [13].

As engine noise decreased, airframe noise sources, such as highlift devices
and the landing gear, became more important during landing [15]. A balanced
approach to reduce airframe noise without negatively affecting the aerodynamic
performance of the highlift devices and the landing gear proved to be a difficult
task [16]. Sideedge fences and flow transparent edge replacements [17] (using
porous metal foams) showed promising results in reducing the noise generated by
flap side edges but such materials are still not approved for aircraft applications.
Slat covers are another example of technology with potential to reduce airframe
noise [18]. Most of these airframe noise reduction technologies were tested in
wind tunnel facilities and more recently also in flight demonstrations [19].

The referred noise reduction technologies, together with noise abatement tra
jectories [20, 21], contribute to mitigate the noise impact of flight operations. The
Continuous Descent Approaches (CDAs) are already in use at some airports to min
imize the impact of individual aircraft during approach [22]. During CDAs the noise
footprint on ground is reduced by maximizing the cruise phase, which is followed by
a vertically optimized route. Most optimized approach and takeoff trajectories con
sider single event flights, but recent studies already analyze concepts of multievent
trajectory optimization [23].



1.2. Low noise aircraft
Despite all the efforts towards more silent flight operations around airports, the
noise reduction targets for 2050 are far from being met. The prospect of a con
tinuous growth of the number of passengers along with a more critical perception
of noise and its effects on human health anticipate increasingly strict noise regula
tions. It is therefore questionable whether noise emissions of conventional aircraft
can still be significantly further decreased.

Due to such constraints, unconventional aircraft are increasingly seen as alter
natives capable to meet noise regulations’ targets. The Blended Wing Body (BWB)
aircraft is perhaps the first concept that comes to mind, due to its distinct airframe.
This concept is being considered as an option for long range operations since the
early 2000s due to its aerodynamic efficiency, low noise emissions and reduced
direct operating costs [24]. The different variations of the BWB aircraft include
disruptive technologies such as distributed propulsion (positioned at the rear fuse
lage) and laminar flow technology. BWB concepts are more silent than conventional
wing and tube aircraft because they do not require flaps and a tailplane, and engine
noise is significantly shielded by the airframe [25]. These features make the BWB
aircraft an attractive concept for the industry, and many joint initiatives explored
different variations of this concept, as illustrated in the examples of Figure 1.2.
Nevertheless, several challenges still remain, such as stability and control problems
and interactions between the airframe and the propulsion system.

Figure 1.2: BWB aircraft variations investigated in the scope of the Multidisciplinary Optimisation of a
Blended Wing Body (MOB) project [26].

Other unconventional aircraft, such as delta, trussbraced and strutbraced con
figurations, were also investigated as low noise alternatives to conventional com
mercial aircraft [27]. The Low Noise Aircraft of the German Aerospace Center (DLR),
represented in Figure 1.3, is an example of an unconventional aircraft that does im
ply such a drastic design change compared to today’s aircraft as the BWB does. In
this concept the engines are mounted above the forward swept wings, relying on
noise shielding for reducing engine noise, as in the case of the BWB. The verti
cal tail plane is replaced by double fins (also to take advantage of engine noise
shielding), the wings are moved backwards to minimize cabin noise and the canard
configuration stabilizes the model [28].



Figure 1.3: Top view of a scale model of DLR’s Low Noise Aircraft in the Lowspeed wind tunnel Braun
schweig (NWB) operated by the foundation DeutschNiederländischer Windkanal (DNW) [29].

Less drastic design modifications, such as tube and wing aircraft with rear
mounted engines, also showed good prospects in decreasing community noise [30],
and are more likely to be adopted by the industry over the coming decades than
disruptive concepts. These configurations rely on engine noise shielding and make
use of airframe noise reduction technologies to decrease the noise footprint on the
ground.

1.3. Calculation and assessment of aircraft noise
Aircraft are complex noise sources, composed of engine and airframe noise com
ponents, which change with different operational conditions. Therefore, the noise
signature of an aircraft is different for distinct flight phases, for example engine
noise is dominant for takeoff but has an equivalent contribution to airframe noise
during approach [15]. Different methods are used to predict aircraft noise depend
ing on the level of detail and accuracy required. Ultimately, reducing individual
noise sources is only meaningful if community annoyance is decreased. Psychoa
coustic surveys show that the negative response towards a sound (annoyance) is
determined not only considering its intensity and duration, but it is also affected by
the frequency and tonal content [31].

A brief description of the methods used to calculate aircraft noise and to assess
annoyance is given below. A more detailed review of the traditional and psychoa
coustic metrics used to determine annoyance can be found in Section 2.5.

1.3.1. Methods to estimate aircraft noise
When investigating a phenomenon, the first natural step is to study it experimen
tally. Wind tunnels are widely used to study the aerodynamics and acoustic proper
ties of aircraft components or scaled models. These facilities can be characterized
according to their flow regime (lowspeed, transonic and supersonic), duct circuit
(open or closed), size (highspeed wind tunnels are normally smaller due to the



amount of power used to operate them) and application (e.g. climate and icing
tunnels) [32].

The background noise of the test section in open jet wind tunnels has been re
duced since the 1960s [33], allowing for more precise aeroacoustic measurements.
Also the noise generated by the fan/compressor used to generate the airflow was
optimized throughout the last decades.

Wind tunnel facilities are a controlled environment, and therefore, the acoustic
measurements are precise and replicable. However, it is not possible to test a full
size aircraft in a wind tunnel. Field measurements using microphone arrays are used
to assess aircraft noise under operating conditions. Several corrections should be
performed when evaluating the measured data, such as the atmospheric attenua
tion and the Doppler effect, as the aircraft is a moving source. Also noise reflections
and unexpected background noise sources have to be taken into consideration.

The data from wind tunnels and field measurements is used to validate predic
tions but also to develop empirical models. Predicting aircraft noise for different
operating conditions is essential to make design choices, as testing scalemodels in
wind tunnels is expensive and time consuming.

Concerning modeling approaches, different methods can be used to estimate
aircraft noise with distinct accuracy and computational time. Highfidelity meth
ods denominated computational aeroacoustics (CAA), provide accurate and de
tailed analysis but are computationally expensive. CAA methods can be divided
in three categories: comprehensive CAA, hybrid CAA and large eddy simulation
[34]. In comprehensive CAA the flow generation and nearfield propagation are
solved computationally. In hybrid CAA, the nonlinear flow is solved at the source
and propagated to the farfield using an acoustic theory, for instance the Lighthill’s
analogy [35]. Many CAA hybrid methods were developed for flow simulations, such
as the combination of direct noise simulation (DNS) or large eddy simulation (LES)
with the acoustic analogy [36].

On the other side of the spectrum, best practice methods are used to estimate
noise of conventional aircraft with minimum computational time, in order to calcu
late noise contours around airports. Unlike CAA methods, best practice methods
include many approximations and a limited number of input parameters such as
the engine thrust and distance to the observer to determine the noise level. The
methods are typically based on experimental data, i.e., they are empirical. This
data is usually provided by the manufacturers and obtained during the certification
process. Examples of best practice methods are models based on NoisePower
Distance (NPD) tables, in agreement with Document 29 of ECAC (European Civil
Aviation Conference) [37]. The noise levels determined with NPD tables for an ob
server on the ground have to be corrected for lateral attenuation, bank angle and
flight profile height. The Nederlands Reken Model (NRM)  Dutch Aircraft Noise
Model, used for estimating community noise around Amsterdam Airport Schiphol,
is an example of a best practice approach.

Semiempirical methods use empirical data from measurements but are physics
based and often parametric [37]. In these models engine noise is separated from
airframe noise, and the different noise components such as the fan, turbine, high



lift devices and landing gear are also often estimated. PANAM (Parametric Aircraft
Noise Analysis Module) [38] and ANOPP (NASA Aircraft Noise Prediction Program)
[39, 40] are wellknown parametric semiempirical tools suitable to be integrated
in multidisciplinary aircraft design frameworks.

1.3.2. Noise metrics to determine annoyance
The impact of aircraft noise on communities is determined using different metrics
that take into account signal characteristics such as intensity, frequency content
and duration. Common metrics to assess the impact of single flyover events are
the Aweighted Sound Pressure Level (dBA) and the Sound Exposure Level (SEL).
The Aweighting metric was created to approximate the human hearing response to
noise, which perceives high frequencies as more disturbing than frequencies below
500Hz. The Aweighting metric approximates the 40 phon equal loudness curve
[41]. The Sound Exposure Level takes into consideration the duration of the signal
in dBA, and it is widely used to assess aircraft noise.

The Effective Perceived Noise Level (EPNL) metric is used for certification pur
poses and includes weighting of tonal elements based on psychoacoustics tests
[42]. Also the dayeveningnight average level (𝐿𝐷𝐸𝑁) is used for certification, but
for multievents over time, distributing different weights for daytime and nighttime
flights.

Complex metrics such as the EPNL provide a good estimate of annoyance com
pared with more simplistic metrics such as the Aweighted Sound Pressure Level,
but do not give detailed information about the noise characteristics responsible for
a more or less annoying sound. Attributes such as tonality, sharpness, roughness
and fluctuation strength provide more information about a sound than traditional
metrics. Together with loudness, those are called sound quality metrics (SQM) and
can be combined using psychoacoustics metrics [43] to determine annoyance.

1.4. Research Objectives
The previous sections highlighted the need for lower aircraft noise emissions in or
der to protect the welfare of communities around airports, and indicated possible
solutions. Innovative lownoise aircraft concepts and metrics capable of identi
fying the most annoying noise characteristics to the human ear are two possible
approaches to minimize the noise impact.

The four research objectives of this thesis, described below, explore aspects
with the potential to improve current aircraft noise predictions:

1. Development and validation of a noise shielding prediction tool suitable to be
used for lownoise aircraft concepts, i.e. accurate, flexible and timeefficient.

2. Explore the potential of a lownoise version of the B747400 aircraft, with over
the wing engines.

3. Investigate the suitability of psychoacoustics metrics (using flyover measure
ments) in the design of new aircraft.



4. Comparison of flyover measurements with engine and airframe noise pre
dictions using parametric semiempirical methods. The limitations of such
methods are assessed and a sensitivity analysis is performed to understand
which parameters might be neglected or approximated when not available.

1.5. Thesis Outline
Engine noise shielding, referred in Objective 1, is explored from Chapter 2 to Chap
ter 5. The methods used to calculate noise shielding are described in Chapter 2,
for shielding objects with sharp and round edges, and considering different noise
source directivities. Noise shielding predictions are compared with flyover mea
surements of the Fokker 70 in Chapter 3. Measurements of noise shielding in the
controlled environment of a wind tunnel are presented and compared with predic
tions in Chapter 4. These experiments explore the effect of different obstacles and
noise sources on the values of noise attenuation. Improvements of the predictions
are made based on the findings of this measurement campaign.

Chapter 5 explores a lownoise variation of the Boeing 747400, with over the
wing engines, using noise shielding predictions (Objective 2). The optimal position
of the engines was found based on Sound Exposure Level noise contours. This
application case assessed the potential of noise shielding in reducing aircraft noise,
for a nondisruptive design.

Traditional metrics and the sound quality metrics were used to assess aircraft
noise during takeoff and landing in Chapter 6, which addresses Objective 3. Flyover
measurements recorded at Schiphol airport were used to verify the variability of
such metrics for aircraft with similar operating conditions and whether these metrics
can be correlated with the aircraft characteristics and be used to drive the design
of new concepts.

To investigate Objective 4, a set of takeoff and landing flyover measurements
was used for the comparison with predictions of engine and airframe noise us
ing semiempirical methods in Chapter 7. The limitations of such methods were
assessed and a sensitivity analysis was performed to understand which input pa
rameters might be neglected when not available.

Finally, Chapter 8 summarizes what was achieved in this research work and gives
suggestions for future research topics.





2
Theory

In this chapter a description of the theoretical concepts necessary for a better un
derstanding of the following chapters is given. The different noise sources onboard
of conventional aircraft are described as well as the methods used to calculate them.
In addition, a focus is put on propeller noise, due to its importance for unconven
tional aircraft designs. A substantial part of this thesis is dedicated to noise shielding
and, therefore, this chapter also gives a comprehensive overview of this topic and
describes the method adopted in this work. Finally, the subject of aircraft noise
metrics is addressed in detail.

A part of this chapter have been published in The Journal of the Acoustical Society of America, 143, 1
(2018) [44] and in The Journal of the Acoustical Society of America, 146, 2 (2019) [45].
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2.1. Noise sources in conventional aircraft
The total noise emitted by an aircraft is the result of different noise sources, which
are divided into two main categories: airframe and engine noise. As the name
indicates, engine noise originates from the propulsion system and airframe noise
is generated by the interaction between an unsteady turbulent flow and airframe
components such as the landing gear, fuselage and highlift devices. Figure 2.1
shows the most relevant noise sources on aircraft.

Main & nose 
landing gear Trailing & leading 

edge devices 

Fuselage 

Wing 

Engine noise 
• Fan inlet 
• Fan exhaust  
• Jet 
• Turbine 
• Combustion 

Nacelle 

Vertical & horizontal 
stabilizers 

Figure 2.1: Different sources of aircraft noise.

The spectral characteristics depend on the component, i.e., the high and low
frequency content varies for the different components. Also the sound directivity
varies for different components. As an example, Figure 2.2 shows the directivity of
the most relevant noise sources on a modern turbofan engine with a high bypass
ratio. Both inlet and exhaust fan noise are represented, along with jet noise, com
pressor, turbine and combustion noise, each component with a distinct radiation
directivity associated. Figure 2.2 only illustrates the noise directivity with respect to
the polar emission angle, but the directivity can also vary in the azimuthal direction.
Figure 2.3 defines the polar (𝜃) and azimuthal (𝜙) emission angles.

The engines and airframe contribution to total noise varies with the aircraft
operating conditions. The noise emission of conventional turbofan aircraft during
takeoff is dominated by engine noise. However, for landing, the contribution of
airframe and engine noise is approximately equivalent [47]. The landing gear is
the most relevant source of airframe noise during landing, and the fan dominates
engine noise.

In addition to the individual noise components, installation and interaction ef
fects also contribute to total noise. Reflection of jet noise on the wing surface [48]
and shielding of engine noise by the airframe [44] are examples of installation ef
fects. Noise reflection of under the wing engines can significantly contribute to an
increase of total noise, whereas the noise generated by rearmounted engines can
be partially shielded by the airframe, resulting in a decrease of total noise on the



Figure 2.2: Sound directivity of different engine noise components [46].

ground. The latter is particularly important for innovative lownoise designs, and it
will be further explored in this work. Examples of interaction effects are the inter
ference of the main landing gear in the flow around the flaps or the effect of the
spoiler deflection on the flow around the slat and flap.

Receiver

(a) Polar emission angle.

Receiver

(b) Azimuthal emission angle.

Figure 2.3: Polar and azimuthal emission angles.

Reducing aircraft noise is a complex task, requiring an indepth knowledge of
the different components. Some noise sources, such as the jet and flaps, are well
understood by the scientific community but others, e.g. the spoilers and speed
brakes, are still far from being fully addressed [47]. Aircraft noise can be assessed
by different approaches, depending on the required level of accuracy.

Bestpractice methods use experimental data to estimate the noise impact on
ground. The methods based on the NoisePowerDistance (NPD) tables are exam
ples of such methods. They use noise certification data to estimate the noise levels
on the ground, according to the weight class and flight profile of the aircraft. An
other example is FLULA [49], a tool developed by the Swiss Federal Laboratories for
Materials Testing and Research (EMPA). This model is based on measurements of



the noise radiation directivity patterns of commercial and military aircraft flyovers.
Despite the practicality of bestpractice methods in estimating noise contours

around airports, no information about the individual noise components is used. High
fidelity methods and physicsbased models require very detailed input data and are
computationally expensive, and therefore unpractical for aircraft conceptual design
within a multidisciplinary framework.

Parametric semiempirical models are another possible approach to calculate
aircraft noise. These methods determine the noise generated by the different
components separately, based both on experimental data and approximations of
physicsbased models. This approach is therefore more accurate and flexible than
bestpractice methods and, on the other hand, less complex to implement and com
putational expensive than highfidelity and physicsbased methods. Wellknown ex
amples of tools using semiempirical models are NASA’s ANOPP [39, 50] and DLR’s
PANAM [38].

ANOPP development started in the 1970s and it has been continuously updated
as aircraft evolved. This tool uses Fink’s approach [51] to calculate airframe noise,
the method of Stone [52] for determining jet noise and the method of Heidmann
[53] to predict fan noise. The latter was updated for modern turbofan engines with
high values of bypass ratio using experimental data [54]. A new version of ANOPP
was recently released and renamed as ANOPP2 [55]. ANOPP2 features both the
parametric semiempirical models of the early version of ANOPP and highfidelity
and physicsbased models [56], allowing for the simulation of unconventional air
craft such as blended wing body configurations.

PANAM, similarly to ANOPP, applies Stone’s method to calculate jet noise and
uses a modified version of Heidmann’s method, based on experimental data, to
calculate fan noise. Airframe noise is calculated using the method developed by
Dobrzynski et al [57, 58].

This thesis uses semiempirical methods to predict aircraft noise. The most
relevant airframe noise components (main and nose landing gear, wings, vertical
and horizontal stabilizers, slats and flaps) are calculated with Fink’s approach. Jet
noise is determined using Stone’s model and fan noise with Heidmann’s model. In
addition, combustion noise is also estimated using the same approach as ANOPP
[59, 60].

The calculation of airframe noise requires detailed information about the aircraft
dimensions, e.g. the wing span, the tire diameters of the main and nose landing
gear and the flap area. This information is relatively easy to obtain. On the contrary,
engine noise predictions require input data such as the jet velocity, fan rotational
speed, and values of mass flow rate, temperature and pressure across the different
engine stages, which needs to be determined for the aircraft operating conditions.

Typically, programs suchs as the Gas Turbine Simulation Program (GSP) [61] are
used to obtain the input data required for the engine noise predictions. GSP was
developed by NLR and TU Delft and calculates the gas turbine performance for a
reference design point, steady offdesign and transient simulations.

The models used to calculate the different noise components are presented in
the following subsections.



2.1.1. Engine noise
Most commercial aircraft are equipped with turbofan engines due to their high thrust
to weight ratio and fuel efficiency. The turbofan has four main stages that work
together to accelerate the incoming flow in order to produce thrust: intake, com
pression, combustion and exhaust. These stages comprise five engine parts, illus
trated in Figure 2.4: the fan, the compressor, the combustor, the turbine and the
nozzle. The engine noise model used in this work includes fan, jet and combustion
noise.

Fan airflow

Fan airflow

Fan

Core airflow

Core airflow

Compressor

Combustor

Turbine Mixer/Nozzle

Figure 2.4: Turbofan engine stages (adapted from [62]).

In a turbofan engine, the fan collects the incoming airflow and conducts a part
of it to the engine core. The other portion of the airflow is moved around the
outside of the engine core, creating additional thrust and cooling the engine. This
is denominated bypass air, and in modern engines with high values of bypass ratio
this plays an important role in the total thrust. In the compressor, the stators
(stationary blades) and the rotors (driven blades) pressurize the air, ensuring that
it is ignited at the combustor with the correct pressure and temperature. The fuel
is ejected at the combustor and the mixture airfuel expands rapidly and it is forced
to exit to the exhaust. The energy of the expanding gas due to the combustion is
transferred into rotation energy by a coaxial shaft connected to the turbine. Finally,
a high velocity jet exits the nozzle, generating thrust.

Fan noise
The fan is the first stage of a turbofan engine and the most important source of
engine noise, due to the strong presence of fan noise both during landing and
takeoff. Fan noise presents tonal and broadband components. Heidmann’s model
predicts the freefield noise from the fan, considering five noise mechanisms:

• Discrete tones from the inlet;

• Broadband noise from the inlet;

• Combined tones from the inlet (buzzsaw noise);



• Discrete tones from the exhaust;

• Broadband noise from the exhaust.

The discrete tones from the inlet are generated by the rotorstator interaction,
due to the lift fluctuations on rotor blades and stator vanes, caused by the wakes
generated by the rotor and inlet guide vanes hitting the stator. This disrupts the
pressure field distribution in a periodic pattern, dependent on the number of fan
blades and the fan rotational speed. The fundamental frequency of this pattern is
know as the Blade Passage Frequency (BPF), which is given by

BPF = 𝑁𝐵RPMfan

60 , (2.1)

where 𝑁𝐵 is the number of fan blades and RPMfan is the rotational speed of the fan
in rotations per minute. The multiples of the BPF are denominated as harmonics.

The discrete tones from the exhaust are generated by the same noise mech
anism as the tones produced by the inlet but propagate from the engine bypass
exhaust.

Inlet and exhaust broadband noise are generated by unsteady flow and turbu
lence in blade wakes and boundary layers. Combination tones, also referred to as
buzzsaw noise (BSN), are generated when the tip Mach number is under super
sonic regime. The shock waves propagate upstream and coalesce in the inlet duct,
generating a periodic pattern at every engine rotation, i.e., occur at multiples of the
shaft speed. These tones are called buzzsaw noise tones and are characteristic of
aircraft noise during takeoff.

Heidmann’s model predicts the noise level, spectrum shape and directivity of the
five fan noise components mentioned above. Fan noise does not vary with the az
imuthal direction. The main equation comprising each of the five noise mechanisms
is given by

SPL(𝜃, 𝑓) = 𝐿𝑏 + 𝐹1(𝑀𝑡) + 𝐹2(𝑅𝑆𝑆) + 𝐹3(𝜃) + 𝐹4(𝑓). (2.2)

The functions 𝐹1,2,3,4 can be found in [53]. Function 𝐹1 depends on the tip Mach
number (𝑀𝑡), 𝐹2 takes into account the rotorstator spacing (RSS), 𝐹3 contains a
directivity correction for polar emission angle and 𝐹4 represents the spectrum shape,
dependent on the frequency 𝑓. The value RSS is given in percentage, relative to
the chord of the fan blades. The variable 𝐿𝑏 is calculated using the expression,

𝐿𝑏 = 20 log10 (
Δ𝑇𝑓
Δ𝑇ref

) + 10 log10 (
�̇�𝑓
�̇�ref

) , (2.3)

where �̇�𝑓 is the mass flow rate across the fan and Δ𝑇𝑓 is the temperature rise. The
variables �̇�ref and Δ𝑇ref are empirical reference values.

The attenuation of the tones in the duct is taken into account by considering a
tone cutoff correction 𝛿co based on the studies of Tyler and Sofrin [63], given by

𝛿co =
𝑀𝑡

|1 − 𝑁𝑉
𝑁𝐵
|
, (2.4)



where 𝑁𝑉 is the number of stator vanes behind the fan. The tip Mach number can
be calculated using

𝑀𝑡 =
𝜋BPF𝜙fan
𝑁𝐵𝑐0

, (2.5)

where 𝜙fan is the diameter of the fan rotor and 𝑐0 is the speed of sound.
An empirical correction is used to account for the lining treatment at the inlet

and the exhaust [64]. Acoustic lining is a treatment of the engine duct, which
allows the attenuation of sound at specific frequencies, due to perforations that act
as Helmholtz resonators.

Table 2.1 summarizes the input data required for the fan noise predictions ac
cording to Heidmann’s method.

Table 2.1: Input data required for the fan noise predictions using Heidmann’s model.

𝜙fan [𝑚] Fan rotor diameter

𝑁𝐵 [] Number of rotor blades

𝑁𝑉 [] Number of stator vanes

𝑀DP [] Fan rotor tip Mach number at design point

RSS [%] Rotorstator spacing

BPF [𝐻𝑧] Blade Passage Frequency

Δ𝑇𝑓 [𝐾] Total temperature rise across the fan

�̇�𝑓 [𝑘𝑔/𝑠] Mass flow rate across the fan

𝑁1 [rpm] Rotational speed of the fan

Jet noise
Jet noise is one of the most important noise sources for departure, but its impor
tance has decreased since the 1960s. Back then, aircraft were powered by turbofan
engines with lower values of bypass ratio than modern engines. Lower values of
bypass ratio result in higher values of jet velocity, which is strongly correlated with
noise generation.

Lighthill’s acoustic power law [65, 66] was one of the first studies about jet
noise. This law considers that a turbulent jet generates a sound with intensity 𝐼,
proportional to the eighth power of the jet velocity,

𝐼jet ∼
𝜌𝜙2jet𝑢8jet
|𝑹|2𝑐50

, (2.6)

where 𝜙jet is the jet diameter, 𝑢jet is the jet velocity, 𝜌 is the medium density and
|𝑹| is the distance between the noise source and a receiver. Since 𝐼 = 𝑝′2/𝜌𝑐0, the



farfield acoustic pressure fluctuation 𝑝′ is approximately given by

𝑝′jet ∼
𝜌𝜙jet𝑢4jet
|𝑹|𝑐20

. (2.7)

Other authors, such as Curle [67] and FfowcsWilliams & Hawkings [68] found
that the sound intensity of the jet depends on the 5th and the 6th power of the
jet velocity and formulated different approaches to determine jet noise. However,
these methods require computationally expensive CFD calculations to determine
the input data.

As an alternative, this work uses Stone’s model, which determines mixing noise
and shock induced noise produced by the jet. Mixing noise is generated by high
velocity jets mixing with the ambient air, and also due to the interaction of the jet
exiting the primary and secondary nozzles. The phenomena of jet mixing noise are
illustrated in Figure 2.5. Mixing noise has a broadband nature that peaks at low
frequencies, around 100200Hz.

Figure 2.5: Jet mixing noise.

The method developed by Stone consisted in finding correlations between noise
measurements of different engines and Lighthill’s acoustic power law. A correlation
between the sound intensity and the 8th power of the jet velocity could be found for
large scale turbulence further upstream of the engine nozzle, but the same was not
observed for other regions. Other works, such as Curle’s [67] also found a lower
dependence of noise intensity on jet velocity than the 8th power.

The first step of the method consists in determining the Overall Sound Pressure
Level (OSPL) at the polar angle of 90° and then applying frequencydependent di
rectivity patterns. The OSPL is defined as the sum of the intensities corresponding
to the discrete Sound Pressure Level (SPL) values per frequency of the noise spec
trum. The SPL quantifies the variation in pressure originating from a sound wave
relative to a the reference sound pressure 𝑝0 of 20𝜇Pa (considered as the threshold
of human hearing) in logarithmic scale .



The method of Stone [52] includes the effect of forward flight, chevrons and
defines three mixing zones. Two shear layers, one at the bypass airflow mixing
with the ambient flow and another generated by the mixing between the bypass
and core airflow, induce sound waves due to the difference of flow velocity.

The outer shear layer (between the bypass and ambient flow) generates transi
tional scale noise and the inner shear layer (interaction of the bypass and core flow)
generates small scale turbulence, i.e., highfrequency noise. A third noise source
is generated upstream of the engine exhaust, in a fully mixed region, where large
scale turbulence is present, i.e., low frequency noise. This low frequency noise
dominates jet noise. Shock noise is not considered because the aircraft analyzed in
this work do not operate supersonic.

The unrefracted OSPL of each jet mixing noise source is given by the expression

UOSPL = 𝐴𝑠 + 10 log10 [(
𝜌0
𝜌ISA

)
2
( 𝑐0𝑐ISA

)
4
] + 10 log10 (

𝐴𝑛
|𝑹|2) + 10𝜁 log10 (

𝜌𝑒
𝜌0
)

+ 10 log10
⎡
⎢
⎢
⎣

(𝑣𝑒𝑐0 )
𝑁

1 + ℬ (𝑣𝑒𝑐0 )
𝑁−3

⎤
⎥
⎥
⎦
− 5𝑘𝑐 log10 [(1 + 𝑀𝑐 cos𝜃)

2 + (𝛼𝑠𝑀𝑐)
2] .

(2.8)

Here UOSPL is the unrefracted OSPL of the jet mixing component and the variables
𝑐ISA and 𝜌ISA are the speed of sound and the air density at standard conditions,
respectively. The variable 𝐴𝑛 corresponds to the nozzle area, 𝑘𝑐 is the convection
coefficient, 𝛼𝑠 is an empirical scaling coefficient and ℬ is a dimensionless empirical
term. The variable 𝐴𝑠 is a scaling coefficient that depends on the region of the jet, 𝜁
is a nondimensional value that depends on the outflow velocity and 𝜌𝑒 is the mass
density in a region of the jet. 𝑁 is the velocity power coefficient, which is 8 for large
mixing noise and 7.5 for other regions of the jet. The values of the constants can
be consulted in [69]. The effective velocity, 𝑣𝑒 is calculated as follows,

𝑣𝑒 = 𝑉mix√1 −𝑀(
𝑐0
𝑉mix

), (2.9)

where 𝑉mix is the flow velocity of the jet region. The convective Mach number 𝑀𝑐
of Equation (2.8), is calculated using

𝑀𝑐 = 𝑛𝑐 [(
𝑉mix

𝑐0
) −𝑀] , (2.10)

where 𝑛𝑐 is a constant that depends of the region of the jet (large, small or tran
sitional turbulence) and it is determined based on the inner and outer jet velocity
and on the engine having a single or dual nozzle. The quantities 𝜌𝑒 and 𝑉mix also
depend on the region of the jet, and are determined based on the inner and outer
jet temperature, velocity and mass flow rate. Similarly to the variable 𝑛𝑐, the value



of 𝑉mix also changes for a engine with a single or dual nozzle. Expressions for these
quantities can be found in [69].

The sound pressure level can be obtained at a distant point using lookup tables
function of the UOSPL and the Strouhal number (𝑆𝑡),

𝑆𝑡 =
𝑓𝑑𝑗
𝑣𝑒

(
𝑇𝑗
𝑇0
)
0.4+(1+cos𝜃)

, (2.11)

where 𝑑𝑗 is the characteristic diameter, 𝑇𝑗 is the stagnation temperature in the jet
region and 𝜃 is the angle between the engine inlet symmetry axis and the observer.

Table 2.2 shows the input data required for the calculation of the three compo
nents of jet mixing noise.

Table 2.2: Input data required for the jet mixing noise predictions using Stones’s model.

�̇�inner [𝑘𝑔/𝑠] Jet inner mass flow rate

�̇�outer [𝑘𝑔/𝑠] Jet outer mass flow rate

𝑇inner [𝐾] Total jet inner temperature

𝑇outer [𝐾] Total jet outer temperature

𝑉inner [𝑚/𝑠] Inner jet velocity

𝑉outer [𝑚/𝑠] Outer jet velocity

𝐴inner [𝑚2] Inner jet area

𝐴outer [𝑚2] Outer jet area

𝐿𝑖,𝑜 [𝑚] Length between the inner/outer jet exhaust plane

Combustion Noise
The contribution of the combustor to the overall aircraft noise has gained impor
tance over the last decades due to the reduction of jet and fan noise. Combustion
noise has a broadband nature and can be classified as direct and indirect. Direct
combustion noise occurs due to the effect of the expansion of the gas mixture on the
surrounding gas, producing sound waves. Indirect combustion noise is generated
by the convection of nonuniformities through the pressure gradients in the turbine,
and consequently creating entropy fluctuations that generate acoustic waves. For
that reason this type of noise is also denominated entropy noise.

The general formulation of the method used to calculate combustion noise in



this work [60] is given by

OAPWL = 10 log10 (
�̇�3𝑐20
Πref

) + 10 log10 {(
𝑇4 − 𝑇3
𝑇3

)
2
(𝑝3𝑝0

)
2
[(𝑇4 − 𝑇8)𝑑𝑇0

]
−4
} − 60.5,

(2.12)
where OAPWL is the overall power level, �̇�3 is the combustor mass flow rate, Πref
is the reference power of 10−12𝑊, (𝑇4 − 𝑇3) is the total temperature rise in the
combustor, 𝑝3 is the combustor inlet total pressure and (𝑇4 − 𝑇8)𝑑 is the engine
design point total temperature extraction by the turbines. When this parameter is
unavailable, the value at takeoff can be used instead.

The Sound Pressure Level is calculated applying the spectrum falloff for com
bustor noise, 𝐹𝑓,comb, which peaks at 400Hz (values listed in the literature for 1/3
octave bands), followed by a farfield directivity correction, 𝐷𝑓,comb, also listed in
the literature [60]. This results in the following expression,

SPLcomb(𝑓, 𝜃) = OPWL+ 𝐹𝑓,comb + 𝐷𝑓,comb + 10 log10 (
Πref𝜌0𝑐0
4𝜋𝑝2ref

) , (2.13)

considering a distance from the noise source to the observer of 1m. Table 2.3
summarizes the input variables necessary to calculate combustion noise.

Table 2.3: Input data required for the combustion noise predictions.

MTR [] Design tip mach number

𝑝3 [𝑃𝑎] Total pressure at the inlet of the combustor

𝑇3 [𝐾] Total temperature at the inlet of the combustor

�̇�3 [𝑘𝑔/𝑠] Mass flow rate at the inlet of the combustor

𝑇4 [𝐾] Total temperature at the outlet of the combustor

𝑇8 [𝐾] Total temperature at the exit of the turbine

2.1.2. Airframe noise
Airframe noise is generated by the interaction of the airflow with the aircraft struc
ture and has a broadband nature. The noise produced by the landing gear and the
high lift surfaces are examples of relevant airframe noise sources during landing
as revealed by acoustic imaging with a microphone array. The plots of Figure 2.6
show the main noise sources of two different aircraft types during landing. The
Fokker 70, in Figure 2.6a, clearly shows two comparable noise sources located at
the engines and at the nose landing gear (NLG), whereas the Airbus A380 shows
a strong source at the location of the main landing gear (MLG). This trend was ob
served for other aircraft as well, which shows the importance of landing gear noise,
and consequently of airframe noise, during landing [70].



(a) Fokker 70. (b) Airbus A380.

Figure 2.6: Beamforming plots of landing flyovers for frequencies between 1500 and 4500Hz [70].

In this work, the noise in the farfield of each airframe component 𝑖 is calculated
using

𝑝𝑖2 =
Π𝑖𝐹𝑖(𝑆𝑡)𝐷𝑓,𝑖(𝜃, 𝜙)

4𝜋|R|2(1 − 𝑀0 cos𝜃)4
𝜌0𝑐0, (2.14)

where 𝐷𝑓 is the directivity function and 𝐹 is the spectral function, which depends
on the Strouhal number 𝑆𝑡

𝑆𝑡 = (1 −𝑀0 cos𝜃)
𝑓𝐿𝑐
𝑀0𝑐0

. (2.15)

Here 𝐿𝑐 is the characteristic dimension of the airframe component. The variable Π𝑖
is the acoustic power, given by

Π𝑖 = 𝐾𝑖(𝑀0)𝑎𝑖𝐺𝑖𝜌0𝑐30𝑏2𝑤 , (2.16)

where 𝐾𝑖 is an empirical constant, 𝑎𝑖 is a power coefficient relating the acoustic
power with the flow speed, 𝑏𝑤 is the span, and 𝐺𝑖 takes into account the effect of
the airframe component and thus differs depending on the component.

This work calculates the noise generated by the clean wing and tail configura
tions, flap trailing edge noise, slat leading edge noise and landing gear noise.

Clean trailing edge noise
For a clean wing or tail configuration, according to Fink’s model, the convection of
the turbulent boundary layer past the trailing edge generates noise, as represented
in Figure 2.7. It is assumed that this type of airframe noise has the directivity of a
dipole (see Section 2.2) and the spectral function is determined empirically.

The acoustic power from the trailing edge of a conventional wing is calculated
as follows,

Π𝑤 = 4.464 × 10−5𝑀50𝛿∗𝑤𝑐30𝑏2𝑤 , (2.17)



Figure 2.7: Noise generation in a clean airfoil [71].

where 𝛿∗𝑤 is the dimensionless thickness of the boundary layer

𝛿∗𝑤 = 0.37
𝐴𝑤
𝑏2𝑤

(𝜌0𝑀𝑐0𝐴𝑤μ0𝑏𝑤
)
−0.2

. (2.18)

Here μ0 is the ambient dynamic viscosity and 𝐴𝑤 is the wing area.
Equations (2.17) and (2.18) can be used for the wing and both the horizontal

and vertical tail planes, replacing the corresponding geometric parameters such as
the span and the area. The directivity of the wing and the horizontal tail is given
by Equation (2.19). Equation (2.20) gives the directivity expression for the vertical
tail,

𝐷𝑤,ℎ(𝜃, 𝜙) = 4 cos2 (
𝜃
2) cos

2 𝜙, (2.19)

𝐷𝑣(𝜃, 𝜙) = 4 cos2 (
𝜃
2) sin

2 𝜙. (2.20)

The empirical spectral function is different for rectangular and delta wings, and it
is given by Equation (2.21) and Equation (2.22), respectively.

𝐹rectangularwing(𝑆𝑡) = 0.613(10 𝑆𝑡)4 [(10 𝑆𝑡)1.5 + 0.5]
−4 , (2.21)

𝐹deltawing(𝑆𝑡) = 0.485(10 𝑆𝑡)4 [(10 𝑆𝑡)1.35 + 0.5]
−4 . (2.22)

Slat noise
When the slats are deployed, these mechanisms contribute significantly to airframe
noise. This increment of noise is caused by the trailing edge noise generated by the
slat itself but also by its interaction with the wing boundary layer. The first noise
mechanism is considered to have an equal acoustic power contribution as the clean
wing but with a different spectral function,

𝐹slat = 0.613(2.19 𝑆𝑡)4 [(2.19 𝑆𝑡)1.5 + 0.5]
−4 . (2.23)



To account for the second noise mechanism, the acoustic power radiated from the
trailing edge with the slat deployed is considered to be the double of the clean wing
configuration.

Flap noise
Airframe noise increases when the flaps are deployed due to their interaction with
the surrounding turbulent flow. The noise generated by the flaps increases with
the deflection angle. Fink’s model assumes the same empirical constant for single
and double slotted flaps and another for tripled slotted flaps. The acoustic power
for single/double and trippled slotted flaps are expressed by Equation (2.24) and
Equation (2.25), respectively

Π1−2 𝑠𝑙𝑜𝑡𝑠 = 2.787 × 10−4𝑀60
𝐴flap
𝑏2𝑤

sin2 Θflap𝜌0𝑐30𝑏2𝑤 , (2.24)

Π3 𝑠𝑙𝑜𝑡𝑠 = 3.509 × 10−4𝑀60
𝐴flap
𝑏2𝑤

sin2 Θflap𝜌0𝑐30𝑏2𝑤 . (2.25)

Here Θflap is the deflection angle of the flaps. The empirical directivity function for
flap noise is given by

𝐷𝑓,flap(𝜃, 𝜙) = 3(sinΘflap cos𝜃 + cosΘflap sin𝜃 cos𝜙)2. (2.26)

Landing gear noise
For predicting landing gear noise, Fink assumes two primary noise sources: the
strut of the gear and the wheels. This means that other sources of noise such as
the interaction between the gear and the fuselage are not considered.

The model of Fink uses two distinct equations to estimate the acoustic power
of landing gear depending on the number of wheels. For landing gears with one
or two wheels, a typical configuration of a nose landing gear, the acoustic power
function is given by

Π1−2wheels = 4.349 × 10−4𝑀60𝑛wheels (
𝑑wheels
𝑏𝑤

)
2
𝜌0𝑐30𝑏2𝑤 , (2.27)

and for gears with four or more wheels, typically the main landing gear, the acoustic
power function is expressed as

Π>=4wheels = 3.414 × 10−4𝑀60𝑛wheels (
𝑑wheels
𝑏𝑤

)
2
𝜌0𝑐30𝑏2𝑤 . (2.28)

In Equation (2.27) and Equation (2.28) 𝑛wheels is the number of wheels of the gear
and 𝑑wheels is the diameter of the wheels, which is normally different for the nose
and the main landing gear. The contribution of the strut to landing gear noise is
calculated using

Πstrut = 2.753 × 10−4𝑀60 (
𝑑wheels
𝑏𝑤

)
2 𝑙strut
𝑑wheels

𝜌0𝑐30𝑏2𝑤 , (2.29)



where 𝑙strut is the length of the strut. This dimension, similarly to the diameter
of the wheels, is typically different for the nose and the main landing gear. The
directivity functions for the contribution of the wheels and the strut to landing gear
noise are given by Equation (2.30) and Equation (2.31), respectively:

𝐷𝑓,wheel(𝜃, 𝜙) =
3
2 sin

2 𝜃, (2.30)

𝐷𝑓,strut(𝜃, 𝜙) = 3 sin2 𝜃 sin2 𝜙. (2.31)

The spectrum function for landing gear noise, 𝐹l.g., depends on the number of
wheels, and it is given by the general expression

𝐹l.g. =
�̂�𝑆𝑐1𝑡

(�̂� + 𝑆𝑐2𝑡 )𝑐3
, (2.32)

where �̂�, �̂�, 𝑐1, 𝑐2 and 𝑐3 are constants, which differ for the wheels and strut,
depending on the number of wheels, as shown in Table 2.4.

Table 2.4: Constants used in the spectrum function of landing gear noise.

Component �̂� �̂� 𝑐1 𝑐2 𝑐3

Wheel (𝑛wheels=2) 13.58 12.5 2 2 2.25

Wheel (𝑛wheels=4) 0.0577 1 2 2 1.5

Strut (𝑛wheels=2) 5.325 30 2 8 1

Strut (𝑛wheels=4) 1.28 1.06 3 2 3

The geometry parameters required to calculate the contribution of airframe
noise by Fink’s method are listed in Table 2.5.

2.2. Propeller noise
Turboprop engines are not a common design choice for mediumrange commercial
aircraft, but many lownoise concepts explore alternative propulsion systems to tur
bofan engines, such as openrotors and distributed electric propulsion. Figure 2.8
shows two examples of those unconventional designs. These designs are more sus
tainable than current aircraft, presenting lower levels of greenhouse gas emissions
(the open rotor is estimated to result in approximately 25% less fuel comsumption
than modern turbofans [72]) and take advantage of noise shielding to reduce the
engine contribution to the total noise impact on ground. Ducted propellers are also
a popular design choice, because the duct increases the overall thrust [73]. The
effect of the duct on the noise radiation, however, is complex and highly dependent
on the duct geometry and operating conditions [74].



Table 2.5: Input data required for the airframe noise predictions.

𝐴𝑤,ℎ,𝑣 [𝑚2] Area of the wing, horizontal and vertical tail

𝑏𝑤,ℎ,𝑣 [𝑚] Span of the wing, horizontal and vertical tail

𝑛slot [] Number of slots

𝐴flap [𝑚2] Flap area

𝑏flap [𝑚] Flap span

𝑙MLG,NLG [𝑚] Length of the strut of the MLG and NLG

𝑛MLG,NLG [] Number of wheels in the MLG and NLG

𝐷MLG,NLG [] Diameter of wheels in the MLG and NLG

Θflap [radians] Flap deflection

(a) Distributed electric propulsion [75]. (b) Openrotor propulsion [76].

Figure 2.8: Lownoise concepts featuring an alternative propulsion system to turbofan engines.

Other types of air vehicle, e.g. concepts of aerial taxis for a small number of
passengers, are also powered by propellers or rotors. Figure 2.9 shows a ’flying taxi’
concept of Hyundai, powered by several propellers, with capacity for 5 passengers.
A realistic modelling of propeller noise is therefore of unquestionable importance to
future air transportation, both for commercial aviation and urban mobility.

Rotating surfaces such as propellers, rotors and fans generate aerodynamic
noise, which by definition is the sound resultant from the relative motion between
a body or stream of fluid and the medium [78]. Other examples of aerodynamic
noise in an aircraft besides the sound generated by rotating surfaces are jet noise
and the noise generated by the landing gear and the highlift devices.

Propeller noise is a specific case of noise generated by rotating surfaces, and it is
considered as less complex than rotors and fans. Propellers have a small number of
blades and the flow is in the direction of the disc plane, minimizing the interference
between blades and the wake of preceding blades. Gutin performed one of the



Figure 2.9: Concept of flying taxi of Hyundai [77].

first analytical works about propeller noise [79], and considered that the thrust and
torque acting on the medium were the only noise mechanisms. The model of Gutin
considered a ring of discrete sources distributed over the propeller disc and showed
a good agreement with experimental data. However, the equations of Gutin were
an approximation and therefore not all sources of propeller noise were considered.
Experimental data showed that this method underestimated the noise level of the
higher harmonics when the propeller was set at a low speed.

The Lighthill’s analogy using the nonhomogeneous wave equation demonstrates
why an approximation such as Gutin’s is not sufficiently accurate to describe the
complex nature of propeller noise.

Consider the inhomogeneous mass and momentum conservation equations,

𝜕𝜌
𝜕𝑡 +

𝜕
𝜕𝑥𝑖

(𝜌𝜐𝑖) = 𝑚 (2.33)

𝜕
𝜕𝑡 (𝜌𝜐𝑖) +

𝜕
𝜕𝑥𝑖

(𝑃𝑖𝑗 + 𝜌𝜐𝑖𝜐𝑗) = 𝑓𝑖 +𝑚𝜐𝑖 (2.34)

where 𝜌 is the fluid density, 𝜐𝑖 is the flow velocity in direction 𝑖 at position 𝒙 at time
𝑡, 𝑚 is the mass source term, 𝑓𝑖 is an external force density and 𝑃𝑖𝑗 = 𝑝𝛿𝑖𝑗 −𝜎𝑖𝑗, in
which 𝛿𝑖𝑗 is the Kronecker delta and 𝜎𝑖𝑗 the viscous stress tensor .

The mass source 𝑚 is defined as a mass of density 𝜌𝑚 of a fraction of volume 𝛽
injected in the medium at a certain rate and therefore 𝑚 = 𝜕

𝜕𝑡 (𝛽𝜌𝑚). The original
fluid with density 𝜌𝑓 is displaced by the same amount of volume as the injected
mass, so 𝜌 = 𝛽𝜌𝑚+(1−𝛽)𝜌𝑓. Replacing these terms and taking the time derivative
of Equation (2.33) results in

𝜕
𝜕𝑡

𝜕
𝜕𝑥𝑖

(𝜌𝜐𝑖) = −
𝜕2
𝜕𝑡2 𝜌𝑓 +

𝜕2
𝜕𝑡2𝛽𝜌𝑓 . (2.35)



Equation (2.36) results from the divergence of the momentum conservation law
of Equation (2.34),

𝜕
𝜕𝑡

𝜕
𝜕𝑥𝑖

(𝜌𝜐𝑖) +
𝜕
𝜕𝑥𝑖

𝜕
𝜕𝑥𝑗

(𝑃𝑖𝑗 + 𝜌𝜐𝑖𝜐𝑗) =
𝜕
𝜕𝑥𝑖

𝑓𝑖 . (2.36)

The system of equations (Equation (2.35) and Equation (2.36)) is solved by
eliminating the term 𝜕

𝜕𝑡
𝜕
𝜕𝑥𝑖
(𝜌𝜐𝑖), resulting in

𝜕2𝜌𝑓
𝜕𝑡2 = 𝜕

𝜕𝑥𝑖
𝜕
𝜕𝑥𝑗

(𝑃𝑖𝑗 + 𝜌𝜐𝑖𝜐𝑗) +
𝜕2𝛽𝜌𝑓
𝜕𝑡2 − 𝜕

𝜕𝑥𝑖
𝑓𝑖 . (2.37)

Given the small scale of the acoustic pressure, a linearization of the variables
around the mean ambient condition is considered, i.e, 𝜌𝑓 = 𝜌0 + 𝜌′, 𝑝 = 𝑝0 + 𝑝′
and 𝜐𝑖 = 𝜐𝑖,0 + 𝜐′𝑖 . The mean ambient conditions do not vary in time, and therefore
their derivatives are equal to zero. In addition, the term 𝑐20∇2𝜌′ is subtracted from
both sides of Equation (2.37) in order to obtain the form of the Lighthill’s equation,

𝜕2𝜌′
𝜕𝑡2 − 𝑐

2
0
𝜕
𝜕𝑥𝑖

𝜕
𝜕𝑥𝑗

𝜌′ =
𝜕2𝛽𝜌𝑓
𝜕𝑡2 − 𝜕

𝜕𝑥𝑖
𝑓𝑖 +

𝜕
𝜕𝑥𝑖

𝜕
𝜕𝑥𝑗

𝑇𝑖𝑗 . (2.38)

Here 𝑇𝑖𝑗 is the Lighthill’s tensor [80], given by

𝑇𝑖𝑗 = 𝜌𝜐𝑖𝜐𝑗 − 𝜏𝑖𝑗 + (𝑝′ − 𝑐20𝜌′)𝛿𝑖𝑗 . (2.39)

Equation (2.38) identifies the different noise generation mechanisms and the
corresponding type of elementary source (monopole, dipole and quadrupole, briefly
described below). The term

𝜕𝛽𝜌𝑓
𝜕𝑡2 corresponds to the introduction of mass in the

medium, and it is described by a monopole. An example of this noise generation
term is the volume introduced in the medium by a moving blade. The second term
of the equation, 𝜕

𝜕𝑥𝑖
𝑓𝑖, corresponds to the noise generated by a force distribution

and has a dipole radiation. This corresponds to forces acting on the medium caused
by the action of the body, and in the case of the propeller the most obvious example
is the thrust. The Lighthill’s tensor has a quadrupole nature and accounts for viscous
forces and deviations from an isentropic behaviour and nonlinear convective forces
[81].

The monopole, dipole and quadrupole are denominated elementary sources and
were derived by Lord Rayleigh [82]. A monopole sound field is generated by a
pulsating rigid sphere of radius 𝑎 and the sound wave is given by

𝑝(|𝑹|, 𝑡) = 𝑖𝜌0𝑐0
𝑄0𝑘
4𝜋|𝑹|𝑒

𝑖(𝜔𝑡−𝑘|𝑹|), (2.40)

in which 𝜔 = 2𝜋𝑓 is the angular frequency, 𝑄0 = 𝜋𝑎2𝜐0 is volume velocity, 𝜐0 is the
velocity amplitude at the sphere’s surface and 𝑘 is the wavenumber 𝑘 = 𝜔/𝑐0.



A dipole results from two monopoles of equal strength but opposite phase, sep
arated by a distance 𝑑 (small compared with the wavelength, 𝑘𝑑 ≪ 1), and can be
expressed as

𝑝(|𝑹|, 𝑡, 𝜃) = 𝜌0𝑐0
𝑄0𝑘2
4𝜋|𝑹|𝑑 cos𝜃𝑒

𝑖(𝜔𝑡−𝑘|𝑹|), (2.41)

where 𝜃 is the angle between the dipole and the observer position.
A quadrupole is generated by two dipole sources of equal strength and opposite

phase, separated by the distances 𝑑 and 𝐷, and can be expressed as

𝑝(|𝑹|, 𝑡, 𝜃) = 𝑖𝜌0𝑐0
𝑄0𝑘3
8𝜋|𝑹|𝑑𝐷 sin(2𝜃)𝑒

𝑖(𝜔𝑡−𝑘|𝑹|). (2.42)

The directivity pattern radiated by a monopole, dipole and quadrupole is illustrated
in Figure 2.10.

Figure 2.10: Theoretical noise pattern of a: (a) monopole, (b) dipole, (c) quadrupole [83].

Propeller noise is composed of noise sources with monopole, dipole and quadrupole
directivity. For rotating surfaces, aerodynamic noise can be divided in two main cat
egories, periodic and broadband [78], as represented in Figure 2.11.

Periodic noise describes sound with discrete frequencies, therefore rotational
noise and interaction and distortion effects belong to this category. The airfoil
of the propeller blades has a pressure distribution relative to the medium, which
results in a thrust and a torque component (see Figure 2.12a), i.e., a force applied
to the medium, equivalent to the second term of the right side of Equation (2.38).
Therefore, the noise generated by the thrust and torque of the propeller has a
dipole directivity.

Another periodic noise source generated by the propeller rotation comes from
the volume of air displaced by the movement of the blades (phenomenon repre
sented by the first term of the right side of Equation (2.38)). This type of noise
results from a periodic insertion and removal of mass, which means it has the direc
tivity of a monopole. The volume of air displaced depends on the blade thickness
and therefore this type of noise is denominated as thickness noise.

Other examples of periodic noise sources are the blade slap, wake and field in
teraction (denominated as interaction effects) and amplitude and frequency mod



Figure 2.11: Different noise sources of propeller noise (adapted from [78]).
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(a) Thrust and torque forces. (b) Flow features around a propeller blade.

Figure 2.12: Sources of aerodynamic noise of a propeller.

ulation (distortion effects). These types of noise are generally not important for
propeller noise, but can be relevant for rotor and fan noise.

Figure 2.12b shows the flow around a propeller blade, and the different mech
anisms that contribute to noise. Blade slap noise arises when impulsive fluctuating
forces actuate in the blade, e.g. by bladevortex interaction. The movement of the
blades passing through series of wakes generated upstream, as in the case of a fan
with an upstream stator or counter rotating propellers, is an example of noise gen
erated by the wake and field interaction. The amplitude and frequency modulation
is related with distortion effects associated to the periodic advance and retreat of
the noise source relative to the observer.

Broadband noise is dominated by vortex noise, which is generated by the vor
tices formed at the trailing edge and tip of the blades. Vortex noise has a dipole
directivity [78]. Turbulence induced noise is produced in a flow field containing
shear layers, and the motion of small scale turbulence produces broadband noise.
This type of noise has a quadrupole directivity and it is negligible in the presence of
other noise sources, however, it can be amplified when interacting with the pressure



field of the rotating blades.
In summary, rotational periodic noise (particularly the thrust and torque con

tributions for small propellers with modest airfoil thickness) and vortex noise are
the most important types of noise generated by a propeller. These two noise types
have a dipole directivity, and therefore the propeller noise radiation is commonly
approximated as a dipole, as illustrated in Figure 2.13.

Figure 2.13: Approximation of the radiation directivity of propeller noise.

2.3. Noise shielding prediction
As discussed in previous sections, many lownoise aircraft designs present shielding
of engine noise and rely on this installation effect to reduce the noise level on the
ground. This section gives an overview of the different noise shielding prediction
methods and presents in detail the approach used in this work. In addition, a
validation effort compares results obtained with this method for simple geometries
with wellestablished computational tools.

2.3.1. Overview
Noise shielding occurs when the incident acoustic field is modified by the presence
of an obstacle between the noise source and the observer. The value of noise
shielding is quantified by the ratio between the acoustic pressure received by the
observer and its value if the object was not present.

When the path of a ray between the noise source and the observer passes
through an obstacle, by definition, the observer is in the shadow zone, otherwise
it is in the illuminated zone. Two types of rays can be generated at the observer
by the presence of an obstacle: edgediffracted and creeping rays. The edge
diffracted rays originate from sharp objects and the creeping rays from objects with
a curvature, as represented in Figure 2.14, for a uniform medium.
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Figure 2.14: Schematic representation of creeping and sharpedge rays.

A number of different methods is used to calculate noise shielding, for distinct
types of sources and shapes of the obstacle. These methods consider different
approximations and consequently the accuracy, computational time and their range
of applications differ. This section provides an overview of the available methods
to calculate noise shielding and their main advantages and disadvantages. The
following methods are commonly used to predict noise shielding:

• Barrier Shielding Method (BSM);

• Boundary Element Method (BEM);

• Equivalent Source Method (ESM);

• Raytracing method;

• Kirchhoff Theory of Diffraction.

The BSM is an empirical method based on measurements of Maekawa [84],
which correlates values of noise shielding in free space with the Fresnel number,
for a semiinfinite rectangular plate. The Fresnel number, 𝒩 is given by

𝒩 = 2
𝜆𝛿, (2.43)

where 𝛿 is the path difference from the source to the receiver with and without
the obstacle. In the example illustrated in Figure 2.15, the value of 𝛿 is given by
𝛿 = ±(|𝑨| + |𝑩| − |𝒅|), in which the signal is positive when the direct path vector
𝒅 intersects the obstacle and negative otherwise. This implies that observers lie in
the illuminated zone when 𝒩 < 0 and in the shadow zone when 𝒩 > 0.

The measurements of Maekawa were performed using a pulsed tone with a suf
ficiently short duration to allow the signal to be distinguished from the reflected
sound. The values of acoustic pressure were measured at different observer posi
tions inside the shadow zone (𝛿 > 0,𝑁 > 0). Figure 2.16 shows the measurement
results, which can be approximately fitted in one curve of attenuation values against
the Fresnel number. Kurze [85] fitted the following equation for the shadow zone

Δ𝐿p = 5 + 20 log 0
√(2𝜋|𝒩|)

√tanh(2𝜋|𝒩|)
dB, (2.44)
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Figure 2.15: Scheme of the direct and indirect path considered by Maekawa to calculate the Fresnel’s
number.

in which Δ𝐿p is the noise shielding value in decibels. Equation (2.44) is valid for
values of𝒩 ≥ −0.2, otherwise the value of attenuation is considered equal to 0 dB.

Figure 2.16: Measured values of sound attenuation by a semiinfinite thin barrier in the experiments of
Maekawa [84].

Equation (2.44) calculates the noise shielding of a semiinfinite plate with one
edge, but practical problems, for instance the noise shielding caused by a rectangu
lar finite plate, can also be calculated using this empirical method. An early version
of NASA’s noise shielding code implemented in ANOPP [86] used this method to es
timate the noise shielding of a simplified wing with no thickness, considering three
sharpedges. Equation (2.44) is applied for each edge and the total value of noise



shielding at a specific location (Δ𝐿p,tot) is obtained adding the contribution of the
three edges,

Δ𝐿p,tot = −10 log
3

∑
𝑖=1
10−Δ𝐿p𝑖/10. (2.45)

The BSM is easy to implement, not computationally expensive, and consequently
it is an attractive way of roughly estimating noise shielding values. However, this
method can only be applied to limited types of geometries, and it is only valid for
point sources.

The BEM lies at the other extreme of the BSM because it is an accurate method
but computationally expensive. In BEM, the partial differential equation (PDE) that
expresses the physical problem is reformulated as an integral equation on the
boundary domain. This is an advantage relative to other methods (e.g. the finite
element method), which consider the entire domain of the problem.

The BEM can be used to solve external acoustic problems, such as the case of
an incident field disturbed by an obstacle (resulting in noise shielding), but also to
solve interior acoustic problems and interior modal analysis [87].

A problem of noise scattering considering an obstacle with boundary 𝑆 and an
exterior region 𝐸, is equivalent to the solution of the Helmholtz equation,

∇2𝜑(𝒑) + 𝑘2𝜑(𝒑) = 0, (𝒑 ∈ 𝐸), (2.46)

where 𝜑(𝒑) is the timeindependent velocity potential, 𝑘 is the wave number and
𝒑 is the receiver position.

The Helmholtz equation is solved for each wavenumber and boundary condition.
The timedependent velocity potential Ψ(𝒑, 𝑡) is obtained combining the separate
solution,

Ψ(𝒑, 𝑡) = 𝑅𝑒𝜑(𝒑)𝑒−𝑖𝜔𝑡 , (2.47)

where 𝜔 is the angular frequency (𝜔 = 2𝜋𝑓 and 𝑓 the frequency), 𝑡 represents the
time dependency. The timedependent sound pressure 𝑄(𝒑, 𝑡) is given by

𝑄(𝒑, 𝑡) = −𝜌𝜕Ψ𝜕𝑡 (𝒑, 𝑡). (2.48)

Integral formulations of this problem can be consulted in [88]. The BEM imple
mentations depend on the approaches used to derive the system of linear equations.
The most common approach is denominated collocation and consists of a discretiza
tion of 𝑆 in panels, which together with the corresponding boundary condition are
denominated as elements. The BEM is accurate but complex to implement, and
becomes increasingly computationally demanding as the frequency increases, due
to a more refined boundary discretization.

The Equivalent Source Method is based on the BEM, but while in the BEM the
elements are located at the boundary 𝑆, in the ESM, they are located inside the
boundary, and are denominated equivalent sources, as represented in Figure 2.17.
The ESM has many variations such as the wave superposition method, multipole



Figure 2.17: Representation of equivalent sources.

method, just to name a few examples [89]. A wellknown example of a tool that
makes use of the ESM is NASA’s Fast Scattering Code (FSC) [90].

The main advantage of the ESM compared with the BEM is the absence of the
singularity problems that arise in BEM as the distance between the noise source
and the boundary approaches to zero, because in the ESM the fictitious source is
inside the boundary. Also, the number of equivalent sources is not required to be
the same as the surface collocation points, resulting in faster calculations.

The main problem associated with the ESM is deciding where to place the equiv
alent sources, and the number to consider. A suboptimal choice of the location and
number of equivalent sources will decrease the accuracy of the solution. The ESM
can also suffer from instability, associated with an illconditioned system of equa
tions.

The raytracing method is a highfrequency approach, in which the Physical
Optics (PO) solution is used to compute the direct and reflected rays. If the observer
is in the shadow zone, the PO method is extended using the Geometrical Theory
of Diffraction [91]. The rays are propagated from the source as straight lines,
and have to be tracked just once and then be computed for multiple frequencies,
which allows parallel computing, making this approach less timeconsuming than
the BEM and the ESM. However, each ray needs to be evaluated with an iterative
scheme to identify the rays between the source and receiver positions, which is
computationally expensive for complex geometries. Another disadvantage of this
method is that only monopole sources can be considered. This method can estimate
edgediffracted and creeping rays.

The complexity of evaluating the rays for the case of aircraft noise is well ex
plained in the work of Agarwal et al [92], in which noise shielding is computed for
a flying wing aircraft using the raytracing method.

Finally, the Kirchhoff Theory of Diffraction is briefly explained, because it is the
method adopted in this work. It is presented in detail in Section 2.3.2 to Sec
tion 2.3.4. The Kirchhoff method is less computational expensive than the BEM,
the ESM and the raytracing method because the shielding object is not consid
ered two or threedimensional. Instead, the calculations consider a contour which
separates the shadow and the illuminated zone.

Another advantage of the Kirchhoff method is its adaptability for noise direc



tivities others than of a monopole. The method can also be adapted to include
creeping rays.

Table 2.6 compares the different methods here presented, for the specific case
of engine noise shielding by the airframe. The BSM is not suitable to this problem,
because it is not adaptable to different aircraft designs and it lacks accuracy since it
is an empirical model. The BEM and the ESM are both considered very accurate and
adaptable methods, but their implementation is complex, computationally expen
sive, and therefore not suitable for an aircraft multidisciplinary design framework.
The raytracing method is less computationally expensive than the BEM and BSM,
but the limitation of the noise source directivity makes it less flexible. The Kirchhoff
integral method was therefore adopted for the noise shielding calculations in this
research work, since it shows the best tradeoff between accuracy, computational
time and flexibility.

Table 2.6: Comparison of different noise shielding methods.

Method Accuracy Adaptability Implementation Computational Time

BSM 7 7 3 3

BEM 3 3 7 7

ESM 3 3 7 7

Raytracing 3 7 7 7

Kirchhoff Integral 3 3 3 3

2.3.2. Noise shielding for sharpedge objects
This section presents the noise shielding method used in this research work. The
approach is based on the Kirchhoff Theory of Diffraction and the Modified Theory
of Physical Optics (MTPO) [93]. The Kirchhoff Theory of Diffraction is derived from
the Helmholtz equation using the Green’s functions (see Appendix A), defining the
scattered field in terms of a surface integral [94, 95].

Consider an arbitrary aperture 𝜎 in a screen 𝜎, located between a sound source
placed at 𝒙𝒔 and a receiver at position 𝒙, as represented in Figure 2.18.

The scattered field 𝑝𝑠 and the field emitted by the source, 𝑝𝑖, follow the Helmoltz
equation in a volume of control that does not include the screen surface and the
source location, as illustrated in Figure 2.19.

The Gauss and Green theorems are applied to the referred volume of control
and the system of equations, and the following approximations are applied to the
boundary conditions:

• The scattered field, 𝑝𝑠 is considered zero on the screen (i.e., the object is at
rest in a nonoscillatory state);



• The scattered field 𝑝𝑠 approximates to zero for large enough distances from
the source;

• The scattered field 𝑝𝑠 is equal to the incident field, 𝑝𝑖, in the aperture.
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Figure 2.18: Schematic of the aperture 𝜎 in the screen 𝜎.

xS

σ

x

σ

ρ R

r

Volume of control

Q

Figure 2.19: Volume of control assumed for the Kirchhoff integral method.

The pressure field at the receiver position 𝒙 can then be obtained using the
Kirchhoff integral over the aperture 𝜎,

𝑝aperture𝑠 = 1
4𝜋 ∫𝜎

[𝑝𝑖𝒏 ⋅ ∇
𝑒𝑖𝑘|𝒓|
|𝒓| − 𝑒

𝑖𝑘|𝒓|

|𝒓| 𝒏 ⋅ ∇𝑝𝑖] 𝑑𝑆, (2.49)

where 𝒓 = 𝒚 − 𝒙, 𝒚 is a point at the aperture and 𝑘 is the wavenumber.
The surface integral of Equation (2.49) can be computationally expensive for

large surfaces, as in the case of an aircraft, so the theory of boundary diffracted
waves is applied. This theory states that the scattered field is given by the undis
turbed incident field, 𝑝GO and the boundary diffracted field 𝑝𝑑,

𝑝aperture𝑠 = 𝑝GO + 𝑝𝑑 . (2.50)



Here 𝑝GO = 𝑝𝑖𝜒, where 𝜒 is a delta function equal to unity when the ray between
source and receiver passes through 𝜎 and zero otherwise.

As the name indicates, in this theory the diffracted field depends only on the
outline of the shielding obstacle, 𝜕𝜎, and the surface integral can be written as a
line integral. Maggi and Rubinowicz derived an expression for the diffracted field
𝑝𝑑 in terms of a line integral, considering a monopole source [96],

𝑝𝑑 =
1
4𝜋 ∮𝜕𝜎

𝑒𝑖𝑘|𝝆𝑸|
|𝝆𝑸|

𝑒𝑖𝑘|𝒓|
|𝒓|

(𝝆𝑸 × 𝒓) ⋅ 𝑑𝒔
|𝝆𝑸||𝒓| + 𝝆𝑸 ⋅ 𝒓

. (2.51)

Here 𝝆𝑸 = 𝒚 − 𝒙𝒔, as represented in Figure 2.18 and Figure 2.19.
The integration contour can be discretized in straight line segments, as

𝒚(𝑠) = 𝒚0 + 𝑠𝒆, 𝑠𝑎 < 𝑠 < 𝑠𝑏 , (2.52)

where 𝒚0 is an initial arbitrary point of the contour 𝜕𝜎, 𝒆 is the unit direction of the
line segment, and 𝑠𝑎 and 𝑠𝑏 are the start and end points of the segment.

Miyamoto and Wolf [96] extended the work of Maggi and Rubinowicz so that
the incident field of Equation (2.51) is not limited to spherical and plane waves,

𝑝𝑑 =
1
4𝜋 ∮𝜕𝜎

𝑝𝑖(|𝝆𝑸|)
𝑒𝑖𝑘|𝒓|
|𝒓|

(𝝆𝑸 × 𝒓) ⋅ 𝑑𝒔
|𝝆𝑸|𝒓 + 𝝆𝑸 ⋅ 𝒓

, (2.53)

allowing to include the noise source directivity in the term 𝑝𝑖.
Considering straight segments Γ of the contour 𝜕𝜎, described by Equation (2.52),

the diffraction line integral can be rewritten as,

𝐼Γ =
1
4𝜋 ∫Γ

1
|𝝆𝑸|

1
|𝒓|

(𝝆𝑸 × 𝒓) ⋅ 𝑑𝒔
|𝝆𝑸||𝒓| + 𝝆𝑸 ⋅ 𝒓

𝑒𝑖𝑘(|𝝆𝑸|+|𝒓|), (2.54)

and in terms of a Fourier integral,

𝐼Γ = ∫
Γ
𝐴𝑓(𝑠)𝑒𝑖𝑘𝑔(𝑠)𝑑𝑠. (2.55)

Here 𝐴𝑓(𝑠) is the amplitude of the function to be integrated and 𝑔(𝑠) is the phase.
The integral of Equation (2.55) is solved using the method of stationary phase,
which introduces a singularity in the contribution of the end points of the straight
segment. The singularity is solved using the method of uniform theory of diffraction
[97]. The equations used in the method of the stationary phase can be found in
Appendix B.

The uniform theory of diffraction states that the scattered field behaves like a
Fresnel integral in the points connecting the different segments considered for the
contour of the aperture. This theory is based on the exact solution derived by
Sommerfeld to the canonical problem of plane wave diffraction by a semiinfinite
plate [98]. A change of variable allows introducing a parameter denominated ”de
tour”, which together with the fundamental property of the Fresnel integral results
in Equation (2.56) (this mathematical manipulation is explained in Appendix C),



𝐼Γ = √𝜋𝑒𝑖
𝜋
4 𝑒𝑖𝑘𝑔(𝑠∗){𝐸(𝑠∗)(𝑈(−𝑡𝑑(𝑠𝑎)) − 𝑈(−𝑡𝑑(𝑠𝑏)))

+ 𝐸(𝑠𝑎)sign(𝑡𝑑(𝑠𝑎))𝐹[|𝑡𝑑(𝑠𝑎)|] − 𝐸(𝑠𝑏)sign(𝑡𝑑(𝑠𝑏))𝐹[|𝑡𝑑(𝑠𝑏)|]}. (2.56)

Here 𝑠∗ is the stationary phase point, 𝑡𝑑 is the detour parameter and 𝑈 is the unit
step function. More details can be found in Appendix B. The Fresnel integral, 𝐹, is
given by Equation (2.57) and the variable 𝐸 by Equation (2.58),

𝐹[𝑥] = 𝑒−𝑖(𝜋/4)

√𝜋
∫
∞

𝑥
𝑒𝑖𝑡2𝑑 𝑑𝑡, (2.57)

𝐸(𝑠) = 𝐴𝑓(𝑠)/ℎ(𝑠). (2.58)

In Equation (2.58) ℎ(𝑠) is a function dependent on the derivatives of the phase
function 𝑔(𝑠) (expressions for the derivatives of 𝑔(𝑠) can be found in Appendix C),

ℎ(𝑠) = {
𝑘 𝑔′(𝑠)
2𝑡𝑑(𝑠)

, if 𝑠 ≠ 𝑠∗

√𝑘𝑔″(𝑠∗)
2 , if 𝑠 = 𝑠∗.

(2.59)

The asymptotic expression of the Fresnel integral is given by,

sign(𝑥)𝐹[|𝑥|] ≃ 𝑒𝑖(𝜋/4)
2√𝜋

𝑒𝑖𝑥2

𝑥 . (2.60)

The integral of Equation (2.56) contains a singularity when |𝝆𝑸||𝒓| + 𝝆𝑸 ⋅ 𝒓 = 0.
Another detour parameter, 𝜉 is introduced to eliminate such singularity, and the
asymptotic expression of the Fresnel integral is replaced by the actual function (see
Appendix C), resulting in the following expression,

𝐼Γ = 2√𝜋𝜉sign(𝜉)𝐹[|𝜉|]{𝐸(𝑠∗)[𝑈(−𝜉𝑎) − 𝑈(−𝜉𝑏)]
+ 𝐸(𝑠𝑎)sign(𝜉𝑎)𝐹[|𝜉𝑎|] − 𝐸(𝑠𝑏)sign(𝜉𝑏)𝐹[|𝜉𝑏|]}. (2.61)

The detour parameter 𝜉 is given by

𝜉(𝑠, 𝑷) = 𝜖𝜉(𝑷)√𝑘[𝑔(𝑠) − |𝑹|], (2.62)

here 𝜖𝜉 is a shadow indicator equal to 1 if the point 𝑷 is located in the illuminated
region and −1 if in the shadow zone.

Therefore, the diffracted field through an aperture, 𝑝aperture𝑑 , is given by the sum
of the individual contribution of the straight segments of the contour, Γ, calculated
by Equation (2.61). The scattered field by the aperture, 𝑝aperture𝑠 can then be
calculated using Equation (2.50). To obtain the scattered field due to the presence
of the shielding object, 𝑝object𝑠 , is made use of the Babinet’s principle [99],

𝑝object𝑠 = 𝑝𝑖 − 𝑝aperture𝑠 . (2.63)



The value for the scattered field due to the presence of an object is then used
to determine noise shielding in decibels using,

ΔSPL = −20 log10 |
𝑝object𝑠
𝑝𝑖

| . (2.64)

2.3.3. Modification for curved edges
The noise shielding method presented in the previous section can only be applied
to edgediffracted rays. In this section, the method is extended to include creeping
rays, which is achieved by modifying the amplitude 𝐴𝑓(𝑠) of the diffracted field
of Equation (2.55). The diffracted field is assumed as defined by the geometrical
theory of diffraction (GTD) [100, 101] for edges with a curvature (as illustrated in
Figure 2.20),

𝑝GTD𝑑 = 𝑝𝑖𝑒𝑖𝑘|𝒓|√
|𝒓𝒑|

|𝒓|(|𝒓𝒑| + |𝒓|)
∑
𝑚
𝐷2𝑚(𝑘, 𝑎𝑐)𝑒−𝑡𝑐𝛼𝑚𝑒𝑖𝑘𝑡𝑐 . (2.65)

Here 𝑡𝑐 is the arc length between two points, 𝑷1 and 𝑷2. 𝑷1 and 𝑷2 correspond to
the grazing incidence of a ray to the curve from the source and from the observer,
respectively. The variable 𝑎𝑐 is the local radius of the curvature and 𝒓𝒑 is the
distance between 𝑷1 and 𝑷2.
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Figure 2.20: Representation of an edge with curvature and parameters used in the noise shielding
calculation.

The diffraction and decay coefficients, 𝐷𝑚 and 𝛼𝑚, respectively, are given by
the expressions,

𝐷2𝑚(𝑘, 𝑎) =
𝑒𝑖𝜋/12𝑎1/2

25/6𝜋1/2(𝑘𝑎𝑐)1/6𝐴𝑖(−𝑞𝑚)2
, (2.66)



𝛼𝑚 =
1
𝑎𝑐
(𝑘𝑎𝑐2 )

1
3
𝑞𝑚𝑒−𝑖(𝜋/6). (2.67)

Here 𝐴𝑖 is the Airy function and in Equation (2.67) 𝑞𝑚 is the 𝑚𝑡ℎ root of its first
derivative.

The expression of 𝐴𝑓(𝑠) for a curved segment is obtained considering the sta
tionary phase point in Equation (2.56). The diffraction line integral is then compared
with the 𝑝𝑑 of the GTD, Equation (2.65), resulting in the amplitude function,

𝐴𝑓(𝑠) = 𝑒−𝜋/4√
𝑘
2𝜋√

|𝒓𝒑|
|𝒓|(|𝒓𝒑| + |𝒓|)

√|𝝆𝑸| + |𝒓||𝝆𝑸||𝒓|
∑
𝑚
𝐷2𝑚𝑒−𝑡𝑐𝛼𝑚𝑒𝑖𝑘𝑡𝑐 . (2.68)

2.3.4. Modification for different noise source types
Dipole
The noise shielding prediction method presented in Section 2.3.2 and Section 2.3.3
considered the noise source as a monopole, with the following expression for the
incident field,

𝑝𝑖(|𝑹|) = 𝐴
𝑒𝑖𝑘|𝑹|
|𝑹| , (2.69)

where 𝐴 is the source strength, and it is neglected in the predictions for simplic
ity, because the noise shielding factors are determined by dividing the scattered
acoustic pressure field by the incident field (Equation (2.64)) .

A noise source with dipole directivity has the following approximate expression
for the incident acoustic pressure field (see Equation (2.41)),

𝑝𝑖(|𝑹|, 𝜃) = 𝐴
𝑘2
|𝑹|𝑑 cos(𝜃)𝑒

𝑖𝑘|𝑹|. (2.70)

Here 𝑑 is the distance between the two monopoles that compose the dipole so that
𝑘𝑑 ≪ 1 and 𝜃 is the polar angle between the source and receiver positions.

The amplitude phase 𝐴𝑓(𝑠) (see Equation (2.55)) is therefore modified to include
the dipole directivity by applying a factor ℱdipole,

𝐴𝑓,dipole(𝑠) = ℱdipole𝐴𝑓(𝑠), (2.71)

where ℱdipole = 𝑘2 cos(𝜃s). The polar angle 𝜃s here is the angle between the noise
source and the segments 𝐼Γ composing the contour of the aperture, and differs
from 𝜃 of the incident field in Equation (2.69). The expressions of cos(𝜃𝑠) for the
contribution of the stationary phase and end points of the segment can be found in
Appendix B. The value 𝑑 and 𝐴 can be neglected in the factor ℱdipole for the same
reason that the source strength 𝐴 was neglected in the monopole case: the final
values of noise shielding are obtained dividing the scattered field by the incident
field.



Multisource
In addition to a monopole and dipole directivity, the noise shielding method is
also adapted to include multisources. Here a multisource is defined as a ring of
monopoles, and each monopole 𝑗 is characterized by an amplitude 𝐴0, frequency 𝑓
and phase 𝜙𝑗,

𝑝𝑗 = 𝐴0
𝑒𝑖𝑘R+𝑖𝑙𝜙𝑗−𝑖𝜔𝑡

R . (2.72)

Here 𝑝𝑗 is the acoustic pressure of the monopole 𝑗 , 𝑡 expresses the time depen
dence, and 𝑙 is the azimuthal number that generates the azimuthal rotating modes.
For the noise shielding calculations the time dependence 𝑡 is neglected.

The scattered field 𝑝𝑠𝑗 is calculated for each monopole 𝑗 that compose the multi
source by modifying the amplitude phase 𝑓(𝑠),

𝐴𝑓(𝑠)multi−source = ℱ𝑗 𝐴𝑓(𝑠), (2.73)

where ℱ𝑗 = 𝑒𝑖𝑙𝜙𝑗 . The total scattered field 𝑝𝑠 is obtained summing up the contri
butions of the total number of monopoles 𝑀 composing the multisource and the
values of noise shielding are obtained using Equation (2.64), in which the incident
acoustic field 𝑝𝑖 is given by

𝑝𝑖multi−source =
𝑀

∑
𝑗=1
𝑝𝑗 . (2.74)

2.3.5. Comparison of different noise shieldingmethods: val
idation cases

This section compares the noise shielding method adopted for this research, based
on the Kirchhoff integral method and the MTPO, with results of the BEM, ESM and
raytracing method available in the literature.

The first validation case is a monopole source shielded by a flat disk, with the
dimension and distance to the observers illustrated in Figure 2.21. The dimensions
depend on variable 𝑎, in order to keep consistency with the nomenclature used in
the literature.

Figure 2.22 shows the noise shielding values at the observer positions, consid
ering 𝑎=1m and the noise source at a frequency of 1700Hz using the BEM and
the raytracing method. The two plots, taken from the work of Lummer [102], are
similar, which indicates that the raytracing method in this case is a good alternative
to the BEM. The same case simulated using the MTPObased method implemented
in this work, resulted in the plot of Figure 2.23, which is similar to the two plots of
Figure 2.22.

Another literature source can be used to further validate the implementation of
the MTPObased method for a flat disk. In the work of Colas et al [93] the same
case of the flat disk is used to compare values of noise shielding obtained with the
Diffraction Integral Method (DIM) and the ESM implemented in NASA’s Fast Scatterig
Code [90], for a line of observers distributed along 𝑥 with 𝑦=0m. The results of
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Figure 2.21: Schematic of the validation case of the flat disk.

(a) Boundary Element Method. (b) Raytracing.

Figure 2.22: Noise shielding values below a flat disk taken from the literature [102].

Figure 2.23: Noise shielding values below a flat disk using the MTPObased method implemented in this
work.



the two methods are shown in Figure 2.24a. In this case the frequency of the noise
source is 5000Hz (𝑘𝑎 = 92 in [93], with 𝑎=1m). The results of the DIM and of
the Fast Scattering Code are almost coincident. The DIM is therefore a good high
frequency approximation of the ESM implemented in the Fast Scattering Code [103].
The DIM has many similarities with the noise shielding method used in this work
and in fact the two approaches share the same formulation until Equation (2.51)
but the method used to solve the singularity (|𝝆||𝒓| + 𝝆 ⋅ 𝒓) differentiates them.
The approach used in the DIM results in heavier computations than the MTPO
based method [104]. The plot of Figure 2.24b was obtained with the MTPObased
method implemented in this work, and as expected, it is similar to Figure 2.24a.
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(b) MTPObased method [44].

Figure 2.24: Noise shielding values of the disk for observers distributed along 𝑥 at 𝑦 =0m, using different
noise shielding prediction methods. The black dashed line indicates no noise shielding and the red cross
indicates the intersection of this line with the curve.

A second validation case available in the literature considers a monopole source
shielded by a flat plate with a length of 10m and width of 2m. The distance
between the plate, noise source and observers is the same as in the case of the
disk (see Figure 2.21). Figure 2.25 shows the noise shielding values for a noise
source at 1700Hz, calculated using the BEM and the raytracing method [102].
The results have the same range of values, but the noise shielding pattern shows
some differences.

The contour plot of Figure 2.26 was obtained using the noise shielding method
implemented in this research work and it is similar to the plots of Figure 2.25,
especially with the plot obtained using the raytracing method.

The flat plate simulations, together with the flat disk presented above, show
that the MTPOmethod is equivalent to the BEM for flat objects and also verifies
its implementation. The case of the flat plate can also be compared with the Bar
rier Shielding Method, which is a less computationally expensive alternative and of
simpler implementation than other methods. Figure 2.27 shows the noise shielding
values below the flat plate using the BSM. The BSM underestimates noise shield
ing for some observer positions compared with the results obtained by the BEM,
the raytracing method and the MTPObased method. However, for most of the



(a) Boundary Element Method. (b) Raytracing.

Figure 2.25: Noise shielding values below a flat plate. Results from [102].

Figure 2.26: Noise shielding values below a flat plate using the MTPObased method.

observer positions the BSM gives a good approximate value of noise shielding.

Figure 2.27: Noise shielding values below a flat plate using the Barrier Shielding Method.

Consider now observers distributed along the 𝑦axis with 𝑥=0m. Figure 2.28
displays the noise shielding values for those observer positions using both the
MTPObased method and the BSM. The BSM is an empirical method based on noise
shielding measurements of a flat plate, therefore it is an approximation and is unable
to capture the oscillating shielding behaviour between close observers. Neverthe



less, this method can be used to estimate preliminary values of noise shielding for
flat polygonal objects.

Figure 2.28: Noise shielding values below a flat plate using the Barrier Shielding Method for observers
distributed along the 𝑦axis with 𝑥=0m. Also shown are the predictions obtained with the MPTObased
method.

2.4. Acoustic Imaging
Whereas in the previous sections focus was on modelling aspects, also acoustic
measurements form an indispensable step in aircraft noise research. A set of mi
crophones can be used collectively to localize and quantify sound sources through a
signal processing technique denominated as beamforming. A large variety of acous
tic imaging algorithms is available in literature, such as conventional beamforming
[105], functional beamforming [106–108], CLEANSC [109] and DAMAS [110, 111],
to cite a few examples. In this thesis beamforming is used to better understand
the noise diffraction at the edges of an obstacle.

Conventional beamforming is a robust method, but also fast and intuitive, char
acteristics that makes it suitable for the analysis of noise shielding. CLEANSC was
also considered as an option, but it was verified experimentally that for the cases
considered this method was only capable to locate the strongest source on the
wing edges, and for the analysis of shielding also weaker sources are of interest.
This section briefly presents the method of conventional beamforming, used in this
work.

Consider a set of microphone signals 𝑁 represented by 𝒑𝒎(𝑡) ∈ ℝ𝑁×1. After
transforming the signal to the frequency domain, 𝒑𝒎(𝜔), the socalled cross spectral
matrix (CSM) can be obtained,

𝑪(𝜔) = 𝔼[𝒑𝒎(𝜔)𝒑∗𝒎(𝜔)], (2.75)

where 𝔼(.) is the expectation operator and (.)∗ the complex conjugate transpose.
This means that the time signal is divided into many blocks and the CSM is calculated
as an average.

The resultant beamformer output, i.e., the source power estimate for a given



scan point 𝒙𝑡 is given by

𝐵(𝒙𝑡 , 𝜔) = 𝒉∗(𝒙𝑡)𝑪𝒉(𝒙𝑡), (2.76)

where 𝒉(𝒙𝑡) ∈ ℂ𝑁×1 is the steering vector and contains the microphone array re
sponses of potential sources. The steering vector uses formulation III of Sarradj
[112], which for the 𝑛th element is given by,

ℎ𝑛 =
1

𝑟𝑡,𝑛𝑟𝑡,0 ∑
𝑁
𝑛=1 (1/𝑟2𝑡,𝑛)

𝑒−𝑖𝜔(𝑟𝑡,𝑛−𝑟𝑡,0)/𝑐 . (2.77)

Here 𝑟𝑡,𝑛 = |𝒙𝑡 −𝒙𝑛| is the distance between the scan point and microphone 𝑛 and
𝑟𝑡,0 = |𝒙𝑡 − 𝒙0| is the distance between the scan point and the center of the array.
A schematic of these distances is represented in Figure 2.29.

z

y

x

* *
*

*
*

array

source

microphone n

xt

xn
x0

scan point

rt,n
rt,0

xs

Figure 2.29: Microphone array and distances to the scan point. In this example the scan point does not
coincide with the source position, i.e., 𝒙𝑡 ≠ 𝒙𝑠 [45].

The implementation of conventional beamforming requires the definition of a
number of scan points and estimates the source powers for each point using Equa
tion (2.76). The sound pressure level value at the centre of the array 𝒙0 can be
found using

𝐿𝑝(𝒙𝑡 , 𝜔) = 20 log10 (
√𝐵(𝒙𝑡 , 𝜔)

𝑝0
) . (2.78)

The levels are often depicted as a source map and the grid points usually lie
in a plane. For the resultant image, high levels indicate the presence of a source
𝒙𝑡 = 𝒙𝑠, whereas low levels indicate a mismatch, 𝒙𝑡 ≠ 𝒙𝑠.

In conventional beamforming, the capacity to distinguish two noise sources
closely spaced is limited by the Rayleigh criterion [113]. For a planar microphone



array the Rayleigh criterion is given by

Δ𝑙 = 1.22 𝑐 𝑧bf𝐷𝑒𝑓
, (2.79)

where 𝐷𝑒 is the effective aperture of the array, 𝑓 is the frequency and 𝑧bf is the
perpendicular distance of the planar array to the scan plane. Therefore two noise
sources are only detected individually if the distance between them is superior to
Δ𝑙 for the given frequency.

2.5. Noise metrics
Noise reduction is only significant when translated in a decrease of annoyance at the
receivers. Annoyance is a subjective perception of noise, and therefore difficult to
quantify  the objective of noise metrics is to approximate the human ear response
to noise. This section gives an overview of the metrics used to assess aircraft noise,
and presents the metrics adopted in this work.

2.5.1. Limitations of traditional metrics
Different metrics have been developed over the last decades with the same objec
tive of reflecting the human response to noise. These metrics were obtained using
different approaches (loudness and annoyance based) and can be used to assess
a single flight event or taking into consideration many events over a time period.

Loudness is an auditory sensation that categorizes sounds from quiet to loud.
The loudness level quantifies this sensation and can lead to more accurate results
than estimations of the magnitude of a sound [31], which do not account for the
human ear response. Therefore, loudness is a subjective perception of the acoustic
pressure, unlike for example the SPL, which is the relation between the acoustic
pressure of a sound and the pressure corresponding to the threshold of human
hearing (20𝜇Pa) .

By definition, a sound has a loudness level in phons. This is the value in decibels
of an equally loud 1kHz tone for a plane frontal incident wave. The phon unit was
proposed by S. S. Stevens, a pioneer in this field [114–116].

Loudness can be experimentally determined for any sound. However, the loud
ness levels of pure tones at different frequencies have been measured in many
laboratories and are therefore bestknown and widely used. The equalloudness
contours for pure tones presented in ISO 226 (1987) and ISO 226 revisited (2003)
are represented in Figure 2.30. As explained above, the equalloudness curves
are representative for the loudness of the sound pressure level in decibels at a
frequency of 1 kHz.

The equalloudness contours are obtained for a plane and frontal incident wave,
however, the sound field is diffuse in many cases, i.e. situations in which the sound
comes from several directions. The difference between a plane and a diffuse sound
field is expressed as a frequencydependent attenuation factor 𝛼D. The values of
this attenuation factor are shown in Figure 2.31.

At low frequencies the value of 𝛼D is close to zero because the hearing system
works as an omnidirectional receiver, but it has significant values for other fre



Figure 2.30: Equalloudness levels contours presented in ISO 226 (1987) and ISO 226(2003) [43].

Figure 2.31: Attenuation 𝛼D as a function of the frequency of the pure tone [31].

quencies. For instance, at 1 kHz, the value of Figure 2.31 is −3 dB, i.e., the SPL of
the pure tone at that frequency in a diffuse field has to be 3 dB lower than the SPL
of the tone in a plane sound field to assure an equal loudness level.

The Aweighted sound pressure level is widely used to assess the noise impact,
not only of aircraft but also of rail and road traffic. This metric was developed
to approximate the human hearing system reaction to the frequency content of
a sound: high frequency noise is perceived as louder than low frequency noise.
The Aweighing represents the equalloudness curve of 40 phon, as shown in Fig
ure 2.32, and it is given by the frequencydependent expression,

Δ𝐿𝐴 = −145.528 + 98.262 log10 𝑓 − 19.509(log10 𝑓)2 + 0.975(log10 𝑓)3. (2.80)

Another wellknown loudness based metric is the Cweighted sound pressure
level [118] which is based on the 100 phon equalloudness curve. This metric is
used to assess louder events than the Aweighted SPL.



Figure 2.32: Approximation of the 40 phon equalloudness curve used in the Aweighted SPL [117].

The Sound Exposure Level is a widely used loudness based metric to assess the
annoyance of a single flight event. The time varying Aweighted sound pressure
level during the event, 𝐿𝐴(𝑡), is integrated for the time interval in which its level is
within 10 dB of the maximum value. The expression for SEL is

SEL = 10 log10 [
1
𝑇1
∫
𝑡2

𝑡1
10

𝐿𝐴(𝑡)
10 𝑑𝑡] , (2.81)

where 𝑇1 is 1 second and 𝑡2 and 𝑡1 correspond to the interval of time in which 𝐿𝐴(𝑡)
is 10 dB below the maximum value.

Community annoyance, however, depends on other factors than loudness, such
as masking and critical bands. These concepts are briefly introduced below.

Masking plays a very important role in assessing annoyance, as this phenomenon
is the reason why a sound can become less audible in the presence of another. The
effect of masking can be quantified by determining the masking threshold, which is
the minimum SPL of a test sound necessary to make it audible in the presence of a
masker. The test sound is usually a sinusoidal test tone. The masking of a sound
can be total, meaning that it is not audible any more, or partial.

The masking effect is not only produced when two sounds are simultaneous.
The masker can be switch on after a sound impulse, being in this case denominated
premasking. This premasking effect is not very strong, but the postmasking, i.e., a
situation when the masker is switched off but the sound continues to be reproduced,
has a relevant effect. The premasking and postmasking are also called backward
and forward masking, respectively.

The masker sound, which can be a tone or narrowband noise, masks more
effectively frequencies above their center frequency than those below it. Figure 2.33
shows the masking of a 2 kHz tone with a level of 40 dB by narrowband noise
centered at 1 kHz. The masking narrowband sound of 80 dB is sufficient to mask the



2 kHz tone. This is an example of postmasking. The masking pattern of Figure 2.33
is valid for this specific case, and each tone or narrowband sound has its own
masking pattern.

Figure 2.33: Masking of a 2 kHz tone by narrowband noise centered at 1 kHz [117].

The plot of Figure 2.34 shows the masking of the tone of 2 kHz by white noise.
A tone with a SPL of 60 dB is masked by white noise with an inferior SPL, of 40 dB.
Generally, high frequency sounds are masked by low frequency sounds. This is very
relevant to aircraft noise, as jet noise can mask tones of the fan at high frequency.

Figure 2.34: Masking of a 2 kHz tone by white noise [117].

The concept of critical bands is very important in psychoacoustics. It assumes
that the human hearing system analyses a sound by a bank of filters. Figure 2.35
shows their bandwidth (denominated critical bandwith) variation with frequency.
The critical bandwidth can be approximated by the dashed green line, which means



that the critical bandwidth is kept constant from a value of 100Hz for frequencies
up to 500Hz and increases linearly with frequency for higher values.

Figure 2.35: Critical bandwidth variation with frequency [117].

Two sounds within the same critical band are not heard as separate, and there
fore this concept is important in the analysis of complex sounds such as aircraft
noise. The unit of the critical bands is the Bark, and they range from 0 to 24. In
this work, the critical band number 𝑧 and the critical bandwidth CDW are calculated
using Zwicker’s method, described in ISO532B and DIN 45631 [119],

𝑧 = 13arctan(0.76 𝑓
1000) + 3.5arctan(

𝑓
7500)

2
Bark, (2.82)

CBW = 25 + 75 [1 + 1.4 ( 𝑓𝑐
1000)

2
]
0.69

𝐻𝑧, (2.83)

where 𝑓 is the frequency and 𝑓𝑐 the central frequency of the critical band.
The need for annoyance based metrics has been long recognized by the au

thorities, e.g. one of the first annoyance based metrics, the Perceived Noise Level
(PNL), was developed by K. D. Kryter [120] in the 1960s under request of the Fed
eral Aviation Authority (FAA). The PNL makes use of the equalnoisiness curves,
shown in Figure 2.36. These were obtained based on subjective ratings resultant
from psychoacoustic tests [121], in an analogous procedure to the method used to
determine the equalloudness curves shown in Figure 2.30.

The overall noisiness noy value 𝑛𝑡𝑜𝑡 of a sound is determined using

𝑛𝑡𝑜𝑡 = 𝑛max + 𝐹𝑚 [(
𝑁

∑
𝑖=1
𝑛𝑖) − 𝑛max] , (2.84)



Figure 2.36: Equalnoisiness curves [122].

where 𝑛𝑖 is the noy value of the 1/3octave band, 𝑛max is the maximum noy value
and 𝐹𝑚 is the masking factor that has a value of 0.15 for 1/3octave bands. The
PNL (in PNdB units) is then given by,

PNL = 40 + 33.3 log10 𝑛𝑡𝑜𝑡 . (2.85)

It was found that the subjects of psychoacoustics tests considered a sound
as more annoying when it contained discrete tones [123]. A tonal penalty was
therefore introduced in the PNL metric, resulting in the Tone Corrected Perceived
Noise Level (PNLT)

PNTL = PNL+ 𝐶, (2.86)

where 𝐶 is the tone correction. This metric, similarly to PNL, is based on 1/3octave
bands. The value 𝐶 is frequency dependent and also depends on the level of the
strongest protruding tone in the band, considering central frequencies from 80Hz
up to 10 000Hz. The procedure used to determine the constant 𝐶 can be found in
Appendix D.



Also the effect of duration affects annoyance: it was observed that the subjects
of psychoacoustics tests perceived higher values of annoyance the longer they were
subjected to values close to the maximum PNLT of the flyover event.

The Effective Perceived Noise Level (EPNL), is derived from the PNLT but includes
a correction factor for the flyover duration,

EPNL = PNLTM+𝒟. (2.87)

Here 𝒟 is the time correction factor and PNLTM is the maximum value of PNLT for
the flyover. The unit of EPNL is EPNLdB and the correction factor is given by

𝒟 = 10 log10 [
2𝑑

∑
𝑘=0

10
PNLT(k)
10 ] − PNLTM− 13, (2.88)

where 𝑘 is the time index and 𝑑 is the time interval of the flyover in which PNLT is
10 PNLTdB below the maximum value, PNLTM.

Multiple event metrics are used to quantify the noise impact in communities close
to airports. Such metrics account for various flight events during, for example, 24
hours and can attribute annoyance weights for the different periods of the day.
The equivalent Aweighted sound level for multiple events, 𝐿Aeq,T is a widely used
example of this type of metrics, and it is given by

𝐿Aeq,T = 10 log10
𝑁

∑
𝑗=1
10

𝑆𝐸𝐿𝑗
10 − 10 log10 Δ𝑡, (2.89)

where 𝑁 is the number of events in the time period Δ𝑡 and 𝑗 is the index of the
flight event.

Another multiple event metric is the dayeveningnight average level, 𝐿DEN,
which attributes different importance to flight events depending on the time period.
The 𝐿DEN is given by

𝐿DEN = −49.4 + 10 log10 [
𝑁

∑
𝑗=1
10

𝑆𝐸𝐿𝑗+𝒫𝑗
10 ] , (2.90)

where 𝒫𝑗 is the penalty for the time period: 1 for day (7:0019:00), 5 for evening
(19:0022:00) and 10 for night (22:007:00). Both 𝐿Aeq,T and 𝐿DEN are expressed
in dBA.

2.5.2. Sound quality metrics
The sound quality metrics characterize a sound in terms of loudness, tonality, rough
ness, sharpness and fluctuation strength. This is an alternative to traditional metrics
that do not quantify the qualities of a sound separately, providing instead a total
value for annoyance.



This section presents the methods used to calculate the five sound quality met
rics. Since aircraft noise varies in time, the sound quality metrics are determined for
the value exceeded 5% of the flyover duration. For instance, if the flyover duration
is 10 s, the value of the sound quality metric is the value exceeded for 0.5 s.

Loudness
The concept of loudness was already introduced in Section 2.5.1, together with
other important definitions such as critical bands and masking. In this work, loud
ness is calculated based on the ISO 5321 [124]. Loudness depends on the fre
quency, intensity and duration of a sound. It is expressed in phon when on a
logarithmic scale and in sone when on a linear scale.

The first step of the method consists of calculating the SPL in each critical band,
using the equalloudness curves presented before in Figure 2.30. The specific loud
ness, i.e., the loudness in each critical band is given by

𝑁spec = 0.0635 [100.025𝐿TQ(𝑧)] [(0.75 + 0.25 {100.1[𝐿E(𝑧)−𝐿TQ(𝑧)]})
0.25

− 1] , (2.91)

where 𝐿E is the excitation level, as calculated by Terhardt [125], and 𝐿TQ the thresh
old in quiet. It is checked whether the specific loudness is masked by accessory
loudness from other critical bands, which results in values of unmasked specific
loudness 𝑁′. The total loudness is then calculated summing the values 𝑁′ over the
24 critical bands,

𝑁 = ∫
24

0
𝑁′(𝑧)𝑑𝑧. (2.92)

Aircraft noise varies with time and it is therefore important to account for the
temporal masking, i.e., postmasking and premasking. Postmasking has more im
pact than premasking, as referred in Section 2.5.1, and it is accounted for in
Zwicker’s model.

Tonality
Tonality is one of the most important characteristics of aircraft noise. Traditional
metrics such as the PNLT and EPNL include tone penalties obtained through an
noyance ratings given by subjects in psychoacoustic surveys. Tonality as an inde
pendent sound quality metric is implemented in this work following Aures’ method
[126].

Aures used a number of test sounds, pure tones and bandpass sounds with a
small bandwidth of 30Hz and a large bandwidth of 1 kHz to develop this method.
These test sounds were used to assess the influence of the tonal prominence, band
width, frequency and loudness on the perceived tonality by the human ear relative
to the overall loudness, based on psychoacoustic tests.

The first step of Aures’ method consists of the identification of tonal components
in the spectrum, both pure tones and narrowband sounds with smaller bandwidth
than the critical band, and that protrude at least 7 dB above the adjacent narrow
band noise.



Once the tones are identified, it is necessary to verify which of them are au
rally relevant. Only those tones are considered in the tonality calculation. This is
performed by calculating the SPL excess, Δ𝐿𝑖, which is based on the method of
Terhardt [127]. The aural relevance of the tones depends on their level, mutual
masking between tones, masking of broadband noise adjacent to each tone and
the level above the threshold of hearing. The SPL excess is given by the expression

Δ𝐿𝑖 = 𝐿𝑖 − 10 log10 {[
𝑛

∑
𝑘≠𝑖
𝐴Ek(𝑓𝑖)]

2

+ 𝐸Gr(𝑓𝑖) + 𝐸HS(𝑓𝑖)} . (2.93)

If Δ𝐿𝑖 is larger than zero, the tones are considered as aurally relevant. 𝐿𝑖 is the
SPL of the tonal component of index 𝑖, and 𝑛 is the total number of tones identified
in the sound. The term 𝐴Ek is the amplitude of the secondary neural excitation
of frequency 𝑓𝑖 due to the 𝑘th tone. This term determines the excitation that the
current tone causes at other frequencies. The sum of 𝐴E𝑘 in Equation (2.93) takes
therefore into account the mutual masking effect of all tonal components. This term
is calculated as

𝐴E𝑘(𝑓𝑖) = 10
𝐿E𝑘(𝑓𝑖)
20 , (2.94)

where 𝐿E𝑘 is the excitation level, which is obtained by

𝐿E𝑘 = 𝐿𝑘 − 𝑠𝑡(𝑧𝑘 − 𝑧𝑖). (2.95)

Here 𝐿𝑘 is the SPL of the 𝑘th tone in decibels, 𝑧𝑖 and 𝑧𝑘 are critical bands, and 𝑠𝑡 is
given by

𝑠𝑡 = {
27 dB/Bark 𝑓𝑖 < 𝑓𝑘
−24 − 230𝑓−1𝑖 + 0.20𝐿𝐾 dB/Bark 𝑓𝑖 > 𝑓𝑘 .

(2.96)

The term 𝐸Gr of Equation (2.93) is the masking intensity of the broadband noise
surrounding the selected tones. Its value is given by the sum of the broadband
intensities surrounding tone 𝑖 by 1Bark (𝑧𝑖 − 0.5 to 𝑧𝑖 + 0.5 Bark). The term 𝐸HS is
the intensity at the threshold of hearing,

𝐸HS = 3.64
𝑓−0.8𝑖
1000 − 6.5 × 10

−0.6( 𝑓𝑖
1000−3.3)

2

+ 10−3 ( 𝑓𝑖
10000)

4
. (2.97)

The values of Δ𝐿𝑖 aurally relevant are then used to calculate the prominence
weighting function,

𝑤3(Δ𝐿𝑖) = (1 − 𝑒−
Δ𝐿𝑖
15 )

0.29
. (2.98)

In addition, a frequency weighting function is given by

𝑤2(𝑓𝑖) = [√1 + 0.2 (
𝑓𝑖
700 +

700
𝑓𝑖
)
2
]

−0.29

. (2.99)



Finally, the bandwidth effect on tonality is taken into account using,

𝑤1(Δ𝑧𝑖) =
0.13

0.13 + Δ𝑧𝑖
. (2.100)

The three weighting functions are then combined in an overall weighting function
𝑤T,

𝑤T = √
𝑛

∑
𝑖=1
[𝑤′1(Δ𝑧𝑖)𝑤′2(𝑓𝑖)𝑤′3(Δ𝐿𝑖)]

2, (2.101)

where 𝑤′𝑙 = 𝑤
1/0.29
𝑙 for 𝑙 = 1, 2, 3.

According to Aures’ investigation, the overall weighting 𝑤T is able to assess
tonality adequately for sounds with significant tonal content, but it is not so accurate
when the sound also has a strong presence of broadband noise. Therefore, another
weighting function was introduced,

𝑤Gr = 1 −
𝑁Gr
𝑁 , (2.102)

where 𝑁Gr is the loudness of the sound without tones.
The value of tonality is finally obtained using

𝐾 = 𝑐𝐾𝑤0.29T 𝑤0.79Gr , (2.103)

here 𝑐𝐾 is a calibration constant equal to 1.09. The tonality is measured in t.u.
(tonality units).

Sharpness
Sharpness quantifies the high frequency content of a sound, i.e., a sound is per
ceived as sharper when it has more high frequency content. This SQM was im
plemented using the method of van Bismarck [128] and its unit is the acum. A
narrowband noise with width of one critical band centered at 1 kHz has 1 acum of
sharpness.

This method calculates the weighted first moment of unmasked specific loudness
at each critical band 𝑧,

𝑁(𝑧) = 𝑔𝑠(𝑧)𝑁′(𝑧)𝑧 𝑑𝑧, (2.104)

where 𝑔𝑠(𝑧) is a weighting function given by

𝑔𝑠(𝑧) = {
1 0 ≦ 𝑧 ≤ 16
0.066𝑒0.171𝑧 16 < 𝑧 ≦ 24. (2.105)

The weighting function attributes more importance to frequency content above
16Bark (above 2700 kHz), i.e., high frequencies. The overall sharpness value is
then calculated using

𝑆 = 𝑐𝑆
∫240 𝑁′(𝑧)𝑔𝑠(𝑧)𝑧 𝑑𝑧

𝑁 , (2.106)

where the constant 𝑐𝑆 is 0.11.



Roughness
Roughness captures fast fluctuations in sound (5090Hz). One of the first models
for roughness was developed by Zwicker and Fastl [31]. It was found that at low
frequencies, the frequency selectivity of the hearing system was responsible for
a sound being perceived as rough, but at high frequencies the limited temporal
resolution was the most important factor.

The masking effect, referred in Section 2.5.1, can also vary in time, which is
denominated as temporal masking. The method of Zwicker and Fastl to determine
roughness is based on the temporal masking pattern, illustrated in Figure 2.37.
In this plot, the envelop of a sinusoidal amplitude modulated masker is plotted in
terms of sound pressure level and the temporal masking pattern is represented by
the solid line. The modulation frequency, 𝑓mod, and the masking depth, Δ𝐿, are also
represented in Figure 2.37. These two parameters are essential to the roughness
calculation in the method of Zwicker and Fastl. The masking depth, however, is
difficult to estimate and it is more practical to derive roughness from the specific
loudness pattern, such as in Aures’ method [129]. This work calculates roughness
using an improved version of Aures’ method, developed by Daniel & Weber [130].

Figure 2.37: Temporal masking pattern of sinusoidally amplitudemodulated masker[31].

The first step of the method of Daniel & Weber (see Figure 2.38) consists of
taking the discrete Fourier Transform (DFT) of the signal using windows of 200ms
weighted by a Blackman window. The spectrum is then multiplied by a factor 𝑎0,
which is the transmission between a free field and the peripheral hearing system.
The variation of 𝑎0 with the criticalband rate and frequency is shown in Figure 2.39.

The next step consists of the transformation of the resultant values into an ex
citation pattern defined by the slopes of Equation (2.96). The specific excitations
are calculated using 47 overlapping critical channels with bandwidth of 1 Bark. This
results in 200ms long specific excitation time functions 𝑒𝑖(𝑡). The next step applies
a weighting function 𝐻𝑖(𝑓mod) to model the bandpass characteristics of the over
lapping critical bands (channels). Figure 2.40 shows the basic weighting function 
all the others can be derived from them, using the procedure described below.

• for 𝑖 = 1, 2, ..., 4 𝐻1 = 𝐻2 = 𝐻3 = 𝐻4,
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Figure 2.38: Steps necessary for the roughness calculation according to the method of Daniel & Weber.
Adapted from [130].

• for 𝑖 = 6, 8, ..., 16 𝐻𝑖−1 = 𝐻𝑖, 𝐻𝑖 is interpolated between 𝐻4 and 𝐻16,

• for 𝑖 = 17, 18, ..., 20 𝐻𝑖 = 𝐻16,

• for 𝑖 = 22, 23, ..., 42 𝐻𝑖−1 = 𝐻𝑖, 𝐻𝑖 is interpolated between 𝐻20 and 𝐻42,

• for 𝑖 = 43, 44, ..., 47 𝐻𝑖 = 𝐻42.

The weighted excitation envelop is then calculated using

ℎBP,𝑖(𝑡) = IFFT {𝐻𝑖(𝑓mod)FFT(|𝑒𝑖(𝑡)|)} . (2.107)

The root mean square (RMS) of the ℎBP,𝑖 (ℎ̃BP,𝑖) is then divided by the DC value
of each original filtered signal, and the generalized modulation depth𝑚∗ is obtained



Figure 2.39: Transmission factor for the free field condition 𝑎0 (solid line) and for the diffusefield
condition 𝑎0𝐷 (dotted line) as function of criticalband rate and frequency [31].

Figure 2.40: Weighting functions 𝐻2, 𝐻16 and 𝐻42 [130].

using,

𝑚∗𝑖 = {
ℎ̃BP,𝑖(𝑡)
ℎ0,𝑖

if ℎ̃BP,𝑖(𝑡)
ℎ0,𝑖

≤ 1

1 if ℎ̃BP,𝑖(𝑡)
ℎ0,𝑖

> 1.
(2.108)

The specific roughness is determined using,

𝑟𝑖 = (𝑔𝑅(𝑧𝑖)𝑚∗𝑖𝑘𝑖−2𝑘𝑖)
2 , (2.109)

where 𝑔𝑅 are the calibration factors introduced to account for the dependency
on the carrier frequency, shown in Figure 2.41. The variable 𝑘𝑖−2 is the cross
correlation coefficient between envelopes of channel 𝑖 − 2 and 𝑖, 𝑘𝑖 is the cross
correlation coefficient between channel 𝑖 and 𝑖 + 2.



Figure 2.41: Calibration factors 𝑔𝑅(𝑧𝑖) [130].

The total roughness is finally calculated by

𝑅 = 0.25
𝑁

∑
𝑖=1
𝑟𝑖 . (2.110)

Fluctuation Strength
The method used to calculate fluctuation strength is based on the roughness model
of Daniel and Weber and was developed by Osses Vechi et al. [131]. This method
uses many parameters also required for the roughness calculation since both meth
ods assess loudness oscillations (fast for roughness and slow for fluctuation strength).
Fluctuation strength is calculated using

FS = 𝐶FS
𝑁

∑
𝑖=1
(𝑚∗𝑖 )𝑝𝑚 |𝑘𝑖−2𝑘𝑖|𝑝𝑘[𝑔FS(𝑧𝑖)]𝑝𝑔 , (2.111)

where 𝐶𝐹𝑆 = 0.249, 𝑝𝑚 = 𝑝𝑘 = 1.7 and 𝑝𝑔 = 1 are constants used to fit the
experimental data and 𝑔𝐹𝑆 are calibration factors. The variables 𝑚∗𝑖 , 𝑘𝑖−2 and 𝑘𝑖
are determined in the process of calculating roughness (𝑚∗𝑖 is the effective degree
of modulation and 𝑘𝑖−2 and 𝑘𝑖 are the correlations between channels  channels
overlapping critical bands).

The fluctuation strength is not an important metric to assess aircraft noise, as
the perception of low frequency oscillations is associated with wind and background
noise present in the measurements. Nevertheless, this SQM was determined be
cause it is required to the psychoacoustic annoyance metrics, presented in the next
subsection.



2.5.3. Psychoacoustic Annoyance Metrics
The sound characteristics, given by the five sound quality metrics previously pre
sented, define the subjective perception of noise. Despite the high correlation of
loudness with annoyance [132], this sound quality metric alone is insufficient to
estimate annoyance, as sounds with equal loudness are perceived as distinct when
other sound quality metrics present different values [133]. The model of Zwicker
and Fastl, the socalled Psychoacoustic Annoyance (PA) model, takes into consider
ation the loudness, sharpness, fluctuation strength and roughness of a sound. The
PA model is given by the expression,

PA = 𝑁5 (1 + √𝜔2𝑠 + 𝜔2FR) , (2.112)

where 𝑁5 is the value of loudness exceeded 5% of the time signal considered. The
term 𝜔𝑠 accounts for sharpness and the term 𝜔FR adds the influence of roughness
and fluctuation strength. These terms are calculated using

𝜔𝑆 = {0.25(𝑆 − 1.75) log10(𝑁5 + 10), 𝑆 > 1.75
0, 𝑆 < 1.75 (2.113)

𝜔𝐹𝑆 = 2.18
𝑁0.45

(0.4FS+ 0.6𝑅). (2.114)

The PA model does not account for tonality, which is an important characteristic
of aircraft noise. The study of More [43] showed the importance of tonality in per
ceived annoyance using auralization of aircraft noise and psychoacoustic surveys,
which were used to obtained a modified version of the PA model (PAmod) given by

𝑃𝐴mod = 𝑁5 (1 + √𝛾0 + 𝛾1𝜔2𝑆 + 𝛾2𝜔2FR + 𝛾3𝜔2𝑇) . (2.115)

The term 𝜔𝑇 in Equation (2.115) is calculated using,

𝜔2𝑇 = (𝑒−𝛾4𝑁5)
2 (𝑒−𝛾5𝐾5)2 . (2.116)

In Equations (2.115) and (2.116), 𝛾0,1,...,5 are empirical coefficients with the values
of Table 2.7, obtained through subjective annoyance ratings.

Table 2.7: Values of the constants 𝛾 used in the modified psychoacoustic annoyance metric, PAmod.

𝛾0 𝛾1 𝛾2 𝛾3 𝛾4 𝛾5
−0.16 11.48 0.84 1.25 0.29 5.49

The work of More showed a good correlation between the annoyance ratings
of aircraft noise and PAmod, with a coefficient of determination 𝑅2 equal to 0.93.
Therefore, PAmod is the psychoacoustic annoyance metric adopted in this work.



3
Engine noise shielding for
aircraft under operating

conditions
Most commercial transport aircraft are tubeandwing equipped with turbofan en
gines under the wings. Consequently, no shielding of engine noise occurs, which
hinders the comparison of noise shielding predictions of aircraft under operational
conditions with experimental data. However, this chapter presents the comparison
of noise shielding predictions with flyovers measurements of the Fokker 70, one
of the few aircraft models with engines mounted over the wings operating at civil
airports.

A part of this work have been published in The Journal of the Acoustical Society of America, 143, 1
(2018) [44] and in The Journal of Aircraft, 57, 6 (2020) [134].

61



3.1. Experimental Setup
The experimental campaign took place at Amsterdam Airport Schiphol, in a location
1240m to the South of the threshold of the Aalsmeerbaan runway (36R), as shown
in Figure 3.1. This runway is mainly used for landing and during this campaign 115
landing flyovers were recorded using a 32 microphone array distributed in a spiral
configuration (see Figure 3.2), with a diameter of 1.7m. The measurements were
taken in days with similar weather conditions and low wind.

The sampling frequency of the recordings is 40 kHz, and the filters of the data
acquisition system cut off frequencies below 45Hz and above 11 200Hz. The mi
crophones are mounted in a wooden plate covered with foam to reduce reflections.
An acoustic camera was incorporated in the center of the microphone array, at a
fixed angle, facing up, allowing the synchronization of the acoustic data with the
video footage of the flyover. The optical camera is a Datavision UI1220LE [135]
with a Kowa LM4NCL lens, and the sampling frequency is 30Hz. The microphones
contained in the array are of the type PUI Audio POM2735PR [136] with a sen
sitivity of −35± 2 dB. More details about the microphone array can be found in
[137].

1240 m

Figure 3.1: Microphone array location, at 1240m to the South from the Aalsmeerbaan runway, at Ams
terdam Airport Schiphol.

The aircraft trajectory and velocity were determined in order to take into ac
count the noise propagation in the atmosphere and the Doppler effect [138] in
the analysis of the acoustic data. Those parameters can be obtained using frames
of the acoustic camera or from the Automatic Dependent SurveillanceBroadcast
(ADSB). The ADSB system uses the onboard Inertial Navigation System and the
Global Navigation Satellite system to send the attitude and position of the aircraft
to the ground for surveillance purposes. However, this is a modern system and not



Figure 3.2: 32microphone array and data acquisition system used in the experimental campaign.

all aircraft have ADSB transponders.
The experimental campaign resulted in a total of 115 landing flyovers, of which

20 of the Fokker 70.

3.2. Assumptions
The comparison between predictions of noise shielding and the shielding estimated
from the F70 flyover measurements is made under a number of assumptions:

• The aircraft velocity is constant for the duration of the flyover recorded by the
acoustic camera.

• The aircraft follows a constant trajectory, aligned with the center of the acous
tic array.

• The noise spectrum is extracted from experimental data at the overhead time
and propagated back to the noise source position, and assumed to be repre
sentative for all other source locations.

• The engine directivity is modelled as a monopole.

During landing the aircraft must follow the Instrument Landing System (ILS),
which results in very regular trajectories and therefore all the flyovers of the F70
present similar flight operating conditions and engine settings. Figure 3.3 shows
the variability of the F70 height from the ground and velocity at the overhead time
for the 20 flyovers recorded. The average height and velocity of the 20 landing
flyovers is 66m and 73m/s, respectively. These values are used as input for the
predictions.

The contour which separates the shadow zone from the illuminated zone of the
F70, used for the noise shielding predictions, is represented in Figure 3.4. This con
tour is divided in 600 points connecting line segments, as described in Section 2.3.2.
This contour discretization combined with the number of observers and frequencies
of the noise spectrum results in expensive computational simulations. To reduce
the simulation time, the noise spectrum is approximated and divided in 1/3octave



Figure 3.3: Variability of the velocity and height of the F70 at the overhead time.

bands, as represented in Figure 3.5. The influence of these approximations are
discussed in Section 3.4

Figure 3.4: Limit shadowlight and noise source positions used in the noise shielding predictions of the
F70.

3.3. Comparison of noise shielding predictions and
measurements for the Fokker 70

This section compares predictions of noise shielding with measurements, using the
approximations mentioned in the previous section. Using the minimum of informa
tion available, a preliminary prediction considers a sharp leading edge and that the
aircraft is horizontal in relation to the acoustic array, i.e., at an attitude angle of
0°. These assumptions result in the contour plot of Figure 3.6a, which shows the
values of noise shielding for a wide area of observer positions on the ground (the
aircraft is at position 𝑥 =200m and centered on the 𝑦axis). The area with higher
values of shielding has the shape of the wings and it is projected to the front of the
aircraft, due to the rear position of the engines.

In Figure 3.6b the contour of noise shielding includes the effect of the creeping
rays, i.e., the curvature of the leading edge is considered in the predictions. The
values of noise shielding are slightly reduced when compared to Figure 3.6a.

The flyover measurements took place at a fixed position, aligned with the landing
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Figure 3.5: Measured frequency spectrum of the F70 engine (black line) and approximation used in the
predictions (gray line) .

(a) Sharp leading edge. (b) Leading edge with curvature.

Figure 3.6: Noise shielding prediction on the ground for a grid of observer positions. The aircraft is at
the position 𝑥 =200m and 𝑦 =0m.

trajectory of the aircraft. Therefore the predicted and experimental values of noise
shielding cannot be compared for all the observers of Figures 3.6a and 3.6b, and
are limited by positions located at 𝑦 =0m.

Predictions and measurements are compared in terms of Overall Sound Pres
sure Level (OSPL) during the flyover. As a first step, the measured OSPL for all
flyovers (not only the F70) were normalized by subtracting the maximum value.



From a noise breakdown [70] it was found that the engine noise is dominant for all
measurements, i.e., the OSPL values reflect engine noise. By comparing the mea
sured OSPL curves of the F70 with those of aircraft without shielding, as shown in
Figure 3.7, the F70 curve was found to be consistently below the curves of other
aircraft for part of the flyover. This is an indication of noise shielding. Notice that
the McDonnell Douglas 81 (MD81), also represented in Figure 3.7, is below the
curves of aircraft with no noise shielding. This aircraft, similarly to the F70, has
rear mounted engines, and therefore also shows evidence of noise shielding. The
F70 was the only aircraft type used for the comparison with predictions because
only a reduced number of MD81 flyover measurements was available.

Figure 3.7: Measured OSPL (normalized and averaged over the 32 microphone array) as a function of
time for flyovers (landing) of a variety of aircraft types.

Figure 3.8 shows the measured OSPL over time (black line) for four different
F70 flyovers, with the OSPL values normalized by the maximum value and the time
normalized by the overhead time. The blue line represents the OSPL prediction of
the unshielded engines based on the noise spectrum measured at the overhead
time. This curve should coincide with the measurements, except for the part where
noise shielding, occurs. In that case the OSPL of the experimental curve should be
lower than the OSPL of the unshielded engine.

In the plots of Figure 3.8 a third curve represents the OSPL prediction consid
ering engine noise shielding (green line), and modeling the leading edge as sharp.
Finally, the dashed red line represents the OSPL prediction with noise shielding and
considering a curved leading edge.

The four curves of OSPL coincide except for a time window of approximately
2.5 s before the overhead (a time period between −5 to −2.5 s). In this time pe
riod engine noise is being shielded by the wings for an observer aligned with the
landing trajectory. For the four flyovers presented, predictions are overestimating
noise shielding, both considering a sharp and a curved leading edge. However, the
measured OSPL presents significant variability.



(a) Measurement 1. (b) Measurement 11.

(c) Measurement 12. (d) Measurement 14.

Figure 3.8: Experimental and predicted OSPL for different flyover measurements of the F70.

The experimental OSPL curve of the remaining 16 flyovers recorded can be
found in Appendix E. Note that not all flyovers presented noise shielding and some
do not even coincide with the predicted OSPL curve of the unshielded noise source.
This can be attributed to external noise sources present during the flyover, as the
measurement location is close to a highway. It is also important to note that the
values of noise shielding are present from 5 s to 2.5 s before the overhead time,
i.e., the sound level is not as high as when the aircraft is over the acoustic array,
and other noise sources can have a strong interference. A total of 7 flyovers do not
present noise shielding.

The predictions can be improved by considering a more realistic landing trajec
tory, for instance with a constant descent angle of 3°, typical of a landing trajectory
(and including a curved leading edge).

Figure 3.9 is a summary of all the 20 flyovers of the F70. The average noise
shielding value between 2.5 to 5 s before the flyover is calculated for each mea
surement. In this plot a value 0 dB means that no noise shielding was found for the



flyover. The dashed green line represents the average value of noise shielding of
the prediction considering no descent angle and a sharp leading edge. The dashed
red line corresponds to the same prediction but considering a curved leading edge.
The difference between this two lines is small, because the creeping rays do not
have a great influence for an observer aligned with the landing trajectory as seen
in Figure 3.8 and Figure 3.6b. An additional prediction is presented, considering a
descent angle of 3° with a curved leading edge, in pink.

Figure 3.9: Experimental average values of noise shielding for different flyover measurements (black
dots) and predicted values considering different approximations (coloured dashed lines).

The experimental values of noise shielding oscillate, which can be attributed
to the flight and engine settings and the quality of the measurements (presence
of external noise sources). The average value of shielding of all the F70 flyovers
is 2.4 dB, indicated by the dotted black line. Not considering the aircraft attitude
clearly leads to an overprediction of the noise shielding values, of approximately
3 dB. This deviation decreases to 2 dB when considering a more realistic position
of the aircraft in relation to the observer.

The analysis of noise shielding of the F70 under operating conditions indicates
that the simplifications of the aircraft geometry, trajectory and source position have
to be carefully considered. The experimental analysis for the F70 is especially partic
ularly challenging because the engines are positioned in the rear fuselage, resulting
in low values of noise shielding. Measuring aircraft noise under operational condi
tions also implies that external sources can affect the noise shielding values. The
next section explores the effect different assumptions can have in predictions of
noise shielding, and gives recommendations for obtaining results as accurate as
possible without a drastic increase of the computational time.



3.4. Discussion of the assumptions
The predictions of noise shielding require a number of inputs that approximate
the aircraft geometry, the noise source and the flight settings. The results of noise
shielding presented in the previous section were obtained using the approximations
with the best tradeoff between accuracy and computational time.

The discretization of the aircraft contour that divides the shadow and light re
gion, i.e., the observers with and without noise shielding, respectively, influences
the results and has to be carefully considered. A convergence analysis of the re
sults with the number of points of the contour is therefore an important first step
towards accurate analyses.

In noise shielding predictions, the required number of points or panels increases
with the frequency of the noise source, a fact that is common to the BEM, ESM,
Raytracing and the Kirchhoff Integral method. This is the reason why some noise
shielding methods become too computational expensive for large objects (as the
case of an aircraft) when considering a highfrequency noise source.

For the convergence analysis of the contour discretization, the noise spectrum
and flight conditions (aircraft velocity, height and attitude) were fixed, and the
number of points of the contour was varied from 50 to 1200.

Figure 3.10a shows the OSPL values calculated for a F70 flyover considering
different contour discretizations. In this section all predictions consider a sharp
leading edge, as it is the baseline case, and the least computationally expensive.
In this prediction the aircraft is aligned with the observer position, similarly to the
plots presented in the previous section. The noise shielding values (corresponding
to the time interval where the coloured curves to not match with the grey curve)
change with the contour discretization. The OSPL curves converge for a contour
discretization of 600 points.

(a) Observer aligned with the flight path. (b) Observer 100m sideways relative to the flight path.

Figure 3.10: Predictions of OSPL (normalized) during a F70 flyover for different discretizations of the
contour separating the lightshadow regions.

This convergence was also verified for other observer positions, as an example,
Figure 3.10b shows the results for an observer located 100m sideways of the aircraft



landing trajectory. Although the numerical solution convergences only for a contour
discretization of 600 points, it is arguable whether 200 or 300 points are already
sufficient for accurate predictions, as the difference between the OSPL curves is
negligible.

Figure 3.11 shows the influence of the contour discretization on plot contours
of noise shielding. The plot of Figure 3.11a was obtained considering a contour
discretization of 200 points, with the flight conditions and number of observers of
Figure 3.6a, presented before. The two plots are similar, but Figure 3.11a shows
a less smooth contour with some abrupt variations in noise shielding (dark blue
points), which leads to less accurate results. The same plot is represented in Fig
ure 3.11b considering a contour with 100 points, and also in this case the noise
shielding results differ from Figure 3.6a and will conduct to erroneous conclusions.
Even though the 200 and 100 points contour discretizations resulted in similar val
ues of noise shielding in Figure 3.10 compared with the converged solution, they
are clearly not enough to obtain a correct result.

(a) Shadowlight contour with 200 points. (b) Shadowlight contour with 100 points.

Figure 3.11: Noise shielding prediction on ground considering different contour lightshadow discretiza
tion.

Predictions considering only a few observers are not computationally expensive,
even at high frequencies. However, plots with a large number of observers such
as in Figure 3.11 (1500 observers) result in a long computational time. Figure 3.12
shows the computational time required for the predictions of Figure 3.11 as a func
tion of the number of points used in the contour. The noise shielding method was
implemented in MATLAB®, and the predictions were run on the same computer
with a processor Intel(R) Xeon(R) CPU E51620 v3 and 8Gb of installed RAM.

The computational time increases very rapidly with the number of points of the
contour, and therefore the convergence study of the minimum number of points
necessary for the contour is of great importance. The plots of Figure 3.11 corre



Figure 3.12: Evolution of the computational time necessary for the predictions with the increase of the
shadowlight contour discretization, considering a noise spectrum divided in 1/3octave bands and 1500
observer points.

spond to just one moment in time of the flyover of the F70. To obtain the noise
shielding values on the ground it was necessary to compute 14 time steps of flight at
the source (source time) to have enough points to interpolate to the observer time
(accounting for the propagation time between the moving source and the observer
on the ground). This means that with the contour discretization of 600 and 1200
points, each time step of the simulation took approximately 28 and 42 minutes, re
spectively. When simulating a complete flyover with a realistic trajectory (changing
aircraft velocity, height and attitude) the time required for the predictions increases
significantly and considering an unnecessary number of contour points can result
in impracticable simulations.

Another input that requires particular attention is the noise spectrum of the en
gine. The values of noise shielding are subtracted from the Sound Pressure Level
(SPL) of each frequency considered in the spectrum and then summed algorithmi
cally to obtain the OSPL. An appropriate approximation of the engine spectrum is
essential to ensure a fair comparison between predictions and experimental values
of noise shielding.

The experimental spectrum was approximated as 1/3octave bands in the pre
dictions. The 20 flyovers of the F70 presented very similar engine noise spectra
(spectra recorded at the overhead time) and therefore the same 1/3octave bands
approximation could be used for all the cases. Figure 3.13 shows the predicted
values of OSPL for Measurement 1 and 15, using different frequency discretization
of the noise spectra measured during these two flyovers.

The difference between using the 1/3octave band spectrum and using smaller
frequency steps is negligible for both flyovers. In addition, there is no difference in
the predictions by considering the experimental noise spectrum per flyover, which
shows that the average of the spectrum in 1/3octave bands is a suitable approx
imation for all the 20 flyovers of the F70. This assumption not only simplifies the
comparison process but also decreases the computational time. For example, sim



(a) Measurement 1. (b) Measurement 15.

Figure 3.13: Predictions of OSPL (normalized) during two distinct F70 flyovers using different discretiza
tion of the noise spectrum measured for the corresponding flyover.

ulations considering a 100Hz frequency step take the triple of the amount of time
required for the 1/3octave band approximation.

The noise shielding predictions presented in the previous section were obtained
using the average values of aircraft velocity and height of all the 20 flyovers recorded
for the F70. The values of predicted noise shielding are thus not dependent on
those two parameters. However, the shape of the OSPL curve is affected by the
propagation time and the Doppler effect.

The variability of the F70 height and velocity at the overhead time for the 20
flyovers recorded can be seen in Figure 3.3 . The noise shielding predictions for
the F70 were repeated for some flyovers considering the measured aircraft velocity
and height instead of the average values. Figure 3.14 shows the baseline prediction
of the OSPL curve and 4 other predictions of OSPL using the velocity and height
of the corresponding measurement. The measurements selected present the most
divergent values of velocity and height compared with the average value.

Figure 3.14: Prediction of OSPL during the F70 flyover considering different values of aircraft velocity
and height.



The OSPL curve is very similar for all the cases. These small differences do not
explain the shape of the curves that do not present noise shielding (see Appendix E),
which therefore can be attributed to the presence of external noise sources. Sim
ilarly to what was recommended for the noise spectrum, an average value of the
aircraft velocity and height can be used when the landing trajectory does not present
high variability.

The calculation of the total noise shielding, i.e, including all the frequencies (Δ
OSPL) is obtained using the following equation,

ΔOSPL = OSPLshielding −OSPLnoshielding (3.1)

in which OSPLshielding is obtained by the summation of the sound pressure level
of each frequency with the respective noise shielding value, ΔSPL, subtracted (see
Equation (2.64)),

OSPLshielding = 10 log10 (
∑𝑁𝑖=1 10(SPL𝑖−ΔSPL𝑖)

10 ) . (3.2)

In the absence of the noise source spectrum, Equation (3.2) cannot be used. In
that case it is advisable not to estimate the ΔOSPL by averaging the noise shielding
contribution of all frequencies, but to show the noise shielding results separately
per frequency instead. An average of the noise shielding values ΔSPL might lead to
very inaccurate results. For the case of a non flat noise spectrum, as is the case of
an engine, it is crucial to consider the noise spectrum when calculating the ΔOSPL.
As an example, Figure 3.15 shows the averaged values of ΔSPL over the frequency
during a F70 flyover. This plot is very different compared with Figure 3.6a, in which
ΔOSPL was calculated using Equation (3.2).

Figure 3.15: Noise shielding prediction on ground when averaging the ΔSPL values over the frequency.





4
Noise shielding of propeller

noise by a wing
The shielding of a noise source is affected by its directivity. This chapter explores
the differences between noise shielding of an omnidirectional source (monopole
directivity) and of a propeller (approximately a dipole), using experimental data and
predictions. Two shielding objects are used in the experiments: a flat plate and a
wing with the same dimensions. The effect of the curvature of the leading edge
is assessed by comparing the noise shielding values of these two objects. Con
ventional beamforming is used to image the source distribution over the shielding
surface. This helps to understand the noise shielding behavior for different obsta
cles and types of noise source. The experimental campaign of this chapter aims to
determine the accuracy of the predictions and to explore possible limitations.

Parts of this chapter have been published in The Journal of the Acoustical Society of America, 142, 2
(2019) [45].
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4.1. Experimental setup at the anechoic room
The experimental campaign took place in an anechoic facility with a vertical wind
tunnel, at the Delft University of Technology. The freefield behaviour of the ane
choic room follows the ISO 3745 guidelines [139] and the reverberation time is
0.25 s, equivalent to the anechoic category of ISO 3382 [140]. The vertical wind
tunnel is positioned at the center of the anechoic room and has a circular shape of
60 cm and a contraction ratio of around 60:1 [141]. Ghaemi et al [142] determined
a turbulent intensity below 0.5% at the exit of the nozzle for a freestream of 10m/s.
In the experiments of this section the flow speed was set constant at the velocity
of 10m/s.

A microphone array, composed of 64 G.R.A.S. 40PH CCP free field microphones
[143], was used to measure the noise. The microphones were individually calibrated
with a G.R.A.S. 42AA pistonphone [144]. The 2m by 2m metallic structure support
ing the microphones was designed to reduce acoustic reflections [145]. The Data
Acquisition System (DAS) consisted of 5 National Instruments PXOe4499 sound
and vibration data acquisition modules controlled by a NI RMC8354 controller. The
uncertainty associated to the noise measurements was experimentally determined
as 0.5 dB.

The microphones positions in the metallic structure follow the TU Delft Opti
mized Array distribution [146]. This configuration provides the best tradeoff for
the main lobe width and maximum sidelobe level in beamforming. Figure 4.1a
shows the structure of the microphone array and Figure 4.1b illustrates in detail the
microphone distribution.

(a) Microphone array used in the experiments [45]. (b) TU Delft Optimized Array distribution.

Figure 4.1: Configuration of the microphone array.

The experiments were performed with two distinct noise sources: an omni
directional source and a small propeller. The omnidirectional source is a customized
miniature sound source type QindW developed by Qsources (Figure 4.2a). This
sound source is omnidirectional in the azimuthal plane, and has a flat frequency
response from approximately 500Hz to 6300Hz (as shown in Figure 4.2b) when
driven by white noise.

The second noise source used in the experiments was a threebladed propeller



(a) QindW omnidirectional source. (b) Frequency response of the omnidirectional source.

Figure 4.2: Omnidirectional source used in the experiments.

Master Airscrew EMA1260T. Figure 4.3a shows the propeller mounted with the hub
and the shaft, which is inside a tube of aluminium together with the electric motor
(Kontronik PYRO 700–45 Brushless). The motor is controlled with an electronic
speed control using a Kontronik Jive PRO 80þ HV. The propeller has a 29.6 cm
diameter and its airfoil distribution along the span is illustrated in Figure 4.3b. The
blade geometry was obtained using a mobile 3D scanner and then reconstructed in
CATIATM.

(a) Propeller setup used in the experiments
[45].

(b) 3D scan of the propeller [74].

Figure 4.3: Propeller used as a noise source in the experiments.

The wing used as an obstacle between the noise source and the microphone ar
ray has a NACA648A airfoil, 123 cm of span and 24.5 cm of chord (see Figure 4.4).
The side plates at the extremities of the wing were necessary to fix it without in
terfering with the longest edges (leading and trailing edge). The wing is positioned
such that the trailing edge is the upper edge and the leading edge is the bottom
edge. A flat plate of the same dimension (and with exactly the same side plates for
support) is also used in the experiments as an obstacle.

The values of noise shielding were determined for different distances between
the noise source, obstacle and microphone array. The experimental setup in the



Figure 4.4: Wing used as obstacle in the noise shielding measurements.

anechoic room is represented in Figure 4.5. The distances considered are relative to
the source position. The microphone array is kept fixed in the anechoic room, and
the noise source and shielding object are changed for the different measurements.

Figure 4.5: Experimental setup of a noise source shielded by an obstacle in the wind tunnel.



4.2. Noise shielding of an omnidirectional noise
source

The noise level variation at the microphones of the array is experimentally deter
mined using an omnidirectional source shielded by a flat plate and compared with
predictions. The distance between the omnidirectional source, plate and micro
phone array is varied and different frequency bands are considered for the compar
ison between experimental data and predictions.

In a second part of the experiment, the flat plate is replaced by the wing. The
new values of noise shielding are compared with those obtained previously for the
plate. Therefore, this experimental campaign has a twofold objective: to validate
the noise shielding tool and to assess the effect of a curved edge.

The comparison between experimental data and predictions is complemented
by a visualization of the sound diffraction around the edges of the obstacle us
ing beamforming. In the case of the predictions, the acoustic pressure calculated
with the noise shielding tool was used as input in the conventional beamforming
code. The comparison of experimental and predicted beamforming plots allows us
to understand possible differences in the noise shielding values and/or to identify
external sources in the experimental setup.

The beamforming plots of Figure 4.6 and Figure 4.7 correspond to two different
cases of shielding of the omnidirectional source by the flat plate, considering differ
ent distances between the source and the array (𝑑array) and the obstacle (𝑑object).
Both predicted and experimental beamforming plots are shown for the two cases.

(a) Experimental. (b) Prediction

Figure 4.6: Beamforming plots for the omnidirectional source shielded by a flat plate, with 𝑑array=1.81m
and 𝑑object=0.38m, and a frequency of 3150Hz. The intersection of the two dashed lines indicates the
noise source position behind the plate [45].

The beamforming plots from experimental data are similar to those of the pre
dictions, with the strongest noise source located at the upper edge of the plate,
which is closer to the noise source. The predictions show less side lobes than the
experimental plots, which was expected because the pressure measured at the mi
crophones can suffer disturbances from the experimental setup and reflections in



(a) Experimental. (b) Prediction

Figure 4.7: Beamforming plots for the omnidirectional source shielded by a flat plate, with 𝑑array=3.40m
and 𝑑object=0.75m, and a frequency of 5000Hz. The intersection of the two dashed lines indicates the
noise source position behind the plate [45].

the anechoic room. The experimental results also show that the noise source is
not exactly at the center of 𝑥axis, as intended, which shows that beamforming is
also a valuable tool to identify the exact position of the noise source and so that
information can be used as input in predictions.

The experiment of the omnidirectional noise source shielded by the flat plate
considered six different combinations of 𝑑array and 𝑑object, which multiplied by the
64 microphones of the array results in a large dataset of noise shielding values, too
exhaustive to compare individually. Therefore, the difference between experimental
values of noise shielding and predictions is shown in terms of an average absolute
deviation, given by

𝛿𝑠 =
1
𝑁

𝑁

∑
𝑛=1

|Δ𝐿p,prediction𝑛 − Δ𝐿p,experimental𝑛 |. (4.1)

Here 𝑁 is the total number of microphones and Δ𝐿p,prediction and Δ𝐿p,experimental
are the predicted and experimental noise shielding values, respectively.

The results of the average absolute deviation 𝛿𝑠 considering the 1/3octave
bands with center frequency of 2000, 3150, 4000 and 5000Hz are presented in
Figure 4.8. The values of 𝛿𝑠 are positioned according to the distances 𝑑array and
𝑑object used in the measurement. Thus, one can easily identify which distances
between source, obstacle and microphone array result in higher deviations between
measurements and predictions.

The average deviation of Figure 4.8 is around 23 dB, which confirms the good
agreement between experimental values of noise shielding and predictions. This
is an expected result, taking into account the similarity between the beamforming
plots (see Figure 4.6 and Figure 4.7).

It is important to note that the measurements with higher values of 𝛿𝑠 are those
with the source closer to the obstacle and further away from the microphone array.



Figure 4.8: Average absolute deviation in 𝑑𝐵 between experimental results and predictions of noise
shielding for the flat plate. The shape of the marker indicates the frequency considered (center fre
quencies of 1/3octave bands) [45].

This can be either attributed to less accurate measurements, since the microphones
are away from the noise source or to noise reflections on the wing surface, due to
the small distance between the source and the plate.

The flat plate was later replaced by the wing, and the noise shielding values
were measured considering the same distances 𝑑array and 𝑑object of the previous
experiment. The values of 𝛿𝑠 were recalculated using the new experimental data,
but the same predictions of noise shielding, i.e., for the flat plate. Figure 4.9 shows
the new values of average absolute deviation, which are now very significant, with
some positions where the predictions present more than 5 dB of deviation compared
with the experimental values. Clearly, the curved leading edge influences the values
of noise shielding, and a more adequate prediction is required. In Figure 4.10 the
values of average absolute deviation were calculated with predictions that take into
account the creeping rays generated by the leading edge of the wing, and the values
of 𝛿𝑠 decreased compared with Figure 4.9.

Therefore, a curved edge has a significant effect on noise diffraction, a behaviour
expected specially at high frequencies [91]. The influence of the leading edge on
the noise shielding results is confirmed by the beamforming plots of Figure 4.11.
Figure 4.11a shows the beamforming plot obtained for the wing and Figure 4.11b
shows the exact same experiment but with the plate as the obstacle. The case
of the wing shows two noise sources of the same magnitude at the trailing and
leading edge, while the plate case has the strongest source located at the trailing
edge as the other experimental beamforming plots shown before (Figure 4.6 and
Figure 4.7).

The beamforming plot obtained using predictions with the curved leading edge,
shown in Figure 4.12, presents a similar behaviour as the plot for the experimental
data: two noise sources of equal strength at the trailing and leading edge of the
wing.

The predictions show a good agreement with the experimental data, both in



Figure 4.9: Average absolute deviation in 𝑑𝐵 between experimental results and predictions of noise
shielding for the wing (considering a flat plate in the predictions). The shape of the marker indicates
the frequency considered (center frequencies of 1/3octave bands) [45].

Figure 4.10: Average absolute deviation in 𝑑𝐵 between experimental results and predictions of noise
shielding for the wing (considering the creeping rays generated by the leading edge). The shape of the
marker indicates the frequency considered (center frequencies of 1/3octave bands) [45].

terms of values of noise shielding and diffraction pattern at the edges of the obsta
cle. The effect of the curvature of the leading edge on noise shielding is evident
in this experimental case. The leading edge was approximated as a half circle with
a radius of 8mm, i.e., the wing presented a very small curvature. For surfaces
with more pronounced curvatures the creeping rays are expected to have an even
stronger influence on the noise shielding results.



(a) Wing. (b) Flat plate.

Figure 4.11: Experimental beamforming plots for a frequency of 4000Hz, 𝑑array=3.1m and
𝑑object=0.45m [45].

Figure 4.12: Prediction of beamforming plot for a frequency of 4000Hz, 𝑑array=3.1m and
𝑑object=0.45m, considering a curved leading edge [45].

4.3. Noise shielding of a propeller by a wing
The shielding of propeller noise is complex when compared with the case of the
omnidirectional source presented in the previous section. Propellers generate
distinct types of noise, as explained in Section 2.2, with monopole, dipole and
quadrupole directivity. Although propeller radiation is commonly associated with
a dipole directivity, due to the strong noise contribution of the thrust and torque
compared with other noise sources, it is still a rough approximation.

The experimental setup used to measure the noise shielding of a propeller by a
wing is illustrated in Figure 4.13. A heavy metallic structure of aluminium was used
to fix the propeller to the nozzle of the wind tunnel in order to minimize vibrations
that could interfere with the wake field. The structure was covered with foam to



minimize sound reflections. The presence of this structure, as well as the noise of
the electric motor add noise sources to the already complex case of propeller noise.

Figure 4.13: Experimental setup used to measure the shielding of propeller noise by a wing [45].

Therefore, in this experiment beamforming is not only used to understand the
noise diffraction behaviour at the edges of the obstacle but also to detect possible
secondary noise sources resulting from the interaction of the support structure with
the flow from the wind tunnel and the flow generated by the rotation of the propeller.

The propeller is fixed at the nozzle position. Thus only the wing can be moved,
which limits the number of measurements. Table 4.1 shows the relative distances
between the wing, propeller and microphone array considered in the experiment, as
well as the values of rotational speed set for the propeller. The measurements were
first conducted with no incoming flow and then with a flow at a constant velocity
of 10m/s.

Table 4.1: Distances considered in the experiment and values of rotational speed (in RPM) of the pro
peller.

𝑑array [𝑚] 1.46

𝑑object [𝑚]
0.40

0.54

Rotational speed [RPM]

RPM1 = 4400

RPM2 = 7000

RPM3 = 7600



A propeller operating with no incoming airflow generates a nonuniform flow,
resulting in an increase of broadband noise. Nevertheless, the measurements with
no incoming airflow can be used to assess the influence of the flow on shielding
of propeller noise. The measurements showed very different results for the two
cases: significant values of noise shielding were found for the propeller under the
constant airflow, but for the propeller with no incoming airflow no noise shielding
was detected, but rather an increase in noise levels.

In order to show the shielding behaviour for a wide range of frequencies, micro
phones at the center of the array were selected in the polar and azimuthal directions,
as represented in Figure 4.14.

Figure 4.14: Microphones selected in the azimuth (in blue) and polar (in red) directions [45].

Figure 4.15 shows the difference in noise level measured in the azimuth direction
between the unshielded and shielded propeller, for frequencies between 500 and
5000Hz. Positive values indicate an increase of noise whereas negative values
indicate the existence of noise shielding. The same plot is shown in Figure 4.16 for
the microphones in the polar direction.

Both Figures 4.15 and 4.16 show positive values of Δ𝐿𝑝 for most frequencies,
indicating that the presence of the wing is increasing the noise level at the micro
phone positions rather than reducing it. The frequency of 1300Hz shows a strong
reinforcement of noise, of up to 10 dB. The beamforming plot at that frequency,
presented in Figure 4.17, shows a strong noise source at the top of the tube that
contains the rotating shaft and the electric motor. This source is located higher
than the wing so it is not efficiently shielded, and overshadows any diffraction of
propeller noise that might be present at this frequency.

Figure 4.15 and Figure 4.16 indicate noise shielding at a frequency of 2660Hz,
which corresponds to the 7th harmonic of the propeller set at RPM3. The beam
forming plot at this frequency, in Figure 4.18, shows a very different behaviour
compared with Figure 4.17, with two sources located at the longest edges of the
wing, indicating diffraction of propeller noise.



Figure 4.15: Values of noise shielding as a function of frequency and azimuth direction 𝜙. The propeller
is set at the highest value of rotational speed (RPM3), with no incoming airflow and 𝑑object=0.40m. The
white dashed lines correspond to the propeller harmonics [45].

Figure 4.16: Values of noise shielding as a function of frequency and polar direction 𝜃. The propeller is
set at the highest value of rotational speed (RPM3), with no incoming airflow and 𝑑object=0.40m. The
white dashed lines correspond to the propeller harmonics [45].

In the presence of an incoming airflow at constant speed the vortices generated
at the blade tips are pushed downstream and do not interact with the propeller
wake, which decreases the turbulence of the flow generated by the propeller ro
tation. The noise shielding results obtained in this experiment differ from those
observed for the propeller with no incoming airflow.

Figure 4.19 shows the beamforming plots of the propeller alone for the fre
quency of 2660Hz, with and without an incoming airflow. The noise source is
located at the right side of the propeller, which is the rotation direction, in both
plots. However, Figure 4.19a shows two distinct noise souces, located at the top
and bottom of the propeller disk, and Figure 4.19b shows a single source. The dis
tinct behaviour of the noise source results is reflected in the noise shielding results.

Figure 4.20 and Figure 4.21 show the values of noise shielding for the micro
phones selected in the polar and azimuth directions (see Figure 4.14) when the



Figure 4.17: Beamforming plot for a frequency of 1300Hz, 𝑑object=0.40m. The propeller is set at RPM3
with no incoming airflow [45].

Figure 4.18: Beamforming plot for a frequency of 2660Hz, 𝑑object=0.40m. The propeller is set at RPM3
with no incoming airflow [45].

propeller is subjected to a constant incoming flow.
These two plots show noise shielding for most frequencies, unlike the case of

the propeller with no incoming flow of Figure 4.15 and Figure 4.16. There is noise
reinforcement for some positions and frequencies, but it is not as significant as for
the propeller with no flow (notice that the maximum value in the scale of Δ𝐿𝑝 was
adjusted). However, the values of noise shielding for the propeller are less signif
icant than the values measured for the omnidirectional source. Consider the plots
of Figure 4.22 and Figure 4.23, which are an equivalent case to the azimuth and
polar plots presented for the propeller above (i.e., with the same relative distances
in the experiment) but considering the omnidirectional noise source. The values of



(a) With no incoming airflow. (b) With a constant incoming flow.

Figure 4.19: Beamforming plots of the propeller at a frequency of 2660Hz [45].

Figure 4.20: Values of noise shielding as a function of frequency and the azimuthal direction 𝜙. The
propeller is set at the highest value of rotational speed (RPM3), with a constant incoming airflow and
𝑑object=0.40m. The white dashed lines correspond to the propeller harmonics [45].

Figure 4.21: Values of noise shielding as a function of frequency and the polar direction 𝜃. The pro
peller is set at the highest value of rotational speed (RPM3), with a constant incoming airflow and
𝑑object=0.40m. The white dashed lines correspond to the propeller harmonics [45].



noise shielding are noticeable higher for the omnidirectional source, showing that
it is more efficiently shielded than the propeller.

Figure 4.22: Values of noise shielding as a function of frequency and azimuthal direction 𝜙, for the
omnidirectional source and 𝑑object=0.40m [45].

Figure 4.23: Values of noise shielding as a function of frequency and polar direction 𝜃, for the omni
directional source and 𝑑object=0.40m [45].

The plots of Figure 4.22 and Figure 4.23 show significant noise reinforcement
at a frequency between 13 000−1600Hz, also observed for the propeller under no
incoming flow (see black dashed lines). The beamforming plot of Figure 4.24a, at
1300Hz shows two sources on the leading and trailing edges of the wing, which
indicates noise shielding but also the presence of external noise sources coming
from the setup. Other external sources from the support structure, at different
frequencies, were found. An example is illustrated in Figure 4.24b, in which two
strong noise sources are located at the nozzle.

The beamforming plots for frequencies with noise shielding, e.g., at 2660Hz,
show two noise sources, located at the leading and trailing edge, as expected,
indicating noise shielding (see Figure 4.25).

From the results as presented in this chapeter, it is found that the method used
for the predictions of shielding of an omnidirectional source, presented in Sec
tion 4.2, in general, shows a good agreement with the experimental data. However,



(a) Frequency of 1300Hz. (b) Frequency of 1000Hz

Figure 4.24: Beamforming plots of the propeller shielded by the wing. The propeller is set at RPM3
with a constant incoming flow and 𝑑object=0.40m [45].

Figure 4.25: Beamforming plot for a frequency of 2660Hz, 𝑑object=0.40m. The propeller is set at RPM3
with a constant incoming flow [45].

the propeller has a different noise directivity and the predictions of noise shielding
need to be adapted accordingly. Therefore, two types of source are used in the
predictions besides the monopole: a dipole source and a multisource composed
by a ring of monopole sources. All predictions in this section include the creeping
rays generated at the leading edge. The effect of the flow velocity is not accounted
for in the noise shielding predictions (such a low velocity is not expected to affect
the noise shielding values). However, it is accounted for in the beamforming plots.

The plots of Figure 4.20 and Figure 4.21 show limited noise shielding, with
values less than or equal to 5 dB for most frequencies. For the other two values of
rotational speed of the propeller (see Table 4.1) the values of noise shielding were
even lower. It was observed that the higher values of noise shielding are at the
frequencies of the harmonics. Therefore, for the comparison between experiments



and predictions, only the frequencies of the harmonics were selected.

The sound pressure level of the harmonics decreases rapidly after the 5th har
monic and harmonics higher than the 7th are hardly discernible. In addition, the
lowest frequency considered for the analyses corresponds to the 3rd harmonic
(roughly 1000Hz for the three values of angular speed). Lower frequencies are
not considered because external noise sources are more than or equally significant
as the noise of the propeller diffracted by the wing, as seen in the beamforming
plots of Figure 4.24. Therefore, only frequencies corresponding to the 3rd to the
7th harmonics are considered for the comparison, which correspond roughly to a
range between 1000 and 3000Hz.

For the predictions with the multisource, different combinations of number of
monopoles 𝑁 (see Equation (2.74)) and azimuthal number 𝑛 were tested (see Equa
tion (2.72)). It was found that 16 distributed monopoles and an azimuthal number
𝑛 = 20 resulted in a stable solution (i.e., the ring of monopoles resulted in a sin
gle compact noise source) for describing a disk shaped source for the range of
frequencies considered. This configuration was used for the predictions with the
multisource.

To better understand the difference in noise shielding between the three types
of sources considered in the predictions, the values are plotted as a function of 𝑦.
The propeller is centered at the wing in the 𝑥axis. Since the wing covers a big
extension of the array in that axis, noise shielding is expected to be approximately
constant over 𝑥. The values of noise shielding are averaged over 𝑥 in order to have
the variation only dependent on 𝑦.

Figure 4.26a displays the averaged values (over the 𝑥axis ) of noise shielding,
Δ𝐿𝑝, for the 5th harmonic (with the propeller set at rotational speed RPM3) and
𝑑object=0.40m, resulting from the measurements and model predictions, using a
monopole, dipole and multisource as source. The value predicted for the dipole
directivity is not presented at 𝑦 =0m because it is a singularity. It is clear from
Figure 4.26 that the prediction with the dipole shows the best agreement with the
experiments.

The dipole predictions showed the best agreement with the experimental data
for all the test cases analysed. On the other hand, predictions using a monopole di
rectivity greatly overestimate noise shielding for the propeller. Figure 4.26b shows
another test case used for the comparison between experimental data and predic
tions, in which the dipole is clearly again the best approximation.

The monopole seems to be a good approximation for predicting the noise shield
ing of a propeller at 𝑦=0m, where the dipole is not suitable. The multisource is
a better approximation than the monopole, but still results in significant deviations
compared with the experiments. The deviation between experiments and predic
tions with the monopole and multisource is specially high for observer positions
with higher experimental values of shielding, at 𝑦 = ±0.2m and 𝑦 = ±0.4m, a
region where the dipole has the best agreement with the experiments.



(a) 5th harmonic of the propeller set at RPM3 and
𝑑object=0.4m.

(b) 4th harmonic of the propeller set at RPM3 and
𝑑object=0.53m.

Figure 4.26: Experimental values of noise shielding along the y axis of the microphone array plotted
against predictions using different noise source directivity [45].

4.4. Conclusions
This chapter compared predictions of noise shielding with experimental values. It
was observed that the creeping rays influenced the values of noise shielding at
the receivers, even for edges with a small curvature, such as the wing used in the
considered set of experiments. This difference was corroborated by beamforming
plots, which showed distinct noise diffraction behaviour around the edges when
considering the flat plate or the wing as the obstacle.

The agreement between predictions and measurements of noise shielded by the
wing improved significantly when the creeping rays were taken into consideration.
Also the predicted and experimental beamforming plots became more similar.

The experimental results of noise shielding of the propeller differ greatly from
the results obtained for the omnidirectional source. Significant values of noise
shielding are found when the propeller is under a constant incoming flow. However,
such values are low when compared with the omnidirectional source. Also, sound
at the frequencies of the harmonics is more shielded than broadband noise.

Different types of noise source models were used in the predictions of noise
shielding of the propeller: monopole, dipole, and a multisource composed of
monopoles. The dipole showed a good agreement with the experimental data, but
both the monopole and the multisources greatly overestimated noise shielding.

Beamforming proved to be an important tool in analyzing noise shielding either
by showing the diffraction on the edges of the obstacle or by detecting external
noise sources.



5
Influence of noise shielding

in low noise aircraft
Disruptive aircraft concepts such as the blended wing body or joined wing aircraft
are expected to drastically decrease the noise impact around airports, but still re
quire many years of research before they can be incorporated in an airline’s fleet.
Such designs are therefore unlikely to contribute to midterm noise reduction goals.
Tube and wing aircraft with over the wings engines are a more feasible option for
the near future.

This work analyzes a lownoise version of the B747400, in which the engines are
placed above the wings in locations that maximize engine noise shielding. A multi
disciplinary procedure is used to calculate the aircraft and engine performance, the
flight procedure and finally the noise impact. The noise impact is evaluated in terms
of Sound Exposure Level during departure and approach.

The predictions of noise shielding use both approximations of a sharp and a
curved leading edge to assess differences in the final noise impact and whether it
is relevant to include the creeping rays considering the resulting increase of com
putational time.

This work has been published in The Journal of Aircraft, 57, 6 (2020) [134].
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5.1. Methodology
The premise behind the methodology used to obtain the lownoise version of the
B747400 is to reduce the noise impact on the ground by means of engine noise
shielding and an adjustment of the flight procedure. This is expected to result in a
reduction of the SEL along approach and departure over a wide area. Decreasing
the fan noise contribution is considered as an effective approach to reduce engine
noise [147, 148]. The noise shielding values are less significant for the low than
the high frequency range, as experimentally observed in Section 4.3, and thus jet
noise is not as efficiently shielded as fan noise. Therefore, in the lownoise aircraft
analyzed in this work, the focus lies on shielding of forward and aft fan noise.

Any change to the aircraft can affect the aerodynamics and flight performance
and has to be thoroughly considered. If the engine locations that maximize noise
shielding have a negative influence on the flight performance, the resulting increase
of drag or weight would require higher engine thrust and would possibly overshadow
any benefits from shielding.

In addition, the levels of different noise sources can strongly vary for approach
and landing, e.g. airframe noise can even dominate the overall aircraft noise during
approach. Other noise sources than the engine are also taken into consideration in
this analysis to assure realistic results.

Another important aspect to account for in the simulations is the typical distance
between source and receiver during approach and departure associated with higher
levels of community annoyance. These distances lie in a range between 500 and
2000m, which means that frequencydependant atmospheric propagation effects
have a significant impact on the ground noise levels. It is not efficient to shield
engine noise at frequencies that are strongly attenuated by the atmosphere and
would have a low noise level at the receiver in any circumstance.

The noise assessment of a new aircraft design should be based on a multi
disciplinary process taking into account modifications to the vehicle design and the
corresponding flight performance. An existing simulation framework of DLR and TU
Brunschweig [147] was used to investigate and optimize the aircraft ground noise
impact for approach and departure. These calculations were performed by DLR
(see Section 5.5). The framework predicts the noise impact taking into account
the aircraft and engine design [149, 150], a detailed flight simulation [151], the
noise generated by each component [147] and the effect of engine noise shielding
[44, 45]. The complete simulation process is illustrated in Figure 5.1, along with
the input required for each tool and respective output. A brief explanation of each
tool integrating this framework is given below.

The aircraft geometry was calculated using the Preliminary Aircraft Design and
Optimization (PrADO) tool developed by TU Braunschweig [149]. This tool also
calculates the total mass of the aircraft and its individual components, the vehicle
aerodynamics and engine data. PrADO has a modular structure, which means that
specific modules can be replaced by external numerical or experimental data. For
this work, PrADO used an external engine performance map, calculated with the Gas
Turbine Laboratory (GTlab) developed by the Institute of Propulsion Technology,
DLR Cologne [150]. GTlab is a component based framework for turbo engines and
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Figure 5.1: Computational framework used to evaluated the aircraft noise impact on ground.

gas turbine simulations that calculates the thermodynamics cycle for both design
and offdesign conditions. In addition to stationary operations, also basic transient
operations can be simulated.

The flight trajectories were determined with the Flightpaths for Noise Analysis
(FlipNA) using the aerodynamic parameters and mass of the aircraft calculated by
PrADO and the engine performance determined by GTlab. A lownoise approach
trajectory can be obtained by reducing the engine rotational speed and the aircraft
velocity, two parameters that directly contribute to noise. Furthermore, the high
lift devices and the landing gear are deployed as late as possible in order to reduce
airframe noise.

The lownoise departure trajectory considers full engine power, with 𝑁1 =105%,
followed by cutback where engine speed is reduced to 𝑁1=100%, and this value is
kept for acceleration and climb.

The noise shielding module, developed by TU Delft, uses the noise shielding
method presented in Chapter 2. Fan noise is modeled as two monopoles, at the
inlet and nozzle of the engine. This approach can be considered more accurate
than considering a single noise source centered at the fan disk center [152]. The
leading edge is modelled both as a sharp and a curved edge. Due to the large
dimension of the wingspan in relation to the airfoil thickness, the wing is commonly
approximated as a flat plate. This is an acceptable approximation when the radius
of the curvature of the leading edge is small compared with the wavelength, but for
high frequencies, the effect of the curvature affects the noise shielding values [91].
Chapter 3 and Chapter 4 showed that the creeping rays affect the noise shielding
results even when the curved edge has a small radius. Nevertheless, it is difficult
to predict what are the differences between those two modeling approaches of the
leading edge in terms of aircraft noise impact without using the complete framework
of Figure 5.1.

The noise shielding values are calculated for halfspheres centered at the noise
source, with a discretization of 2°, as shown in Figure 5.2. Therefore, noise shielding



values are available for any azimuth and polar position of the observers relative to
the noise source and can be directly subtracted from the values of fan noise. The
halfspheres are calculated for half of the aircraft and then mirrored in order to save
computational time.

Figure 5.2: Halfspheres of noise shielding values for the frequency of 1000Hz, with a discretization of
2° in the polar and azimuth directions.

The noise assessment was determined by the tool Parametric Aircraft Noise
Analysis Module (PANAM). As the name indicates, it is a parametric noise prediction
model that assesses the aircraft noise emission and the resultant impact on the
ground. PANAM requires as input the aircraft geometry, trajectory, noise shielding
values, engine deck and the observer positions. In the simulation process all en
gines were considered to run at the same operating point and consequently present
equal noise emission. PANAM uses standard noise metrics, such as the SEL, to as
sess the noise impact.

The five computational tools mentioned above were integrated in an iterative
process used to find the aircraft final design, approach and departure trajectories
and the resulting noise impact.

5.2. Reference vehicle
The lownoise concept analyzed in this research is a variation of the B747400
(B744). The engines were relocated above the wings in order to minimize the noise
impact on ground through shielding of engine noise by the wings and fuselage.
The original B744 and its lownoise version, here denominated B744eow (B747400
engines over the wings), are shown in Figure 5.3. The engines of Figure 5.3b are
in a random position, as the engine locations that maximize noise shielding are
determined in the next section.

The B744eow presents higher values of drag than the B744, due to the new en
gine locations above the wings, which originate stronger wave drag. This increase
of drag has consequences in the flight performance, increasing the fuel consump
tion and therefore leads to an excessive value of maximum takeoff weight for



(a) B747400 reference vehicle. (b) Low noise B747400 (B744eow).

Figure 5.3: B747400 and its lownoise version.

this design. To overcome this problem, the range of the B744eow was reduced to
8100 km, whereas the original B744 has a design range of 10 600 km.

However, the noise impact of the two B744 versions is not comparable with this
adjustment of the range. Another variation of the B744, denominated B744rr (B744
reduced range), is calculated with PrADO for the comparison. The payload range
chart of the B744eow and B744rr is shown in Figure 5.4. The range of the aircraft
is not exactly the same, despite que range modification. The cruise speed was
decreased from Mach 0.85 for the B744rr to 0.70 for the B744eow due to the drag
increase. The lower cruise speed of the B744eow, however, is not sufficient to level
the fuel consumption of the two aircraft, with an increase of 18% for the B744eow
relative to the B744rr.

Figure 5.4: Payload range chart for the new reference vehicle B744rr and its lownoise version, B744eow.



Table 5.1 summarizes the design differences between the B744rr and the B744eow.
The geometry of the B744rr is the same as the original B744, but the wings of
B744eow needed to be slightly modified due to changes in aerodynamics. From this
point forward, the B744rr is the only reference vehicle considered for the compari
son with the B744eow.

Table 5.1: Differences in the characteristics of the B744rr and B744eow.

𝐴wing 𝜆𝐹 MTOW 𝑀cruise Cruise Fuel 𝐸cruise,beg Λ

[𝑚2] [] [ton] [] [ton] [] [deg]

B744rr 562 7.18 350 0.85 108 17.5 38.6

B744eow 580 8.00 369 0.70 125 17.0 38.9

The approach and departure trajectories for the B744rr determined using the
methodology presented in Section 5.1 are shown in Figure 5.5. The lownoise
approach trajectory (Figure 5.5a) shows a first descent section with −2.7°, identified
as segment 1 in the plot, with the engine speed set to idle and the aicraft flying
at 1.3 times the stall speed. The high lift devices are deployed at point 2 to avoid
acceleration and the aircraft descends with −3°. The landing gear is deployed
at point 3, and the flaps are fully set. The stabilization point is reach at 300m
and the velocity and trajectory slope are kept constant. The thrust is increased to
compensate the drag originated by the high lift devices and the landing gear.

(a) Approach trajectory. (b) Departure trajectory.

Figure 5.5: Approach and departure trajectories of the B744rr.

The departure trajectory, shown in Figure 5.5b, is conducted with full thrust up
to the cutback point, identified as point 4, and continues with a cutback rotational
speed of 𝑁1,c,b =100%. Once the airspeed reaches 130m/s the aircraft gains



altitude on segment 5 up to cruise altitude.
The noise emission of the B744rr during approach and departure was analyzed

by selecting points of the trajectories that are relevant to annoyance on ground,
i.e., when the aircraft is outside the airport limits but still at a low altitude. The
trajectory point selected for approach was 15 km before the approach threshold.
In this approach phase the aircraft altitude is 800m, the velocity is 103m/s, the
engine is in idle at 𝑁1 =35% and the flaps set to 20°. The noise emission resultant
from this approach point, shown in Figure 5.6a, clearly indicates that airframe is
the dominant noise source for all polar directions. Fan forward and fan aft noise
are, respectively, 17 dB and 10 dB below airframe noise.

The point selected from the departure trajectory was 12.5 km after break re
lease: the aircraft is at an altitude of 820m, its velocity is 133m/s, 𝑁1 =100%
and the high lift devices are not deployed. The noise emission plot for the referred
departure point is shown in Figure 5.6b, and in contrast to the what was observed
for approach, fan noise is now dominant. This indicates that noise emission can be
significantly reduced during departure by fan noise shielding, but the effect will be
negligible for approach.

(a) Noise emission of select approach point. (b) Noise emission of select departure point.

Figure 5.6: Overall sound level for the B744rr for the approach and departure conditions selected.

5.3. Noise assessment of the low noise aircraft
This section compares the noise impact of the B744rr with the B744eow for ap
proach and departure. First, the positions of the inboard and outboard engines
of the B744eow were determined with the objective of maximizing noise shielding.
Then the approach and departure trajectories were recalculated taking into account
the new engine positions, and the noise emission was evaluated for one operating
point of those trajectories. Finally, the noise impact on ground was determined and
compared for the two aircraft using both sharp and curved leading edge approxi
mations to assess the influence of the creeping rays on this lownoise design.



5.3.1. Optimal engine position
The engine positions that maximize noise shielding were determined individually for
the inboard and outboard engines. The engine positions in the span direction are
kept fixed (the same as in the B744rr) and are only modified in the chord direction.
The criterion used to determine the engine positions that maximize noise shield
ing was the 80 dB SEL contour area for departure, which is assessed for different
positions of the engine relative to the nose of the aircraft (𝑥fdc).

Figure 5.7 shows the contour area of 80 dB SEL for different inboard and out
board engine positions along the chord, considering a sharp leading edge in the
noise shielding predictions. The engine positions were investigated in discrete steps
of 0.5m. The orange line shows the area of the 80dB SEL contour of the B744rr,
which remains constant for all 𝑥fdc positions because it is not shielded.

(a) Inboard engine.

(b) Outboard engine.

Figure 5.7: SEL isocountour area of 80 dB for departure, plotted for difference values of 𝑥fdc considering
a sharp leading edge in the noise shielding prediction.

The same plots are shown in Figure 5.8 considering a curved leading edge in
the noise shielding predictions. Figure 5.7a and Figure 5.8a indicate that the most
promising position of the inboard engines is 34m relative to the aircraft nose for a
sharp leading edge, and 33.5m for a curved leading edge. For the outboard engine,
the optimal position is 42m for a sharp leading edge and 40m for a curved leading
edge. A SEL area change of 20% can be associated with a source noise reduction
of approximately 1 dBA [153].



(a) Inboard engine.

(b) Outboard engine.

Figure 5.8: SEL isocountour area of 80 dB for departure, plotted for difference values of 𝑥fdc considering
a curved leading edge in the noise shielding predictions.

Figure 5.9 shows the optimal inboard and outboard engines position in the chord,
for both cases of a sharp and a curved leading edge. The dimensions of the airfoil
section are at scale, as well as the positions of the fan inlet and exhaust in the chord
direction. The fan disk center is represented by a black cross and the fan inlet and
exhaust by dots (blue for the position found considering a sharp leading edge, and
black for a curved leading edge). The distance of the engine relative to the surface
of the wing changes along the chord direction, which is also accounted for in this
scheme.

The more the engine is centered on the wing chord, the larger is the region
of observers in the shadow zone. The optimal engine positions take advantage of
that in order to maximize noise shielding. The optimal engine positions considering
creeping rays are slightly upstream compared to the optimal positions determined
for a sharp leading edge: 0.5m for the inboard engines and 2m for the outboard
engines. This is in agreement with experimental results of noise shielding for a
NACA 0012 airfoil [154, 155]. These experiments consistently showed that a noise
source located at the airfoil leading edge presented higher values of shielding than
when located at the trailing edge.
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(a) Inboard engine. (b) Outboard engine.

Figure 5.9: Position of the inboard and outboard engines in the chord. The engine inlet and exhaust
positions are indicated in blue and black, for the sharp and curved leading edge approximations, respec
tively.

5.3.2. Noise impact for departure
The departure trajectory of the B744eow is slightly different from the B744rr due to
the design differences of the two aircraft. The B744rr has a better performance,
because the B744eow presents an increased weight due to the larger wing. The
departure trajectories for the two aircraft are shown in Figure 5.10.

Figure 5.10: Lownoise departure trajectories for the B744rr (solid lines) and the B744eow (dashed lines).

The noise emission of the B744eow for a representative point of the departure
trajectory (equivalent to the operating point selected in Figure 5.6) is shown in
Figure 5.11. The aircraft is at an altitude of 800m, the aircraft speed is 130m/s,
𝑁1 =100% and no high lift devices are deployed. The noise emission depends on



the values of noise shielding which results in two different plots, Figure 5.11a and
Figure 5.11b, for predictions with a sharp and curved leading edge, respectively.
The noise emission of the reference aircraft B744rr is also shown in the plots, rep
resented by a dashed black line.

(a) Predictions for a sharp leading edge. (b) Predictions for a curved leading edge.

Figure 5.11: Overall sound emission of the B744eow for the departure condition selected.

The difference between the total noise emission of the B744eow and the refer
ence aircraft is larger in Figure 5.11a than in Figure 5.11b, i.e., when considering a
sharp leading edge. The forward and aft fan noise are also represented in the plots,
showing that the forward fan noise has higher values of shielding for the sharp lead
ing edge simulation, whereas aft fan noise presents higher values of shielding for
the curved leading edge case.

Due to the fan noise reduction, jet noise has a very relevant contribution to
the total noise of the B744eow, in contrast to what was observed for the B744rr, in
which fan noise was dominant (see Figure 5.6b).

The SEL contour areas were used to assess the ground noise impact: Figure 5.12
shows the values of SEL of the B744eow relative to the B744rr, i.e., negative values
indicate that the B744eow has lower SEL than the B744rr and consequently lower
noise impact. Again, predictions are presented separately for the case of a sharp
and curved leading edge.

The noise reduction on ground is higher considering a sharp than a curved lead
ing edge, for a large area of the contour. The difference becomes noticeable about
7 km behind the break release, where the engine speed is reduced to cutback rota
tional speed, thus jet noise is decreased and fan noise dominates. The maximum
reduction in SEL was −2 dB for predictions with a sharp edge and −1.5 dB consid
ering a curved edge. The red dots in the plots are related with the higher MTOW
of the B744eow which implies a longer takeoff distance.



(a) SEL contour area considering a sharp leading edge in the shielding predictions.

(b) SEL contour area considering a curved leading edge in the shielding predictions.

Figure 5.12: SEL values for departure of the B744rr (lines) and ΔSEL values of the B744eow relative to
the B744rr.

5.3.3. Noise impact for landing
Similarly to what was observed for departure, also the approach trajectory of the
B744eow is slightly different from the B744rr, as shown in Figure 5.13. The approach
operating point selected for the noise assessment of the B744eow is located 15 km
before approach threshold (same as for the B744rr). At this point of the approach
trajectory the altitude of the aircraft is 800m, the velocity 98m/s, 𝑁1 =35%, the
position flaps are set to 15° and the Kruger flaps are set.

The noise emission of the B744eow is shown in Figure 5.14, considering the
two approximations of the leading edge. The total noise emission of the reference
aircraft is also represented in the plots by a dashed black line. Airframe noise is
dominant and fan noise does not play an important role in the total noise. Despite
the reduction of fan noise due to shielding, it has no impact on the total noise. The
slight noise reduction of the B744eow relative to the B744rr is due to the lower flight
speed.

Figure 5.15 shows the ground noise impact of the B744eow relative to the B744rr,
for predictions considering both a sharp and curved leading edge. As expected, the
two plots are very similar, because the fan has a negligible contribution to the total
noise and therefore the role of noise shielding is not significant.

Away from touchdown, the engine is idle and the SEL reduction is attributed to
the decrease in airspeed along the B744eow trajectory. After the deployment of the
landing gear, at approximately 6 km before touchdown the engines are spooled up



Figure 5.13: Lownoise approach trajectories for the B744rr (solid lines) and the B744eow (dashed lines).

(a) Predictions for a sharp leading edge.
(b) Predictions for a curved leading edge.

Figure 5.14: Overall sound emission of the B744eow for the approach condition selected.

to compensate the drag and the fan noise becomes significant compared to airframe
noise, originating a SEL reduction in both Figure 5.15a and Figure 5.15.

5.4. Discussion
Noise shielding can be calculated with different levels of detail and in this research
work the leading edge was modelled both as a sharp and a curved edge. The shape
of the leading edge influences the engine locations that maximize the shielding of
fan noise and therefore has an impact on the aircraft design, performance and
resulting ground noise impact.

This research was conducted with the premise of investigating the influence of
the creeping rays on the design process and resulting ground noise impact using
a multidisciplinary computational framework that generates a final realistic aircraft



(a) SEL contour area considering a sharp leading edge in the shielding predictions.

(b) SEL contour area considering a curved leading edge in the shielding predictions.

Figure 5.15: SEL values for approach of the B744rr (lines) and ΔSEL values of the B744eow relative to
the B744rr.

design and flight trajectories. The adopted study case was an ongoing DLR research
project, a lownoise variant of the B744 with the engines located over the wings.

The engine positions that maximize the shielding of fan noise were determined
based on the area on ground with a SEL of 80 dB during departure. This is a
more complex and adequate criteria than, for example, focusing on the highest
values of shielding for a range of frequencies of interest (as the first harmonics of
the fan), without taking into account the propagation effects on the atmosphere.
Reducing the area of 80 dB SEL decreases the number of people highly annoyed in
the proximity of the airport.

Relocating the engines over the wings changed the vehicle aerodynamics and
performance, and the geometry of the B744eow was slightly adapted (wing area and
taper ratio) as well as the operational conditions (lower cruise speed and higher fuel
consumption). The payload range chart had to be adjusted, as well as the depar
ture and approach trajectories used to determine the ground noise impact. Not
considering these modifications would lead to an unrealistic comparison between
the B744 and its low noise version.

The optimal engine locations are different for noise predictions considering a
sharp and a curved leading edge. The optimal positions of the engines are closer
to the leading edge when it is modelled as curved in the predictions: the inboard
engines are 0.5m closer to the leading edge and the outboard engine 2m, compared
with the optimal positions found for the sharp leading edge approximation. This is



in agreement with experimental data found in the literature. In addition, the fan
disk center is approximately centered in the chord in order to maximize the number
of receiver positions in the deep shadow zone.

Fan noise is effectively shielded during departure, and the SEL values obtained
for the B744eow are lower than for the B744rr, both considering a sharp and curved
leading edge in the predictions. With the reduction of fan noise, the jet noise
contribution gains importance and dominates the noise emission. For that reason
the SEL could not be further decreased than 2 dB, considering a sharp leading edge,
and 1.5 dB for the curved leading edge case.

For approach, the fan is not the dominant noise source and shielding has a
minimum effect on the SEL contour. The value of SEL is only reduced comparatively
to the reference vehicle at the final phase, when the engines are spooled up to
compensate the drag. The slight decrease in SEL for the B744eow compared with
the reference aircraft during the entire approach trajectory is due to the reduced
airspeed, not noise shielding.

This case study shows how the leading edge is modeled influences the aircraft
design and noise impact. Therefore it is recommended to account for the creeping
rays in aircraft with large wings and BWB configurations. For small wing areas and
afmounted engines, such as the case of the Fokker 70 analysed in Chapter 3, the
effect of creeping rays is expected to be negligible.

In addition, any design change has to be carefully analyzed as it influences the
aircraft performance and the final noise impact, and the shielding of fan noise is
only beneficial up to the point other noise sources such as airframe and jet noise
assume importance.
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6
Sound Quality Metrics of
aircraft under operating

conditions
The sound quality metrics give information about the characteristics of a sound,
such as the frequency content and the prominence of tones, unlike traditional noise
metrics that only provide a final value of annoyance. In this chapter, the five sound
quality metrics, loudness, tonality, sharpness, roughness and fluctuation strength
are applied to aircraft noise. The analysis includes different aircraft types during
landing and takeoff. The influence of the aircraft design, propulsion system and
operating conditions on the sound quality metrics is analyzed.

Parts of this chapter have been published in AIAA Journal, 59, 1 (2020) [156].
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6.1. Experimental Setup
The experimental campaign took place at Amsterdam Schiphol Airport for four days
with similar weather conditions. The meteorological data was provided by the Royal
Netherlands Meteorological Institute. The measurement system (see Figure 6.1a)
consists of an acoustic array of 64 microphones distributed in an underbrink spiral
configuration [157] with 8 arms, as shown in Figure 6.1b. This acoustic array is an
improved version of the array used in the measurements of Chapter 3.

(a) Acoustic array. (b) Underbrink spiral microphone distribution.

Figure 6.1: Acoustic array used in the experimental campaign.

The structure of the array is 4 by 4 meters and it is covered with absorbent
foam to reduce reflections. In addition, the outer microphones are at a distance
of 30 cm from the edges of the array to reduce the influence of ground reflection
on the measurements. All the microphones were covered with wind shields and
were calibrated with a piston phone. The microphone model is the PUI AUDIO
665POM2735PR from PUI Audio.

A camera is placed at the center of the array to determine the overhead time
and to localize the main acoustic noise sources using beamforming. Images from
the camera can be overlapped with beamforming plots, allowing the localization of
the noise sources on the aircraft. Consecutive frames of the camera can also be
used to estimate the height and velocity of the aircraft. The camera is a Datavision
UI1220LE model with lens Kowa LM4NCL and a frame rate of 30Hz.

The microphones are connected to the Data Acquisition System that records
the analog signals and converts them to digital signals at a sampling frequency
of 50 kHz. The velocity and height of the aircraft were obtained using an ADSB
system connected to the laptop. Not all aircraft have this system on board, and in
those cases the aircraft type was checked with online live flight trackers and the
velocity and altitude were estimated with consecutive frames of the camera.

The acoustic array was placed close to location 18C of the Schiphol airport run
ways, represented in Figure 6.2. This location was chosen because of its proximity
to the runway (670m) and considerable distance from main roads, so car traffic



would not contaminate the results.

Figure 6.2: Runways of Schiphol airport, and the runway selected for the measurements (in a red circle).

The experimental campaign resulted in 141 landing measurements of 14 aircraft
types, and 160 takeoff measurements of 12 aircraft types. Table 6.1 shows the air
craft types recorded, ordered by their value of Maximum TakeOff Weight (MTOW),
and the corresponding number of landing and takeoff measurements.

Table 6.1: Landing and takeoff flyovers recorded in Schiphol Airport.

Aircraft 𝑁o of landings 𝑁o of takeoff Aircraft 𝑁o of landings 𝑁o of takeoff

CRJ700 0 5 A320 13 19

CRJ900 2 0 B737800 41 53

ERJ175 14 22 B737900 4 4

F70 7 0 A321 3 5

AVRORJ85 3 0 A330200 0 5

ERJ190 22 15 B787 6 0

ERJ195 0 4 B777200 5 0

B737700 15 15 B777300 3 5

A319 3 8 Total 141 160

The models Boeing 737800 (B737800), Airbus A320 (A320), Embraer 190 and



195 (ERJ190 and ERJ195, respectively) correspond to the highest number of mea
surements for landing and takeoff. Some aircraft types are not available for both
takeoff and landing, for example, the Fokker 70 (F70) and the Boeing 787 (B787).

This data set contains aircraft with very different characteristics: small aircraft
with capacity for less than 100 passengers, such as the Bombardier CRJ900 and
the ERJ190, mediumrange aircraft (the B737 and the A320 series) and longrange
aircraft (B777 series). The data set only contains turbofan propelled aircraft, all of
them twinengined with the exception of the AVRO RJ85, which has 4 engines.
Two of the aircraft have rearmounted engines, the F70 and the AVRO RJ85, and
therefore engine noise is partially shielded by the wings and fuselage.

6.2. Experimental assessment of the Sound Qual
ity metrics

The flight trajectories during landing are more regular than the ones of takeoff,
because all aircraft follow the Instrument Landing System (ILS). The flight trajectory
and aircraft operating conditions influence the SQM measured on the ground and
should be taken into account in this analysis. Figures 6.3 to 6.5 show the average
and the variability of the absolute altitude (𝐻), total ground speed (𝑉Gr) and speed
of the lowpressure shaft of the fan (𝑁1) obtained from the spectrograms, estimated
for all aircraft types, during landing and takeoff. The aircraft types are presented
in ascending order of their value of MTOW.

The distance between the aircraft and the microphone array is approximately
ten times larger for the takeoff measurements than for the landing. This difference
has to be taken into consideration when analyzing the SQM, because atmospheric
attenuation is distancedependent. The variability of the height within aircraft type
is also higher for the takeoff measurements, which was expected, due to the more
irregular flight trajectories compared with landing procedures.

The average ground speed measured for landing flyovers varies between 60
80m/s whereas for takeoff the values lie between 7090m/s. Values for 𝑁1 were
obtained from the spectrograms, i.e., derived from the acoustic measurements. The
variability of 𝑁1 is very significant for some aircraft during landing (e.g. the B787
and the A321), with most aircraft presenting an average value between 5065%.
The values of 𝑁1 show less variability within the same aircraft type for takeoff
flyovers than for landing, with the exception of a few flyovers that show extremely
low values of 𝑁1 for takeoff.

Similar plots are presented for the SQM in Figures 6.6 to 6.9. Figure 6.6 shows
that loudness increases with the dimension of the aircraft, as expected, as larger
surfaces generate higher levels of airframe noise, but also require more powerful
engines and consequently generate higher levels of engine noise. The variability
of loudness is small for landing aircraft but very significant during takeoff. Dur
ing landing, fan noise and airframe noise (specially landing gear noise and flap
noise) have approximately the same importance. The airframe noise contribution
is roughly constant because it mostly depends on the aircraft structure, flap de
flection and velocity. In addition, the landing measurements were recorded with



(a) Landing.

(b) Takeoff.

Figure 6.3: Aircraft height for landing and takeoff flyovers.

the aircraft at very similar altitudes. Both explain the low variability of loudness for
landing aircraft. The two aircraft with the lowest values of loudness are the F70
and the AVRORJ85, for which engine noise is partially shielded by the airframe.

For the takeoff measurements, however, the engines are the most important
noise source, and a variation of the engine settings is reflected in the total noise.
Also, the trajectories for takeoff are more irregular, and these two factors result in
a high variability of loudness. The average values of loudness are higher for landing
than for takeoff, which is contrary to what one would expect. However, the aircraft
were at a higher altitude for the takeoff measurements, and therefore they were
perceived as less loud.

The tonality plots of Figure 6.7 show approximately the same average values for
landing and takeoff. The A319 and A320 stand out for their high values of tonality
compared to aircraft of similar size, for instance the B737700 and 800. Prominent
tones were expected for landing due to the high contribution of fan noise, which
generate strong tones at frequencies between 10002000Hz. During takeoff the
engines are at the maximum performance and the Blade Passage Frequency (BPF)
is higher than during landing, as well as its harmonics, which increases tonality.



(a) Landing.

(b) Takeoff.

Figure 6.4: Aircraft velocity for landing and takeoff flyovers.

However, tones can be masked by the low frequency noise generated by the jet.
In addition, tones at high frequencies are strongly attenuated by the atmosphere.
Modern engines have higher values of bypass ratio (BPR) to decrease the velocity
of the jet, and consequently jet noise. The BPR of the engines of the A319 and
A320 is higher than 6. All the other aircraft recorded during takeoff are equipped
with engines with lower BPR, between 55.5 (except the B777300 which is a long
range aircraft), which justifies the high value of tonality of the A319 and A320. The
similar values of tonality for landing and takeoff will be later investigated using
spectograms and the signal spectra.

Also the values of roughness, shown in Figure 6.8, are similar for takeoff and
landing. Takeoff aircraft are expected to generate rougher sounds than landing,
because of buzzsaw noise. Buzzsaw noise is generated when the fan tips operate
at supersonic speed, generating weak shock waves spiraling upstream against the
mean flow [158, 159]. This behaviour generates periodic noise, denominated buzz
saw noise tones (BSN), which decreases with frequency. Irregularities in the mean
flow and spacing of shock waves make this phenomenon difficult to predict.

During landing, lowfrequency noise is associated with airframe noise, which



(a) Landing.

(b) Takeoff.

Figure 6.5: 𝑁1 for landing and takeoff flyovers.

is more dominant during this flight phase than for takeoff. The increase of this
metric with the MTOW values also indicates a relation with the dimensions of the
aircraft. The similarity in roughness during takeoff and landing will be explored
further ahead in this research work.

Finally, Figure 6.9 shows the values of sharpness and its variability for each
aircraft type. The values are noticeable higher for landing. The sharpness values
for takeoff are low because jet noise masks the harmonics of fan noise. In addition,
the first harmonics of fan noise, of higher frequency for takeoff than for landing,
are strongly attenuated by the atmosphere. The AVRORJ85 shows the highest
value of sharpness because it is the only fourengined aircraft of the data set.

Figure 6.10 shows the spectrogram of an A320 takeoff flyover, and the spectrum
at overhead time. This A320 aircraft is equipped with CFM565A engines with 36 fan
blades. The BPF of the fan and its second harmonic are cleary visible in the spectrum
at 2650Hz and 5300Hz, respectively. Other peaks appear at lower frequencies, the
buzzsaw noise tones, spaced at 74Hz. Only the most prominent BSN tones are
identified in Figure 6.10 for an easy reading.

The spectrogram and the spectrum at the overhead time for a A320 landing



(a) Landing.

(b) Takeoff.

Figure 6.6: Loudness for landing and takeoff flyovers.

flyover are shown in Figure 6.11. The BPF value is lower than for takeoff, due
to the lower rotational velocity of the fan. The first four harmonics of the fan are
very clear and with a high SPL value. The spectrum of Figure 6.11b has more high
frequency content than the takeoff spectrum of Figure 6.10b. The aircraft altitude
is lower at landing, therefore the noise is less attenuated by the atmosphere. This
explains the higher values of sharpness found for landing, as mentioned before.

The roughness values for landing and takeoff measurements are similar, and in
this case we can see that the low frequency content has approximately the same
SPL value for landing and takeoff. Even though takeoff presents buzzsaw noise,
the BSN tones are not very prominent, and during landing the strong presence
of low frequency airframe noise contributes to roughness, which results in similar
values of this sound quality metric for these two flight phases.

The value of tonality is also identical for the landing and takeoff measurements
of the A320. Even though more harmonics of the fan are present during landing,
takeoff exhibits BSN tones and two prominent first harmonics of the fan, which
balances the value of tonality for the two flight phases.

The aircraft altitude has a direct effect on sharpness and tonality because the



(a) Landing.

(b) Takeoff.

Figure 6.7: Tonality for landing and takeoff flyovers.

high frequency content is attenuated by the atmosphere. High frequency noise is
more relevant during takeoff because of the high value of 𝑁1. However, the rate
of climb for takeoff is higher than the glide slope for landing, which means that for
areas outside the airport, aircraft fly at higher altitudes for takeoff, and thus high
frequency content is strongly attenuated.

The analysis of this section shows that the SQM depend on the aircraft design,
but also on the operating conditions. Neglecting the aircraft operating conditions
could lead to erroneous assumptions when assessing community annoyance.

6.3. Correlation of the SQM with the aircraft de
sign

This section investigates correlations between the SQM and characteristics of the
aircraft design and the engine. Such correlations are determined separately for
landing and takeoff, using the average values of the SQM of each aircraft type.
The best correlations are employed to find empirical expressions correlating the
SQM and the aircraft design.



(a) Landing.

(b) Takeoff.

Figure 6.8: Roughness for landing and takeoff flyovers.

A variety of aircraft characteristics was considered in this study. The airframe
characteristics considered were the wingspan, total height and length of the aircraft,
the cabin width, the MTOW, Maximum Landing Weight (MLW), the ratio flap/span
of the wing, and the diameter and number of wheels in the main and nose landing
gear (MLG and NLG). The engine parameters examined were the number of fan
blades, the BPR, the diameter of the fan, the length of the nacelle, the maximum
takeoff thrust and the thrustspecific fuel consumption (TSFC).

For takeoff, loudness showed a good correlation with the dimensions of the
aircraft, e.g. the wing span and MTOW. Also characteristics related with the size
of the engine, such as the fan diameter and maximum takeoff thrust showed a
significant correlation. This was expected, as the loudness of an aircraft is directly
related with its dimension as seen in the previous section. Roughness also showed
dependence on the aircraft dimensions, diameter of the fan and maximum takeoff
thrust. Sharpness, however, showed high correlations with the engine parameters
such as BPR, diameter of the fan and length of the nacelle, which was expected
as high frequency noise is mostly generated by the engine. No correlations were
observed for tonality during takeoff.



(a) Landing.

(b) Takeoff.

Figure 6.9: Sharpness for landing and takeoff flyovers.

Landing, loudness and roughness presented correlations with the same param
eters as takeoff. However, loudness for landing also showed a high dependence on
the landing gear configuration. Roughness presented high correlations with many
parameters in common with takeoff. Sharpness did not present any correlations
and the same was observed for tonality, which was not expected due to the tonal
components generated by the fan.

The aircraft characteristics showing the highest correlations with the experimen
tal SQM values were combined in linear equations, and the coefficients were found
using a multiple linear regression. These equations consider the average values
of the SQM for each aircraft type, and no operational conditions were taken into
consideration. Table 6.2 shows the correlation coefficients squared (𝑅2) and corre
sponding 𝑝values obtained for the correlations of the obtained linear expressions
with experimental data, for each SQM both for landing and takeoff. The aircraft
parameters used in the linear expressions are also presented. At this point, the
coefficients are not presented because these expressions will be further improved.

The comparisons between the experimental average values and predictions for
landing are shown in Figures 6.12 and 6.13 The black line indicates a correlation
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Figure 6.10: Spectogram and spectrum at the overhead time for a takeoff measurement of an A320.
𝑁5 = 76 sone, 𝑆5 = 1.18 acum, 𝐾5 = 0.32 t.u., 𝑅5 = 0.10 asper.

𝑅2 = 1, i.e., when the value of the predictions is the same as the experimental.
The five plots show a good agreement between the average experimental values
of the SQM and predictions using the empirical expressions.

6.4. Accounting for the variability of the SQM
within aircraft type

The empirical expressions found for the SQM present a high correlation with the
average of the experimental values for each aircraft, as seen in Table 6.2. However,
as shown in Figures 6.6 to 6.9, the SQM vary within the same aircraft type, due
to the operating conditions. The empirical expressions obtained in the previous
section were applied to the entire data set of flyover measurements, and it was
found that the values of 𝑅2 decreased drastically, because without considering the
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Figure 6.11: Spectrogram and spectrum at the overhead time for a landing measurement of an A320.
𝑁5 = 115.8 sone, 𝑆5 = 2.20 acum, 𝐾5 = 0.27 t.u., 𝑅5 = 0.09 asper.

operating conditions of the aircraft, equal values of SQM were found for the same
aircraft type. For instance, the 𝑅2 value of loudness decreased from 0.95 to 0.63
for takeoff and from 0.93 to 0.67 for landing. For roughness, 𝑅2 decreased from
0.94 to 0.42 for takeoff, and from 0.90 to 0.30 for landing. This demonstrates the
importance of the operating conditions in aircraft annoyance.

New coefficients of the empirical expressions were found considering the en
tire data set of measurements and including the aircraft operating conditions. To
the characteristics of the aircraft providing the best fit for each SQM, described in
Table 6.2, were added variables for the aircraft velocity, altitude, and the blade
passage frequency and rotational speed of the fan. A small number of random
measurements were removed from the data set used to find the coefficients of the
empirical expressions of the SQM in order to use them to test the final expressions.

Some of the aircraft characteristics initially included in Table 6.2 did not con
tribute to an improved correlation with the experimental data once the operational



Table 6.2: Correlations of the empirical expressions considering the average of the SQM with experi
mental data.

SQM
Takeoff Landing

𝑅2 𝑝value Characteristics of the aircraft 𝑅2 𝑝value Characteristics of the aircraft

Loudness 0.95 2.62e8

wing span, length,

0.93 4.22e8

wing span, length,

cabin width, height, cabin width, MLW,

MTOW, fan diameter, BPR, nacelle length, diameter

TOthrust. of nose and main gear tires.

Roughness 0.94 5.95e8

wing span, length,

0.90 2.63e7

wing span, length, cabin width

cabin width, fan diameter, height, fan diameter, nacelle

maximum takeoff thrust. length, number of wheels and

diameter of nose and main gear.

Sharpness
0.87 3.07e6

wing span, length,

No correlations found.cabin width, fan diameter,

nacelle length, takeoff thrust.

Tonality No correlations found. No correlations found.

(a) Loudness. (b) Roughness.

Figure 6.12: Comparison of experimental data (𝑥axis) with the results of the empirical expressions
(𝑦axis) for landing. The black line corresponds to a correlation of 𝑅2 = 1, i.e. when the experimental
values are equal to the predicted.

conditions were included and therefore were discarded. As expected, the operating
conditions with more influence on the results were the altitude of the aircraft and
the rotational speed of the fan. Table 6.3 shows the coefficients of the empirical
expressions found for the loudness, roughness and sharpness for takeoff aircraft.



(a) Loudness. (b) Roughness.

(c) Sharpness.

Figure 6.13: Comparison of experimental data (𝑥axis) with the results of the empirical expressions
(𝑦axis) for takeoff. The black line corresponds to a correlation of 𝑅2 = 1, i.e. when the experimental
values are equal to the predicted.

All variables considered in the expressions are in SI units. The correlations of the
empirical expressions with the experimental data are shown in Figure 6.14. A good
correlation was obtained for loudness, but sharpness and roughness show weaker
results.

The same analysis is now presented for the landing flyovers. Despite the good
correlation found for roughness with the average values of the experimental data,
shown in Table 6.2, no empirical expression was able to capture the roughness
variation within the same aircraft type. Also no empirical expression was found
for sharpness. Despite the lack of significant correlations for tonality in Table 6.2,
this changed with the introduction of the operating conditions. The fan is the most
relevant source of tonal noise, therefore this result was expected. In addition, the
sound pressure level of the harmonics depends on the atmospheric propagation
effects and therefore on the altitude. The empirical expression for loudness contin
ues to show a strong correlation with the experimental data when considering the
entire data set, similarly to what was observed for takeoff.

Table 6.4 shows the coefficients of the empirical expressions found for loudness



Table 6.3: Coefficients of the empirical expressions found for the SQM for takeoff.

SQM Altitude 𝑁1 Wing span Height Length 𝐷fan Nacelle length Max. TO thrust

𝑁5 1.40e1 6.14e1 — 5.54 2.17 2.67e+1 — 1.29e1

𝑅5 1.00e4 — — 3.80e3 — — — 8.00e3

𝑆5 9.00e4 2.40e3 2.32e2 — 3.00e3 7.37e1 1.29e1 9.3e3

(a) Loudness. (b) Sharpness.

(c) Roughness.

Figure 6.14: Comparison of experimental data (𝑥axis) with the results of the empirical expressions
(𝑦axis) for takeoff. The red circles are the experimental data used to find the coefficients of the
empirical expression, whereas the green points correspond to random measurements put aside to test
the empirical expressions.

and tonality for landing aircraft. The two expressions do not have parameters in
common, loudness depends only on the aircraft dimensions and tonality has a close
relation with the operating conditions of the fan, engine parameters and the landing
gear configuration (number of wheels multiplied by their diameter 𝜙).

The comparison of the experimental data points with the results obtained using
the empirical expressions for landing is shown in Figure 6.15. The measurements
that were randomly left out the data set used for finding the coefficients of the



Table 6.4: Coefficients of the empirical expressions found for the SQM for landing.

𝑁5
Wing span Length Cabin width Height Nacelle length 𝐷𝑤 MLG

7.76 6.69e1 4.82e+1 1.00e+1 1.05e+1 2.94e+1

𝐾5
𝑁1 BPF No fan blades BPR 𝜙 fan No wheels NLG × 𝐷𝑤 No wheels MLG × 𝐷𝑤

3.00e3 1.00e+4 3.40e3 3.60e2 2.44e1 8.00e3 2.20e2

empirical expressions show a reasonable agreement with the experimental results
(green points).

(a) Loudness. (b) Tonality.

Figure 6.15: Comparison of experimental data (𝑥axis) with the results of the empirical expressions
(𝑦axis) for landing. The red circles are the experimental data used to find the coefficients of the
empirical expression, whereas the green points correspond to random measurements put aside to test
the empirical expressions.

6.5. Comparison of EPNL with PAmod
The SQM are combined to calculate the values of PAmod for each flyover measure
ment. Figure 6.16 shows the PAmod values for each aircraft type for landing and
takeoff. The values of EPNL are also included, in Figure 6.17.

For the landing aircraft, the EPNL metric classifies the B777series as the most
annoying aircraft. However, according to PAmod, the AVRORJ85 is perceived as
more annoying than the B777. Both metrics present the lowest value for the F70,
closely followed by the CRJ900 and the ERJ900. The two metrics show a good
agreement for landing aircraft as both identify the A330200 and the B777300 as
the noisiest aircraft and the CRJ700 as the least annoying.

Figures 6.18 and 6.19 display the values of EPNL and PAmod normalized by the
maximum value, i.e. the maximum value found for all flyovers. For the purpose
of a fair comparison, the EPNL values shown are in a linear scale (in sone) [43],
calculated using

𝑁est = 2
EPNL−40

10 . (6.1)



(a) Landing.

(b) Takeoff.

Figure 6.16: Values of PAmod for landing and takeoff flyovers.

The takeoff measurements show a very high correlation between the two met
rics, in contrast to the landing measurements, which show substantial different re
sults for the two metrics for some of the aircraft, e.g., the B777series and the A319.
The EPNL metrics takes into account the loudness of a sound and the presence of
tones, whereas PAmod also includes other sound characteristics, i.e., roughness,
sharpness and fluctuation strength. One of the advantages of PAmod is the inde
pendent calculation of the sound characteristics that contribute to the final value
of annoyance and therefore it is easy to understand which SQM has the greatest
influence.

To better understand the influence of each SQM on PAmod, they were varied
within the range of values found for the flyovers. The other SQM are kept constant,
with the average value determined for the dataset. Figure 6.20 shows how PAmod
varies with the values of SQM determined for the landing and takeoff flyovers. The
SQM values are normalized by their maximum value so they can all be shown in the
same plot.

The fluctuation strength is not represented in these plots because its contribu
tion is not associated with aircraft noise, but with background noise. In addition,
Figure 6.20b does not show the variation with sharpness, because its value is lower
than 1.75 for all the takeoff measurements and therefore its contribution to PAmod
is zero (see Section 2.5.3).



(a) Landing.

(b) Takeoff.

Figure 6.17: Values of EPNL for landing and takeoff flyovers.

Figure 6.18: Values of EPNL and PAmod for landing flyovers, normalized by the maximum value.

In Figure 6.20b only loudness has a significant impact on PAmod. This explains
the high correlation between PAmod and EPNL for takeoff, since the latter depends
mostly on this sound quality metric. However, for landing, Figure 6.20a shows that



Figure 6.19: Values of EPNL and PAmod for takeoff flyovers, normalized by the maximum value.

(a) Landing. (b) Takeoff.

Figure 6.20: Influence of the sound quality metrics on the values of PAmod within the range determined
for the flyover measurements.

both loudness and sharpness have a great influence on PAmod. The EPNL does not
account for the effect of sharpness on annoyance, which explains the differences
between the two metrics observed in Figure 6.18.

6.6. Discussion
This work analyzed the sound quality metrics and total annoyance of a large number
of landing and takeoff flyovers. It was observed that the sound quality metrics
and the two metrics used to assess annoyance present relevant variability within
the same aircraft type. This variation was associated to differences in the aircraft
operating conditions.

The selected measurement location was at a distance of approximately 670m



from the runway, representative of urban areas around airports highly affected by
aircraft noise. Due to the high rate of climb of takeoff trajectories compared with
the glide slope during landing, for the same point on the ground, aircraft fly at very
different altitudes for the two flight phases. This results in a strong attenuation of
high frequency noise for takeoff and consequently very low values of sharpness.
Aircraft noise is expected to present higher values of sharpness for takeoff than for
landing, however, the flyovers analyzed highlighted the importance of considering
atmospheric propagation when assessing the noise impact on ground. Also the
values of roughness were expected to be higher for takeoff due to the buzzsaw
noise tones, but that was not verified. The noise spectrum showed that the BSN
tones were not very prominent and therefore the values of roughness were similar
for the landing and takeoff flyovers. The average values of tonality were also
very similar for landing and takeoff flyovers, despite the masking effect of the fan
harmonics by jet noise. Modern engines present high values of BPR, which results
in a reduction of jet noise and consequently less masking of the fan harmonics.

Correlations between the average values of SQM for each aircraft type and
their design and engine characteristics were investigated, resulting in empirical ex
pressions. For landing those expressions could be determined for loudness and
roughness, and for takeoff were obtained expressions for loudness, roughness
and sharpness. The empirical expressions showed a very high correlation with the
experimental values. However, they failed capturing the variability associated to
the aircraft operating conditions and new empirical expressions were obtained con
sidering the velocity and altitude of the aircraft, and the rotational speed of the
fan.

The available operating conditions were very limited, and therefore the empirical
expressions resultant from this work need to be further investigated. However, this
work indicates that the sound quality metrics can be associated to characteristics
of the aircraft and considered in the design phase of lownoise concepts, in multi
disciplinary optimization procedures, similarly to current approaches that use the
SEL or EPNL to estimate the noise impact.

The PAmod is considered a good alternative to the EPNL due to the high correla
tion with subjective ratings of aircraft noise. In addition, the sound quality metrics
provide a better description of the noise characteristics than EPNL. Nevertheless,
the two noise metrics present a high correlation for the takeoff measurements due
to the importance of loudness during this flight phase. For landing, however, the
correlation is weaker, due to the relevant contribution of sharpness to the value of
PAmod.





7
Engine and airframe noise
during landing and takeoff

The total noise emitted by an aircraft is composed of different noise generating
mechanisms, which need to be determined individually. Physics based methods re
quire detailed input data and are computationally expensive. In the design process,
such detailed input is not always available. In addition, time consuming simulations
are not suitable to multidisciplinary optimization. For these reasons, empirical mod
els are widely used to predict aircraft noise as introduced in Chapter 2. Also these
models need input variables which are not always readily available. Therefore, this
chapter studies the influence of the different input variables on the total noise pre
dictions. The total noise spectrum resulting from the empirical models is compared
with flyover measurements at the overhead time for three different aircraft models
equipped with distinct engines.

Parts of this chapter are based on a paper currently under review [160].
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7.1. Sensitivity Analysis
The parametric semiempirical models described in Section 2.1 are of simple im
plementation, but although they do not require the complete aircraft model, such
as highfidelity methods do, these models still require detailed engine and airframe
data as input. Most of the airframe noise input data, e.g. the wing area and span,
is relatively easy to obtain. Other parameters, such as the diameter of the wheels
and the length of the struts of the landing gear are not so readily available for all air
craft types but can be determined from scaled drawings and photos with sufficient
accuracy.

On the contrary, the input data required for the engine noise predictions needs
to be calculated for the aircraft operating conditions. In this work, the temperature,
mass flow rate and pressure across the turbofan stages and jet velocities are deter
mined using the Gas Turbine Simulation Program (GSP), which requires a complete
modeling of the turbofan stages. This input is hardly available, which makes the
comparison of flyover measurements with predictions for different aircraft types a
timeconsuming process.

This section investigates the sensitivity of the jet, fan, combustion and airframe
noise to small variations of the input data. This allows us to assess which input in
fluences predictions the most, and which parameters can be approximated without
interfering with the final results. For example, for landing aircraft, flyovers mea
sured at the same location present small changes of the flight velocity and rotational
speed of the fan 𝑁1. Such variations in the operating conditions influence the en
gine data input, which might not be available for those specific flight settings. It
is important to know beforehand how small differences in the operating conditions
influence the predictions.

The sensitivity analysis of the semiempirical models used in this work considers
fan, jet, combustion and airframe noise separately. Takeoff conditions are used to
study the influence of the input data on engine noise, because this type of noise is
dominant during this flight phase. The sensitivity analysis of airframe noise is made
for approach conditions, when the high lift devices and landing gear are deployed.
The different components of airframe noise (main and nose landing gear, flaps,
slats, horizontal and vertical stabilizers) are not analyzed separately because they
are all calculated with Fink’s method.

This analysis is based on the A320 aircraft equipped with CFM56 engines. For the
approach condition the aircraft flies roughly at an altitude of 50m and at a velocity
of 65m/s. The rotational speed of the fan was set to 𝑁1 =64%. For departure, the
A320 is at an altitude of 400m flying at 70m/s with 𝑁1 =84%. These values were
based on experimental data recorded at Amsterdam Airport Schiphol, as described
in Section 6.1. The noise predictions were calculated for a polar angle of 90° and
an azimuthal angle of 0°, i.e., a position below the aircraft with no sideline angle.

7.1.1. Takeoff
Jet Noise
The first noise component analyzed is jet noise, which requires the input data of
Table 2.2. The Mach number was the first parameter modified and was varied



20% in relation to the original value. Figure 7.1 shows a variation of jet noise with
this parameter of approximately 1.5 dB over the entire frequency range. Despite
the small Mach variation, jet noise changes significantly. The plot of Figure 7.1
shows the importance of an accurate calculation of the aircraft velocity for jet noise
prediction and indicates that its variation for the same aircraft type should be taken
into consideration.

Figure 7.1: Variation of jet noise with the aircraft Mach number.

Three of the input variables of Table 2.2 are geometrical parameters: the inner
and outer jet area and the length between the inner/outer jet exhaust plane. The jet
areas were varied 20% in relation to the original values. These differences resulted
in a maximum offset of 0.5 dB compared with the baseline prediction. This offset
is not constant over the frequency range, as can be observed in Figure 7.2. The
variation of length between the inner/outer jet exhaust plane is not a parameter
easily found in the literature. However, it was found that its value did not influence
the results even when doubled or reduced by half relative to the baseline value.

Figure 7.2: Variation of jet noise with the inner and outer jet area.

The mass flow and temperature across the fan and the jet velocity were varied



in a different manner than the geometrical parameters. The variables are selected
from the engine performance deck according to slightly different operating condi
tions of the aircraft observed in the experimental data. The operating conditions
considered for assessing the variations of the input parameters are shown in Ta
ble 7.1.

Table 7.1: Variation of the operating conditions used in the sensitivity study of the inner and outer jet
temperature, mass flow rate and velocity.

Mach 𝐻 [𝑚] 𝑁1 [%]

Baseline 0.20 400 84

Other operating conditions
0.15 350 79

0.30 600 94

The following observations can be drawn based on the three operating condi
tions of Table 7.1:

• For the values of the Mach number considered, the variation of the inner and
outer jet mass flow rate was not significant enough to change jet noise.

• The values of the inner and outer jet mass flow rate at different aircraft altitude
and fan rotational speed 𝑁1 did not change jet noise.

• The variation of the inner and outer jet total temperature with the operating
conditions of Table 7.1 was not translated in a variation of jet noise.

• The variation of the inner and outer jet velocity with the Mach number and 𝑁1
resulted in different values of jet noise, as shown in Figure 7.3 and Figure 7.4,
particularly for the latter.

• No changes were observed for the aircraft altitude variation.

This analysis shows that 𝑁1 influences jet noise the most due to the change
of the inner and outer jet velocities. When comparing flyover measurements with
predictions, a small variation of the aircraft velocity of around 20% and altitude of
a few hundred meters does not justify a new simulation as jet noise is not expected
to significantly change.

Fan Noise
The sensitivity study of the fan noise was performed in a similar manner as jet
noise. The Mach number was changed within 20% with no variation of fan noise.
The fan diameter was also varied 20%. This is an important parameter, because
it is used to determined the rotor tip Mach and the cutoff correction. However,
it was found that a variation of 20% of the rotor diameter does not alter the fan
noise values. Also the number of blades was changed from the original value of 36



Figure 7.3: Variation of jet noise due to a different aircraft velocity, resulting in a variation of the inner
and outer jet velocity.

Figure 7.4: Variation of jet noise due to a different rotational speed of the fan, resulting in a variation
of the inner and outer jet velocity.

to 30 and 40 without resulting in any change in the fan noise prediction, because
the frequency is discretized in 1/3octave bands and the fan BPF and harmonics
remain within the same band. The number of fan rotor blades is however readily
available, unlike the number of vanes, which can significantly affect fan noise when
underestimated, as shown in Figure 7.5.

Another geometrical input, which similarly to the number of vanes, is difficult
to find in the literature, is the rotorstator spacing, RSS. This parameter has some
influence on fan noise, as can be observed in Figure 7.6. A low value of RSS, equal
to 100%, i.e. the space between the rotor and the stator is equal to the chord of
the fan blades, shows a deviation of approximately 4 dB over the entire frequency
range relative to the baseline value (RSS= 300%). However, for values of RSS
closer to the baseline, the difference is almost negligible.

The next parameter evaluated is the BPF, which is expected to significantly in
fluence fan noise [161]. The BPF value was varied 100Hz and 200Hz because this



Figure 7.5: Variation of fan noise with the number of vanes, 𝑁𝑉.

Figure 7.6: Variation of fan noise with the distance rotorstator, RSS.

parameter can be determined from the spectrograms of experimental data with
a reasonable level of accuracy, and a larger difference from the real value could
hardly be estimated. The variation of fan noise with the considered values of BPF
is shown in Figure 7.7. The SPL curves differ from the baseline even for this limited
range of frequencies, which demonstrates the importance of this parameter.

In addition to the parameters mentioned above, the fan rotor tip Mach number
at the design point, 𝑀DP, was varied 20% relatively to the baseline value of 1.43,
resulting in a constant offset of approximately 1 dB over the 1/3octave bands.

The last two parameters of Table 2.1 are the temperature rise and the mass flow
rate across the fan, required to calculate 𝐿𝑏 (see Equation (2.3)). Their variation
is based on the operating conditions of Table 7.1. It was found that the variation
of the aircraft velocity and the consequent change in values of total temperature
rise and mass flow rate did not significantly alter 𝐿𝑏 and therefore the fan noise
values. The same was observed for the variation of the aircraft altitude. However,
a significant offset relative to the baseline was observed when considering different
values of 𝑁1 (see Figure 7.8).



Figure 7.7: Variation of fan noise with the Blade Passage Frequency.

Figure 7.8: Variation of fan noise due to different values of rotational speed of the fan ( 𝑁1) resulting in
a variation of 𝐿𝑐 (a parameter in Heidmann’s model dependent on the mass flow rate and temperature
across the fan).

Based on this analysis, it can be concluded that the BPF and consequently the
operating rotational speed of the fan, have the greatest influence on fan noise.
Most geometric parameters can be approximated, with exception of the rotor stator
spacing (RSS), which should be careful considered. Small variations of the aircraft
velocity and altitude for the same 𝑁1 do not require new predictions.

Combustion Noise
Combustion noise depends on the engine performance and the parameters of Ta
ble 2.3 were changed according to the variation of the aircraft operating conditions
of Table 7.1.

The total pressure and the total temperature at the inlet of the combustor, 𝑝3 and
𝑇3, respectively, showed only slight variations for the different operating conditions
and therefore did not influence combustion noise.

Changes of the mass flow rate at the inlet of the combustor (�̇�3), considering the
variation of the operating conditions of Table 7.1, resulted in a change of combustion



noise of less than 1 dB.
The total temperature at the exit of the combustor (𝑇4), and the total temper

ature at the exit of the turbine (𝑇8), do not change with the operating conditions
because they should be at the design point of the engine. However, these param
eters are not easily available and literature recommends to estimate the value at
maximum takeoff conditions. The component [(𝑇4 − 𝑇8)𝑑/𝑇0]

4 of Equation (2.12),
also denominated as 𝑇ref in this work, has a great influence on combustion noise.
Figure 7.9 shows that a 10% variation of this term results in an offset of approxi
mately 2 dB over the 1/3octave bands. If 𝑇ref is calculated for the takeoff condition
of the baseline case, and not for the maximum takeoff condition of the engine deck,
the offset increases to almost 4 dB.

Figure 7.9: Variation of combustion noise considering different values of 𝑇ref.

7.1.2. Approach
The baseline case considered for the sensitivity analysis of airframe noise is an
approach flight condition with the aircraft at an altitude of 50m, 𝑀 = 0.19 and
𝑁1 = 64%. The landing gear is deployed, as well as the slats, and the flaps are set
at a deflection angle of 30°.

Airframe noise presents a large variation with the aircraft velocity, as shown
in Figure 7.10. A increase of 20% in the Mach number resulted a in difference
of almost 4 dB constant over the frequency range, and a decrease of 20% led to
values of airframe noise 6 dB inferior to the baseline case.

Flap noise is considered an important component of airframe noise during ap
proach. It was observed that a change of the flap deflection angle from the initial
value of 30° to 15° resulted in a maximum variation of 2 dB compared with the
baseline case. Therefore, a small difference of the flap deflection is not expected
to change significantly airframe noise predictions. This is important for the compar
ison with flyover measurements because the deflection angle is not available and
needs to be approximated for typical approach conditions. A 20% variation of the
flap area or span did not significantly affect airframe noise, and the difference rel
ative to the baseline case was only noticeable at high frequencies, where fan noise



Figure 7.10: Variation of airframe noise with the aircraft velocity.

becomes more importance than airframe noise. The number of flap slots, however,
has a significant influence on airframe noise (see Figure 7.11).

Figure 7.11: Variation of airframe noise with the number of flap slots.

A variation of 20% of the wing area and span did not result in a change of
airframe noise. The same was observed for a 20% variation of the horizontal and
vertical tail area and span.

The landing gear noise is calculated using the length of the struts and the wheel
diameter. The number of boogies and wheels can be easily determined using pic
tures of the aircraft, as well as the length of the struts and wheels diameter. A
variation of 20% in the length of the strut of the main and nose landing gear did
not change the airframe noise spectrum. The diameter of the wheels of the main
landing gear was the parameter that most influenced airframe noise, even though
the difference relative to the baseline was less than 1 dB for the entire frequency
range. A variation of 20% of the wheels diameter of the nose landing gear did not
result in a change of airframe noise.



7.1.3. Summary
This analysis revealed which parameters have more influence on noise predictions
based on the semiempirical models used in this work. It was shown that slight
changes in the aircraft operating conditions did not significantly change all the en
gine input data required for the predictions and some geometrical parameters can
be approximated without affecting the noise spectrum. This is particularly rele
vant in the comparison of these models with flyover measurements, in which some
parameters need to be approximated.

Jet noise (as determined by Stone’s model) depends mostly on the aircraft ve
locity and rotational speed of the fan. Parameters dependent on the operating
conditions were found to have no influence in jet noise for the three takeoff con
ditions of Table 7.1, with exception of the inner and outer jet velocity. Geometrical
parameters were found to have a small influence on jet noise when deviating 20%
from the real value (maximum offset of 0.5 dB).

Fan noise (calculated with Heidmann’s model) is affected by geometrical pa
rameters, namely the number of blades, vanes and the distance rotorstator. The
rotational speed of the fan directly affects fan noise, as expected, because if deter
mines the frequencies of the harmonics. However, this parameter can be accurately
estimated from the flyover measurements. The rotational speed of the fan also af
fects the mass flow rate and temperature across the fan, which influence the values
of fan noise.

Combustion noise did not present changes for the operating conditions of Ta
ble 7.1. However, a wrong estimate of the parameter 𝑇ref (which depends on the
temperature difference between the exit of the combustor and the turbine) affects
combustion noise. This parameter should be determined at the design point of
the engine, but when these conditions are not available, can be calculated for the
maximum takeoff condition.

Airframe noise showed variations with the aircraft velocity and the number of
flap slots. Other geometrical parameters only have an impact on airframe noise
when using gross approximations (deviating more than 20% from the correct di
mensions).

7.2. Comparison of semiempirical noise models
with flyover data

This section compares measurements of aircraft noise during landing and approach
with the semiempirical models described in Section 2.1. The flyover measurements
were recorded at Amsterdam Airport Schiphol using an acoustic array. The mea
suring system and the location of the measurements are described in Section 6.1.

The aircraft Airbus A319, A320, A330200 and Boeing B777300 were selected
for this comparison due to the availability of the input data required for the engine
noise predictions. The comparison is made for a polar angle of 90° and azimuthal
angle of 0°, which corresponds to the overhead time of the aircraft relative to the
acoustic array. This is the instant at which the aircraft is closer to the array and its
relative position can be determined with highest accuracy.



Figure 7.12 shows the variation of the OSPL measured for the flyovers of the
same aircraft type. These values are determined at the source location, i.e., the
values measured at the array were propagated back to the aircraft location consid
ering spherical spreading and atmospheric absorption. The A330 is not shown for
approach because no measurements were available.

(a) Landing. (b) Departure.

Figure 7.12: Variation of the OSPL at the aircraft location for each aircraft type.

The variation of the OSPL is clearly higher for departure than for landing, as ex
pected, because landing aircraft must follow the Instrument Landing system, which
results in very regular trajectories. Therefore, all landing aircraft were centered
at the acoustic array whereas some departure flyovers were very misaligned. The
values of OSPL were obtained using a time interval of 0.1 s and averaged over the
8 microphones at the center of the array (see Figure 6.1b).

The noise spectrums of different flyover measurements of the A320 are shown in
Figure 7.13, both for approach and departure. These plots show the corresponding
aircraft velocity and the rotating speed of the fan of each flyover. For landing,
the noise spectra of the different flyovers do not show significant variation. The
noise spectra for departure flyovers however, present more variability and significant
differences at high frequencies. It was observed that the takeoff flyovers centered
on the array (green, light blue and pink spectra of Figure 7.13b) presented higher
frequency content than when misaligned (red and blue spectra).

Also the noise spectra for landing A319 flyovers showed less variability than for
takeoff, as shown in Figure 7.14. The same trend was observed for the B777 (see
Figure 7.15).

The takeoff noise spectra of the A320 and the A319 indicate that lowfrequency
noise presents higher sound pressure levels than highfrequency noise, i.e. jet
and combustion noise are dominant. Such difference is not so evident for the
B777. However, considering that the three aircraft types are equipped with modern
turbofan engine with high values of BPR, jet noise is not expected to play a dominant
role during takeoff.

The noise spectra for landing aircraft show similar values of sound pressure
levels for high and low frequencies, but

slightly higher for values above 3000Hz. The low sound pressure level values



(a) Landing.

(b) Departure.

Figure 7.13: Measured noise spectrum (in 1/3octave bands) of A320 flyovers.

between 1600Hz to 3150Hz observed for the A319 and A320 seem to indicate
the presence of lining treatment of the engine ducts because the CFM56 typically
presents a BPF value in this frequency range.

The A319 and the A320 are equipped with the same engine, and except for
the fuselage length, have similar airframe dimensions. Figure 7.16 shows the noise
spectra obtained for different A320 (in grey) and A319 flyovers (in red) during
landing and takeoff. The A319 and A320 spectrums are similar and the small
differences cannot be attributed to differences in the aircraft design because the
same range of variability is observed for flyovers of the same aircraft type. These
results were expected considering the sensitivity analysis of the previous section,
which showed the low sensitivity of airframe noise to slight variations of the fuselage
dimensions.

The following subsections compare the experimental and predicted noise spec
tra of the A320, A330 and B777 aircraft. The semiempirical predictions use the
average values of altitude, 𝑁1 and aircraft velocity measured for the landing and
takeoff flyovers of each aircraft type. These predictions combined the different
noise components at the source position, assuming a unit sphere with a radius of
1m.



(a) Landing.

(b) Departure.

Figure 7.14: Measured noise spectrum (in 1/3octave bands) of A319 flyovers.

7.2.1. Airbus A320
The polar plots of Figure 7.17 show the OSPL values of the different noise compo
nents, predicted for the A320 during landing and takeoff (considering an azimuthal
angle of 0°).

The polar OSPL plot for landing A320 (Figure 7.17a) shows a negligible contribu
tion of the jet to the total noise. Fan and combustion noise are dominant for polar
angles higher than 60° and airframe noise is predominant for polar angles inferior
to 60°.

For departure, according to Figure 7.17b, fan and combustion noise are domi
nant for most observer polar positions, but jet noise has an important contribution
to the total noise. In addition, airframe noise is negligible compared to other noise
sources. The relative importance of the different noise components predicted by
the semiempirical methods are in line with what is theoretically expected  pre
dominance of engine noise for takeoff and a more balanced contribution of engine
and airframe noise for landing.

Figure 7.18 and Figure 7.19 compare the predicted spectrum of the A320 with
results obtained from different measurements, considering a receiver at 𝜃=90° and
𝜙=0°, i.e., in agreement with the position of the acoustic array. For this position,
the predicted OSPL for landing and takeoff was 130.6 dB and 136.4 dB, respectively.
The average experimental value determined for landing was 135.5 dB, whereas for
takeoff the OSPL value increased to 144dB.



(a) Landing.

(b) Departure.

Figure 7.15: Measured noise spectrum (in 1/3octave bands) of B777 flyovers.

(a) Landing. (b) Departure.

Figure 7.16: Noise spectrum (in 1/3octave bands) of A320 (in grey) and A319 (in red) aircraft of
different flyover measurements.

The landing prediction shows lower values of SPL than those measured for the
entire frequency range except for frequencies between 2000−3150Hz. The low
frequencies up to 2000Hz have a deviation of approximately 5 dB. The same SPL
difference is found for frequencies higher than 3150 dB, in a spectral region asso
ciated with fan noise.

The comparison between the experimental noise spectrum of the A320 with
predictions for takeoff, shsim claown in Figure 7.19 shows a good agreement for the



(a) Landing.

(b) Departure.

Figure 7.17: Values of OSPL predicted for the A320 over different polar angles and azimuth angle 𝜙 = 0∘.

high frequency range, where fan noise is dominant. The liners were approximated
using typical values found in the literature [64], which according to Figure 7.18 and
Figure 7.19, led to an overestimation of the fan noise suppression. For the low
frequency range, the total noise predicted is approximately 10 dB lower than the
experimental.

One suggestion for this discrepancy of SPL between the experimental and pre
dicted noise spectrum at low frequencies is that it can be associated with jet
installation noise. Recent work used highfidelity methods to investigate this effect
and it was found that high values of lowfrequency noise amplification can occur in
the farfield [162]. This installation effect is more evident for observers perpendicu
lar to the engine, i.e. at 𝜃=90°, as shown in Figure 7.20, resulting in an increase of



Figure 7.18: Comparison of the A320 noise spectrum (in 1/3octave bands) of landing flyover measure
ments with predictions.

Figure 7.19: Comparison of the A320 noise spectrum (in 1/3octave bands) of departure flyover mea
surements with predictions.

OSPL up to 5 dB. The noise spectra of Figure 7.18 and Figure 7.19 were measured
at the acoustic array location and propagated back to the source, and this far field
installation effect might therefore be present at the source position.

7.2.2. Boeing B777
The polar plots of the predicted OSPL obtained for the B777, shown in Figure 7.21,
present some differences compared to the A320 polar plot, in particular the predom
inant role of airframe noise during landing. The comparison between the predicted
and the measured noise spectrum is illustrated in Figure 7.22 and Figure 7.23 for
approach and departure, respectively.

The average experimental OSPL value determined for approach was 142 dB,
approximately 4 dB higher than the predicted value of 138 dB. A similar discrepancy
was also observed for the A320. The experimental noise spectrum shows a good
agreement with the prediction for the low frequency range up to 1600Hz , but the
high frequencies are underestimated, clearly due to low predicted values of fan



Figure 7.20: Polar directivity of the isolated and installed jet for a distance equal to four times the nozzle
exit diameter [162].

noise.
The average experimental OSPL of the B777 determined for takeoff was 148 dB.

This value is higher than the predicted value of 142.5 dB, similarly to what was
observed for the A320. The agreement between the experimental and measured
noise spectrum is reasonable for high frequencies. There is evidence of jet noise
installation effects at the low frequencies, but the offset is smaller than for the
A320. However, for the A320, jet noise assumes almost the same importance as
fan and combustion noise, which is not the case for the B777, which has a higher
contribution of fan and combustion than jet noise.

7.2.3. Airbus A330
The A330 is the last case analyzed. The OSPL polar plot for the approach condition
is shown in Figure 7.24. This plot shows more similarities with the A320 than with
the B777, due to the predominance of airframe noise for polar angles lower than
90° whereas for the B777 this type of noise is dominant at any polar position.

The predicted OSPL value was 144.4 dB, while the measured value was 152.9 dB.
Figure 7.25 shows the measured and predicted noise spectrum of the A330 for take
off. The difference between the predicted and measured OSPL is in line with the
values also observed for the A320 and B777.

The predicted noise spectrum for takeoff shows a good agreement with the
measurements for high frequencies. The low frequency range presents a significant
offset, similarly to what was observed for the A320 and B777.

7.2.4. Summary
The three aircraft analyzed consistently showed similar deviations between predic
tions and semiempirical methods at a polar angle of 90° and azimuthal angle of
0°, as summarized in Table 7.2. According to the sensitivity analysis of Section 7.1,



(a) Landing.

(b) Departure.

Figure 7.21: Values of OSPL predicted for the B777 over different polar angles and azimuth angle 𝜙 = 0∘.

these deviations are not related with approximations of the aircraft operating con
ditions, as small differences in the aircraft altitude, velocity and rotational speed of
the fan are not expected to significantly affect the noise spectrum. Also the small
variability observed in the measured noise spectra of the three aircraft (Figures 7.13
to 7.15) indicates that the differences between experiments and predictions are not
related with deviations of the operating conditions.

The predicted and measured noise spectra showed a good agreement at low
frequencies for landing. Airframe noise has an important contribution during this
flight phase and jet noise presents very low values and therefore the jet installa
tion effects are not so evident as during takeoff. For high frequencies, however,
the measured and predicted spectra present significant differences during landing



Figure 7.22: Comparison of the B777 noise spectrum (in 1/3octave bands) between measurements
with predictions for approach.

Figure 7.23: Comparison of the B777 noise spectrum (in 1/3octave bands) between measurements
with predictions for departure.

for the three aircraft analyzed. The frequency range between 1600−3150Hz is
overpredicted due to approximations of the liner dimensions and the higher 1/3
octaves bands are underpredicted, indicating that the higher harmonics of the fan
are underestimated.

For departure, however, it was found a good match between predictions and
measurements at the high frequency range. This indicates that only the first har
monics of the BPF are correctly predicted by the semiempirical model. The BPF has
a higher value for takeoff and therefore the first harmonics are located at higher
frequencies. For landing, the BPF is lower and consequently the harmonics located
at high frequencies are higher than the 4𝑡ℎ harmonic.

The case of the B777 supports that the higher harmonics are being underpre
dicted by the model. The predicted noise spectrum for this aircraft presented
the lowest agreement with the measurements. The B777 is equipped with two
GE90115B engines, which have 22 fan blades and a maximum rotational speed
of 2602RPM. At full power the BPF is therefore approximately 950Hz. At take



Figure 7.24: Values of OSPL predicted for the A330 over different polar angles and azimuth angle 𝜙 = 0∘
during approach.

Figure 7.25: Comparison of the A330 noise spectrum (in 1/3octave bands) between measurements
with predictions for departure.

off, considering 𝑁1 = 90%, the 5𝑡ℎ harmonic is located at the center frequency of
4000Hz. It is visible that the prediction for this aircraft at takeoff does not match
the experimental results so well as the A320 and A330, which have BPF values
around 2850Hz and 1960Hz, respectively. For landing, considering 𝑁1 = 60%, the
BPF of the B777 is 572Hz, and consequently the harmonics up to the 5th are in the
low and mid frequency range.

This analysis showed that the semiempirical methods can provide a good agree
ment with experimental data for takeoff if jet noise installation effects are taken
into consideration. Research on this topic indicates a SPL deviation up to 10 dB in
the far field for low frequencies in relation to an isolated jet [48]. The empirical
models could be adjusted based on the findings of these highfidelity predictions.



Table 7.2: Measured and predicted values of OSPL for the A320, B777 and A330 at a polar angle of 90°
and azimuthal angle of 0°.

Airbus A320 Boeing B777 Airbus A330

Landing Takeoff Landing Takeoff Takeoff

Predicted 130.6 136.4 138.0 142.5 144.4

Measured 135.5 144.0 142.0 148.0 152.9

For landing, the experimental noise spectrum is in agreement with the prediction
only for low frequencies. The results indicate that fan noise is underestimated for
low values of BPF.





8
Summary and Outlook

8.1. Summary
This thesis has analyzed different aspects relevant to future lownoise aircraft. The
shielding of engine noise, particularly of fan noise, by the airframe is a key factor
for future designs. This topic was explored in two of the objectives of this work:

1. Development and validation of a noise shielding prediction tool suit
able to be used for lownoise aircraft concepts, i.e., accurate, flexible
and timeefficient.

2. Explore the potential of a lownoise version of the B747400 aircraft,
with over the wing engines.

An approach based on the Kirchhoff integral method and the Modified Theory of
Physical Optics was considered to have the best tradeoff between accuracy, flex
ibility and computational time relative to other noise shielding computation meth
ods. This tradeoff was presented in Chapter 2, as well as the detailed formulation
of the selected approach. The implementation of this method, which considers a
monopole source shielded by a sharpedged obstacle, was validated with literature
results.

An experimental campaign, analyzed in Chapter 4, studied the noise shielding
of an omnidirectional source and a propeller by a wing and a flat plate with the
same dimensions. The experiments took place in an anechoic vertical wind tunnel
in order to minimize external noise sources and reflections.

The experimental and predicted values of noise shielding were in close agree
ment for the case of an omnidirectional source shielded by a flat plate (maximum
deviation of 3 dB). The beamforming plots confirmed the agreement between pre
dictions and experimental data as similar noise diffraction patterns were observed
at the edges of the obstacle.

A second experiment considered an omnidirectional noise source shielded by a
wing. It was observed that the leading edge significantly affected noise shielding,
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due to the presence of creeping rays. In addition, the noise diffraction patterns
around the wing observed in the beamforming plots, differ from those found for
the flat plate, considering the same relative positions of the obstacle, noise source
and microphone array. Based on these results, the prediction method was extended
to include the effect of the creeping rays.

The next experiment assessed the noise shielding of a propeller by a wing. The
experimental values of noise shielding were significantly reduced compared with
the case of the omnidirectional source. In addition, the values of noise shielding
were higher at the frequencies of the harmonics, indicating that tonal noise is more
efficiently shielded than broadband noise.

Beamforming was used to identify external noise sources originating from the
experimental setup that could interfere with the values of noise shielding. Thus,
frequencies affected by the presence of external noise sources were not used in
this analysis of noise shielding of a propeller.

Propellers are complex noise sources due to the different mechanisms of noise
generation. This research work found that the agreement between experimental
and predicted values of noise shielding at the frequencies of the harmonics improves
when approximating the directivity of the propeller as a dipole  the monopole and
the multisource approximations did not provide realistic values of noise shielding
for a propeller.

The noise shielding tool was applied to the case of an operating aircraft in Chap
ter 3. Landing flyovers measurements of the aircraft Fokker 70 were used for the
comparison between predicted and experimental values of noise shielding. The air
craft geometry, velocity, altitude and attitude were approximated. The measured
noise spectrum at the overhead time was used to simulate the engine, and propa
gation effects were also taken into consideration. The measured curve of Overall
Sound Pressure Level presented variations for the different flyovers, a fact attributed
to external noise sources since the aircraft operating conditions were similar for all
the measurements. As a consequence, not all Fokker 70 flyovers presented noise
shielding and the experimental value estimated was not constant for all the flyovers.
The determined average experimental value of noise shielding was 2 dB, whereas
predictions indicated a value of 4 dB. The predicted value was obtained considering
the curvature of the leading edge and using a realistic aircraft attitude in relation
to the array.

Shielding of engine noise is an essential characteristic for lownoise aircraft con
cepts. Such concepts are not necessarily disruptive compared with conventional
designs, such as the Blended Wing Body. A lownoise alternative of the Boeing
747400, with the engines located over the wings, has been explored in this thesis.
The noise shielding tool was incorporated in an existing computational framework
of DLR, in order to determine optimal engine positions that maximize engine noise
shielding and therefore minimize the noise footprint on the ground. The different
engine locations affect the aerodynamics and flight performance, and therefore any
resulting modifications to the aircraft design were taken into consideration in this
analysis. The leading edge was simulated both as a sharp and a curved edge in
order to assess differences, not only in the final noise impact, but also in the optimal



engine positions.
It was found that the optimal engine positions were different when consider

ing a sharp or a curved leading edge. This result reinforces the importance of the
creeping rays in noise shielding results, also observed in the windtunnel experi
ments. The resultant Sound Exposure Level on the ground for takeoff was also
different for the two leading edge approximations, with higher values for the sharp
leading edge. For approach, the two cases resulted in similar Sound Exposure Level
contours because the engine contribution to the total noise is not as relevant as for
takeoff.

Psychoacoustic annoyance metrics are increasingly seen as an alternative to
traditional metrics in the assessment of aircraft annoyance, as they show a better
agreement with psychoacoustic surveys. A third objective of this thesis investigated
the hypothesis of correlating parameters of the aircraft design with sound quality
metrics (loudness, tonality, sharpness and roughness):

3. Investigate the suitability of psychoacoustics metrics (using flyover
measurements) in the design of new aircraft.

This investigation was based on a large set of flyover measurements of different
aircraft types during landing and takeoff. The acoustic array was located a few
hundred meters from the airport, i.e., in a location representative of communities
highly affected by aircraft noise.

It was observed that the sound quality metrics presented some variation for the
same aircraft type, due to slight differences of the operating conditions. Aircraft
noise was expected to present higher values of sharpness for takeoff than for
landing, but the opposite was observed, due to atmospheric attenuation. The value
of roughness was also expected to be high during takeoff aircraft, due to buzz
saw noise tones, which was contradicted by the experimental data. In addition,
tonality, which is associated with fan noise, presented similar average values for
the same aircraft type during takeoff and landing. Fan noise is expected to be
more prominent during landing, because it is partially masked by jet noise during
takeoff, however, modern turbofan engines present high values of bypass ratio,
which results in a decrease of jet noise and consequently of the masking effect of
the fan harmonics.

The sound quality metrics were found to have strong correlations with many air
craft design parameters. Such correlations were used to find empirical expressions
for the sound quality metrics. Empirical expressions for takeoff aircraft could be
found for loudness, roughness and sharpness. For landing, empirical expressions
were found only for loudness and tonality. The introduction of the operating con
ditions in the empirical expressions, such as the aircraft altitude, velocity and the
rotational speed of the fan increased the agreement between experimental data
and predictions.

This study indicates that the sound quality metrics and consequently psychoa
coustic annoyance metrics can be used in multidisciplinary computational frame
works to estimate the ground noise impact. The empirical expressions correlating



the aircraft design and operating conditions with the sound quality metrics showed
encouraging results, taking into account the limited number of available operating
conditions.

The last objective of this thesis analyzed whether widely used parametric semi
empirical methods are accurate enough to estimate aircraft noise and capture the
noise variability observed in flyover measurements:

4. Comparison of flyovermeasurementswith engine and airframenoise
predictions using parametric semiempirical methods. The limita
tions of such methods are assessed and a sensitivity analysis is per
formed to understand which parameters might be neglected or ap
proximated when not available.

The different engine noise components (fan, jet, combustion) and airframe noise
were analyzed separately. The input required for the airframe noise predictions is
often available as it is mainly related with the aircraft dimensions. The input nec
essary for the engine noise predictions, however, require simulations of the engine
performance for the operating conditions of the aircraft. Such simulations require
detailed engine information, which is not always made available by the manufactur
ers. The sensitivity analysis of engine noise showed which variables have a greater
influence on predictions, and which parameters can be approximated. It was also
found that the variability of the noise spectra experimentally observed for flyovers of
the same aircraft with slightly different operating conditions cannot be reproduced
by the empirical models.

The predicted noise spectra for takeoff aircraft were in agreement with the ex
perimental spectra for high frequencies (from the 1/3octave band of 3150Hz), a
range associated with fan noise. However, the low frequencies of the noise spec
trum up to 2000Hz are underpredicted. This resulted in an Overall Sound Pressure
Level deviation between experimental data and predictions of approximately 7.5 dB
for the Airbus 320, 8.5 dB for the Airbus 330 and 5.5 dB for the Boeing 777. These
values are in line with highfidelity predictions of jet installation noise.

The noise predictions for landing aircraft were also underpredicted for low fre
quencies, but the difference is lower than the value observed for takeoff. This is a
consequence of the reduced contribution of the jet to the total noise. In contrast to
what was observed for takeoff, the high frequencies are underpredicted for land
ing. It was observed that fan noise predictions could only estimate with accuracy
the first five harmonics of the fan, which poses a problem for predictions of engine
noise during landing. This resulted in an Overall Sound Pressure Level deviation
between experiments and predictions of approximately 5 dB for the Airbus 320 and
of 4 dB for the Boeing 777.

8.2. Outlook
The experiments and predictions carried out under Objectives 1 and 2 showed the
complexity of engine noise shielding for aircraft under operating conditions. After
reviewing the main results, the following recommendations can be made:



• The aircraft geometry should not be approximated by sharp edges before
assessing the impact of the creeping rays on the noise shielding results. It
is recommended to calculate the values of noise shielding for a few observer
positions in the polar and azimuthal directions (to avoid excessively long com
putation times) for both the simplified (sharpedged) and the original (with
round edges) geometries and assess differences.

• According to the experimental results, tonal noise is more efficiently shielded
than broadband noise. Therefore, in typical aircraft equipped with turbofan
engines, shielding of fan noise results in a decrease of the ground noise level.
However, other engine noise sources such as the jet and the combustor will
not benefit from it. This should be taken into account when selecting the
engine location.

• The impact of engine noise shielding can only be completely assessed when
considering all the noise sources onboard and the aircraft trajectory. This
was observed in the analysis of the lownoise version of the Boeing 747
400. Although significant fan noise shielding values were estimated for the
approach condition, the noise impact on ground did not change because the
fan contribution to the total noise was not as relevant as during departure.

• An insufficient discretization of the contour shadowlight of the aircraft results
in erroneous noise shielding predictions. The number of points necessary
to ensure an accurate prediction increases with the frequency, therefore the
convergence study of the solution must consider the highest frequency of the
noise source.

• The variation of velocity and altitude of the same aircraft type experimen
tally observed for the flyovers do not have a significant effect on the noise
shielding results. Therefore, for the comparison between measurements of
aircraft flyovers and predictions of noise shielding it is recommended the use
of average values in order to simplify the process.

The empirical expressions correlating the sound quality metrics with the aircraft
geometry and operating conditions, obtained under Objective 3, should be further
investigated. The following steps are recommended as future work:

• Use of a larger dataset of flyovers measured at different locations in the vicinity
of airports.

• Include other parameters dependent on the operating conditions, e.g. the
flap deflection angle and the exhaust jet velocity.

The comparison between noise predictions and aircraft flyover data, carried out
under Objective 4, suggests that the semiempirical noise models can be further
improved. Future work should focus on the following aspects:



• Installation effects are not included in the semiempirical noise models. The
analysis of Chapter 7 indicates that the engine noise prediction can be im
proved by taking jet installation noise into account, for instance by the means
of an empirical constant dependent on the jet velocity.

• Harmonics higher than the fifth were underestimated by Heidmann’s model.
The empirical expressions for the fan inlet and outlet tones are linear equa
tions that decrease with the number of the harmonic. This empirical expres
sion can be adjusted for the higher harmonics using experimental data of
engines with low values of maximum rotational speed of the fan (e.g. the
GE90 family).



A
Appendix A  Green’s

function
The Green’s functions in two and three dimensions, are expressed by Equation (A.1)
and Equation (A.2), respectively,

𝐺(𝒑, 𝒒) = 𝑖
4𝐻

(1)
0 (𝑘𝑟) (A.1)

𝐺(𝒑, 𝒒) = 1
4𝜋
𝑒𝑖𝑘𝑟
𝑟 . (A.2)

The function 𝐻(1)0 is the spherical Hankel function of the first kind of order zero.
These two equations are valid when 𝑘 ∈ 𝐶\{0}. For the special case of 𝑘 = 0 the
Green’s functions are given by Equation (A.3) and Equation (A.4), in twodimensions
and threedimensions, respectively,

𝐺0(𝒑, 𝒒) = −
1
2𝜋 log 𝑟, (A.3)

𝐺0(𝒑, 𝒒) =
1
4𝜋
1
𝑟 . (A.4)

159





B
Appendix B  Method of the

stationary phase
Consider the notation introduced by Lummer [102] to express the discretization of
the diffraction problem,

𝒚0 = 𝒚 − 𝑠𝒆 (B.1)
𝒂 = 𝒚0 − 𝒙𝒔 (B.2)
𝒃 = 𝒚0 − 𝒙𝒔 (B.3)
𝒖 = 𝒂 × 𝒃 (B.4)
𝒗 = 𝒆 × (𝒂 − 𝒃) (B.5)
𝒂2 = 𝒂 ⋅ 𝒂 (B.6)
𝒃2 = 𝒃 ⋅ 𝒃 (B.7)
𝛼 = 𝒂 ⋅ 𝒆 (B.8)
𝛽 = 𝒃 ⋅ 𝒆 (B.9)
𝛾 = 𝒂 ⋅ 𝒃 (B.10)
𝝎 = 𝒂 × 𝒆 (B.11)
𝒛 = 𝒗 + 𝒘 (B.12)
𝝆 = 𝒂 + 𝒆𝑠 (B.13)
𝒓 = 𝒃 + 𝒆𝑠 (B.14)
𝝆2 = 𝒂2 + 2𝛼𝑠 + 𝑠2 (B.15)
𝒓2 = 𝒃2 + 2𝛽𝑠 + 𝑠2 (B.16)
𝝆 ⋅ 𝒓 = 𝛾 + (𝛼 + 𝛽)𝑠 + 𝑠2 (B.17)
(𝝆 × 𝒓) ⋅ 𝑑𝒔 = (𝒂 × 𝒃) ⋅ 𝒆𝑑𝑠 (B.18)
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cos(𝜃𝑠(𝑠)) =
𝑎𝑥 + 𝑠𝑒𝑥
𝜌(𝑠) (B.19)

The curvelinear abcissa of the stationary phase 𝑠∗ is given by,

𝑠∗ = −|𝝎|𝛽 + |𝒛|𝛼|𝝎| + |𝒛| . (B.20)

If the phase function 𝑔(𝑠) does not have any stationary phase points inside the
segment Γ, the asymptotic expansion can be obtained by integration by parts as
expressed in Equation (B.21),

𝐼Γ =
1
𝑖𝑘 [

𝐴𝑓(𝑠𝑏)
𝑔′(𝑠𝑏)

𝑒𝑖𝑘𝑔(𝑠𝑏) −
𝐴𝑓(𝑠𝑎)
𝑔′(𝑠𝑎)

𝑒𝑖𝑘𝑔(𝑠𝑎)] + 𝑂(𝑘−1). (B.21)

In this situation the integral is governed by its end points contribution. However,
if 𝑔 has one stationary point lying on Γ at 𝑠∗ such that 𝑔′(𝑠∗) = 0 and 𝑔″(𝑠∗) ≠ 0,
the integral is governed by the stationary point contribution, and Equation (2.55)
can be expressed as,

𝐼Γ =
𝑒𝑖

𝜋
4

2 𝐴𝑓(𝑠∗)√
𝜋

𝑘𝑔″(𝑠∗)𝑒
𝑖𝑘𝑔(𝑠∗) + 𝑂(𝑘−1/2). (B.22)

The first and second derivatives of the phase function 𝑔 can be defined as,

𝑔′(𝑠) = 𝑑𝑔
𝑑𝑠 =

𝑑
𝑑𝑠(|𝒓(𝒔)| + |𝝆(𝒔)|) =

1
2|𝒓|

𝑑
𝑑𝑠𝒓

2 + 1
2|𝝆|

𝑑
𝑑𝑠𝝆

2

= 𝛼 + 𝑠
|𝝆| + 𝛽 + 𝑠|𝒓| , (B.23)

𝑔″(𝑠) = 𝑑
𝑑𝑠 (

𝛼 + 𝑠
|𝝆| + 𝛽 + 𝑠|𝒓| ) =

|𝝆| − (𝛼+𝑠)2
|𝝆|

𝝆2 +
|𝒓| − (𝛽+𝑠)2

|𝒓|
|𝒓|2

= 1
|𝒓| +

1
|𝝆| −

(𝛼 + 𝑠)2
|𝝆|3 − (𝛽 + 𝑠)

2

|𝒓|3 . (B.24)



C
Appendix C  Evaluation of

the line segment in the
uniform theory of

diffraction
Consider the diffraction integral of Equation (2.55) and the fundamental property
of the Fresnel integral,

𝐹[𝑥] = 𝑈(−𝑥) + sign(𝑥)𝐹[|𝑥|], (C.1)

where 𝑈 is the unit step function such as 𝑈(−𝑥) = 1 if 𝑥 ≤ 0 and 𝑈(−𝑥) = 0 if
𝑥 > 0 and sign(𝑥) > 0 if 𝑥 ⩾ 0 and sign(𝑥) < 0 if 𝑥 < 0.

With a change of variable, the Fresnel integral becomes Eq.2.57, where 𝑡𝑑 is
the detour parameter, 𝑡𝑑(𝑠) = 𝜖𝑡(𝑠)√𝑘|𝑔(𝑠∗) − 𝑔(𝑠)| with the shadow indicator

𝜖𝑡(𝑠) = 1 if 𝑠 − 𝑠∗ ≥ 0 and 𝜖𝑡(𝑠) = −1 if 𝑠 − 𝑠∗ < 0. 𝐸(𝑠) =
𝐴𝑓(𝑠)
ℎ(𝑠) , and

ℎ(𝑠) = {
𝑘 𝑔′(𝑠)
2𝑡𝑑(𝑠)

, if 𝑠 ≠ 𝑠∗

√𝑘𝑔″(𝑠∗)
2 , if 𝑠 = 𝑠∗.

(C.2)

Therefore, the diffraction integral can be expressed as

𝐼Γ = ∫
𝑠𝑏

𝑠𝑎
𝐴𝑓(𝑠)𝑒𝑖𝑘𝑔(𝑠)𝑑𝑠

= ∫
∞

𝑠𝑎
𝐴𝑓(𝑠)𝑒𝑖𝑘𝑔(𝑠)𝑑𝑠 − ∫

∞

𝑠𝑏
𝐴𝑓(𝑠)𝑒𝑖𝑘𝑔(𝑠)𝑑𝑠,

(C.3)
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which results in the final expression of Eq.2.61.



D
Appendix D  Determination

of the tone correction for
the Tone Corrected

Perceived Noise Level
The first step necessary for the PNLT calculation is the determination of the slope
of the spectrum in 1/3octave bands,

𝑠(3, 𝑘) = novalue
𝑠(𝑖, 𝑘) = SPL(𝑖, 𝑘) − SPL(𝑖 − 1, 𝑘), 𝑖 = 4, 5, ..., 24 (D.1)

where 𝑠 is the slope in decibels, 𝑖 is the 1/3octave band considered and 𝑘 is the
index of the time step.

The next step identifies which values of 𝑠 have a change of value greater than
5 dB, according to

|Δ𝑠(𝑖, 𝑘)| = |𝑠(𝑖, 𝑘) − 𝑠(𝑖 − 1, 𝑘)| > 5𝑑𝐵. (D.2)

Then, three conditions need to be verified for the selected slope values 𝑠:

• If 𝑠(𝑖, 𝑘) is positive and greater than the previous slope 𝑠(𝑖−1, 𝑘), the SPL(𝑖, 𝑘)
values are selected;

• If 𝑠(𝑖, 𝑘) is zero or negative and 𝑠(𝑖 − 1, 𝑘) is positive, then SPL(𝑖 − 1, 𝑘) is
selected;
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• If none of the conditions above is verified, no SPL(𝑖, 𝑘) nor SPL(𝑖 − 1, 𝑘) are
selected.

In the next step the adjusted values of SPL(𝑖, 𝑘) (SPL’(𝑖, 𝑘)), are obtained fol
lowing the procedure described below:

• For the non selected SPL(𝑖, 𝑘), the value is not adjusted, i.e., SPL’(𝑖, 𝑘)=SPL(𝑖, 𝑘);

• For the selected SPL(𝑖, 𝑘), SPL’(𝑖, 𝑘) is given by

SPL′(𝑖, 𝑘) = 1
2 [SPL(𝑖 − 1, 𝑘) + SPL(𝑖 + 1, 𝑘)] ;

• If the SPL(𝑖, 𝑘) of the 24th 1/3octave band is selected then,

SPL′(24, 𝑘) = SPL(23, 𝑘) + 𝑠(23, 𝑘).

The slope is then recalculated (𝑠′), including an imaginary 25th 1/3octave band:

𝑠′(3, 𝑘) = 𝑠′(4, 𝑘)
𝑠′(𝑖, 𝑘) = SPL′(𝑖, 𝑘) + SPL′(𝑖 − 1, 𝑘), 𝑖 = 4, 5, ..., 24

𝑠′(25, 𝑘) = SPL′(24, 𝑘). (D.3)
(D.4)

In a next step, the average of three adjacent slopes 𝑠′ is calculated for 𝑖=3 to
23,

𝑠(𝑖, 𝑘) = 1
3 [𝑠

′(𝑖, 𝑘) + 𝑠′(𝑖 + 1, 𝑘) + 𝑠′(𝑖 + 2, 𝑘)] , (D.5)

and the final values of sound pressure level, SPL”, are calculated using the following
expressions:

SPL″(3, 𝑘) = SPL(3)
SPL″(𝑖, 𝑘) = SPL″(𝑖 − 1, 𝑘) + 𝑠(𝑖 − 1, 𝑘), 𝑖 = 4, 5, ..., 24. (D.6)

The difference between the original value of SPL and SPL” for each 1/3octave
and time step, 𝐹𝑡(𝑖, 𝑘) , is used to calculate the correction value 𝐶 using the relations
of Table D.1.



Table D.1: Tone correction factor 𝐶, according to the band frequency and protrusion of the level.

Frequency 𝑓 [Hz] 𝐹𝑡 [dB] 𝐶 [dB]

𝑓 ≤ 𝑓 < 500
1.5 ≤ 𝐹𝑡 < 3 𝐹𝑡/3 − 0.5

3 ≤ 𝐹𝑡 < 20 𝐹𝑡/6

20 ≤ 𝐹𝑡 3.333

500 ≤ 𝑓 ≤ 5000
1.5 ≤ 𝐹𝑡 < 3 2𝐹𝑡/3 − 1

3 ≤ 𝐹𝑡 < 20 𝐹𝑡/3

20 ≤ 𝐹𝑡 6.667

5 000 < 𝑓 ≤ 10000
1.5 ≤ 𝐹𝑡 < 3 𝐹𝑡/3 − 0.5

3 ≤ 𝐹𝑡 < 20 𝐹𝑡/6

20 ≤ 𝐹𝑡 3.333





E
Appendix E  Flyover

measurements of the F70
compared with predictions

(a) Measurement 2. (b) Measurement 3.

(c) Measurement 4. (d) Measurement 5.
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(e) Measurement 6. (f) Measurement 7.

(g) Measurement 8. (h) Measurement 9.

(i) Measurement 10. (j) Measurement 13.

(k) Measurement 15. (l) Measurement 16.



(m) Measurement 17. (n) Measurement 18.

(o) Measurement 19. (p) Measurement 20.

Figure E.1: Experimental and predicted OSPL for different flyover measurements of the F70.
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