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The problem of high-resolution direction-of-arrival (DOA) estima-
tion based on a limited amount of snapshots in automotive multiple-
input multiple-output (MIMO) radar has been studied. The number of
snapshots is restricted to minimize target spread/migration in range
and/or Doppler domains. A computationally efficient approach for
side-looking arrays is developed, which combines the generation of
motion-enhanced snapshots and MIMO technology, thus exploiting
the movement of the vehicle and the spatial diversity of the transmit
and receive antennas. Due to motion, a larger virtual aperture is ob-
tained and the angular resolution is boosted, achieving the separation
of targets that the traditional MIMO approach cannot discriminate, as
well as better results than with other single snapshot DOA estimation
techniques. Algorithm performance has been studied in simulations,
and possible limitations have been discussed. In addition, the method
has been verified experimentally with pointlike and extended targets,
and good agreement between simulations and experimental results
has been observed.
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I. INTRODUCTION

Currently, a significant challenge in automotive is
the development of advanced driver assistance systems
(ADASs) for highly automated driving. These systems
typically rely on sensors of different modalities: radars,
cameras, and light detection and ranging (LiDARs) [1], as in
general, no sensors can achieve comprehensive and accurate
information on vehicle surroundings on their own. Radar
technology has some unique advantages, namely the accu-
rate and direct measurements of the range, relative velocity,
and angle of multiple targets, and a long-range coverage of
more than 200 m even in challenging weather or lighting
conditions [2], [3]. Therefore, radar is typically one of the
key technologies in current ADASs’ tasks, such as adaptive
cruise control (ACC) [4], forward collision avoidance [5],
lane-change assistance [6], or evasion assistance [7] to name
a few.

Autonomous driving requires high-resolution sensing
capabilities, and thus, automotive radars must provide
high-resolution information on the vehicle environment
in the range-Doppler-azimuth-elevation domains. Because
of their high degree of integration and low costs, radars
operating in the 77-GHz band, known as mmWave frequen-
cies, have become popular [8]. mmWave radar can offer
a large operational bandwidth providing sufficient range
resolution. Doppler resolution is a function of chirp duration
and the number of chirps used for the estimation, so it is lim-
ited by the coherent observation time, with better velocity
resolution achieved by operating at a higher frequency [9].
Angular resolution is contingent upon the antenna aperture
and thus is determined by the number and placing of the
transmit and receive antenna elements, limited by the radar
cost and packaging size.

To obtain high angular resolution, large-aperture an-
tenna arrays are created either via phased array [10],
synthetic aperture radar (SAR) [11], or multiple-input-
multiple-output (MIMO) array techniques [12]. Phased ar-
rays typically use numerous half-wavelength spaced an-
tennas to form a large aperture with a narrow beamwidth.
However, they are not an economical option for civilian
applications. SAR techniques form a large effective (i.e.,
virtual) aperture array by moving a small antenna or ar-
ray that reduces the number of physical antennas required
for imaging. This provides a cost-effective solution for
high-resolution imaging applications but cannot be used
efficiently in the forward direction. MIMO radar technology
exploits the spatial diversity of transmit and receive antenna
arrays and has received considerable attention in automo-
tive. Due to its ability to achieve high angular resolution
with a few antennas, MIMO has been exploited in current
automotive radar for ADAS [13]. However, the practical
implementation on vehicles constrains the radar size and
limits the number of MIMO antennas.

In MIMO radar with a virtual uniform linear array
(ULA), angle finding can be implemented via digital beam-
forming (DBF) [14] by performing computationally ef-
ficient fast Fourier transform (FFTs) on snapshots taken
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across the array elements or using computationally inten-
sive superresolution methods such as minimum variance
distortionless response (MVDR) [15], and subspace-based
methods, such as MUltiple SIgnal Classification (MU-
SIC) [16], [17] and estimation of signal parameters via
rational invariance techniques [18]. All these methods re-
quire an input with a sufficient number of snapshots and
assume a low mutual correlation of the sources and un-
correlated (white) noise [19], [20]. To obtain an accurate
estimation of the array covariance matrix, spatial smooth-
ing [16], [21] is applied to get enough virtual snapshots.
Recent different approaches have also been reported, e.g.,
Guercan and Yarovoy [22] propose joint estimation using
time-dependent steering vectors.

In this article, a novel approach to enhance the direction-
of-arrival (DOA) estimation with the motion of the radar is
proposed. Specifically, this article proposes a high angular
resolution approach based on generating “motion-enhanced
snapshots within a single frame,” which is suitable for auto-
motive side-looking or corner-placed radar. The velocity of
the radar can be derived from the motion of the ego vehicle,
which can be obtained with a global positioning system and
different sensors. By combining the movement of the radar
with the spatial diversity of the transmit/receive antennas,
larger coherent virtual apertures can be formed and pro-
vide enhanced angular resolution. While some preliminary
results are published in [23], in this article, the method is
reformulated to work with a limited amount of snapshots
and to deal with the cross-forward motion of the vehicle via a
modified steering vector. Furthermore, the proposed method
does not need any prior information on the characteristics
of the environment or the targets in the scene, making it
suitable for practical automotive applications.

Extending the array aperture with the movement of
the radar has been researched in automotive applications.
An approach forming a synthetic aperture for automotive
MIMO radar has been explored in [24] and [25]. However,
the methods in these studies can only enhance the resolution
in their region of interest, i.e., the range of angles where
targets have already been detected. Therefore, an additional
processing step is needed to first detect the targets and es-
timate their related DOA values, which is then followed by
the step of enhancing the angular resolution. The proposed
method can directly image the targets in the radar field of
view and use motion-enhanced snapshots (MSs) coherently
to reduce the computational cost of the DOA estimation.
Other studies propose to use the vehicle’s trajectory to image
the scenarios with the SAR approach. A two-radar approach
is proposed in [26]. While one radar is used to determine the
vehicle trajectory, another radar utilizes SAR on the known
trajectory. This method uses back projection, which is an
imaging algorithm with high computational load and less
practical use while the proposed method uses a digital beam
scan and compensates the extra vehicle movements with
the modified steering vector. The work in [27] uses residual
motion compensation to improve the SAR image quality for
automotive but it should be noted that the aforementioned
approaches still rely on snapshots across multiple frames.

Doppler beam sharpening methods are proposed for au-
tomotive radar in [28] and [29]. The velocity information
was used for wideband DOA estimation with compensation
of range migration and the presence of Doppler ambi-
guity [30] and for high angular resolution imaging [31].
Studies using neural networks have been proposed [32],
[33], [34], [35] but despite their good results, the question
of their generalization capabilities to unseen scenarios
remains.

Other methods aim to perform DOA estimation with a
limited number of snapshots, which is specifically attractive
in automotive radar. Some snapshots may be distorted by
interference and, thus, should not be used for DOA estima-
tion while others may contain strong clutter and should also
be avoided [36]. Furthermore, functionalities, such as ACC
and emergency brake initiation require performing a very
fast, online estimation of the relative distances, speeds, and
DOA of targets. Hence, it is not uncommon in practice to
use only a few usable snapshots for DOA estimation [13].
For example, the modified MUSIC in [37] uses the Han-
kel matrix to form the autocorrelation matrix for a single
snapshot case. A 2-D convolutional neural network (CNN)
has been proposed in [38] to achieve superresolution with a
single snapshot but with results only verified in simulations.
Sparse-sensing-based methods [39], [40] and IAA [41],
[42], [43] are potentially applicable to a single snapshot
or a limited number of snapshots but they both assume tar-
gets’ sparsity and have high computational costs. Also, the
Fourier interpolation methods proposed in [44] require the
targets’ sparsity to maintain acceptable performances. The
reduced signal covariance matrix proposed in [19] operates
on a limited amount of snapshots with unknown nonuniform
noise but is affected by the rank deficiency problem and
requires the prior number of targets. A purpose-designed
array such as the massive ULAs in [45] focuses on improv-
ing DOA estimation with a few snapshots but is designed for
communication applications rather than automotive. Sparse
MIMO radar arrays as in [46] use genetic algorithms to
interpolate the missing antennas in sparse arrays but this is
computationally intensive. The aforementioned algorithms
either need heavy computational load or a priori informa-
tion, such as the number of targets in the scene, or do not
take into account a variable time interval between the data
acquisition periods. Alternatively, some ideas on how to
create a large virtual aperture (i.e., the sum co-array and the
array aperture extension) using sensor motion under very
simplistic scenarios have been discussed in [47] and [48]. In
this article, a novel formulation of the antenna array aperture
extension due to platform motion is proposed. This includes
a novel expression for the steering vectors to compensate
for the error from the complex motion of the vehicle, a
formulation with lower computational load via an approx-
imation in the time tag, and a signal model accounting for
the variable time interval for the data acquisition periods. To
the best of our knowledge, this approach has allowed for the
first-ever imaging of extended targets with a priori unknown
number of scatterers by using the proposed aperture exten-
sion, target imaging with arbitrary movements of the radar
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platform, and experimental demonstration with commercial
radar with an arbitrary reset time between frames.

Summarizing, the main contributions of this article are
as follows.

1) A high angular resolution DOA approach with low
computational load is proposed by combining the
vehicle’s motion with automotive MIMO radar. The
proposed method operates on a limited number of
snapshots and includes the formulation of a modi-
fied steering vector to compensate for errors due to
complex vehicle’s motion and the approximation in
the time tag.

2) The performance of the proposed method is analyzed
in terms of its accuracy and probability of resolution
and is shown to outperform alternative approaches
from the literature. For the first time in the literature,
a detailed analysis of the impact of forward and
cross-forward velocity estimation errors on the per-
formance of the DOA method has been performed.
Both simulated data from pointlike and complex
extended targets, as well as on experimental data,
have been used in the method performance analysis.

The rest of this article is organized as follows. In
Section II, the signal model for DOA estimation based on
moving FMCW MIMO radar is provided. The problem for-
mulation and the proposed method, as well as the modified
steering vector for the proposed method, are demonstrated
in Section III. Simulation results for ideal point targets and
complex extended targets, as well as the experimental tests,
are provided in Section IV. Finally, Section V concludes
this article.

II. SIGNAL MODEL FOR DOA ESTIMATION BASED
ON MOVING FMCW MIMO RADAR

A. Signal Model

Frequency-modulated continuous wave (FMCW)
MIMO radar is assumed with Mt transmit and Mr receive
antennas, equivalent to a radar with virtual uniformly
distributed linear array (ULA) of MtMr elements. The
index of the transmit antenna elements is denoted by
q ∈ [0, Mt], and the index of the receive antenna elements
is denoted by p ∈ [0, Mr]. Subsequently, the index of the
resulting virtual ULA is dependent on the MIMO geometry
and denoted by a ∈ [0, MtMr − 1].

The FMCW chirp is transmitted with duration Tc, band-
width B, and pulse repetition interval (PRI) T and has the
form

s0(t ) =
{

e j2π( f0t+0.5μt2 ), t ∈ [0, Tc]
ssettle(t ), t ∈ [Tc, T ]

(1)

where f0 denotes the starting frequency, μ = B/Tc denotes
the frequency modulation rate, and ssettle(t ) indicates the
signal during the settling time of the radar.

The periodic transmitted signal is decomposed into fast-
time domain t ′ and chirp number domain l = � t

T � with t ′ =
t − lT , t ′ ∈ [0, Tc]. The notation �� indicates the rounding

operation to integer; hence, l = 0, 1, 2, . . . , Ld − 1, where
Ld is the total number of the chirps in one frame. Thus, the
periodic sequence of chirps can be expressed as

s(t ) = s
(
t ′ + lT

) = s
(
l, t ′) = s0

(
t ′) . (2)

The multitarget signal will be the summation of the
single-point target’s signals. To illustrate the signal model,
the radar signal is derived first based on the single-point
target’s signal and extended to a multitarget at the end. The
round trip delay of the reflected signal for the o target and
the ath antenna element in the MIMO ULA is

τo
(
l, t ′) = 2

(
Do,a(t ′ + lT ) + vr

(
t ′ + lT

))
c

≈ γo + 2v(t ′ + lT )

c
(3)

where c is the speed of light, Do,a(t ) is the range between
o-target and the ath antenna at time t , vr is the radial velocity
between the radar and the target, and γo = 2Do,a (t ′+lT )

c � Tc.
The corresponding received signal can be written as

r(o,a)(l, t ′) = αoe jφo,a s
(
t ′ + lT − τo(l, t ′)

)
with t ′ ∈ [γo, Tc]

(4)

where αo is the constant complex amplitude related to the
characteristics of the target o, and e jφo,a denotes the phase
delay of the ath antenna.

A property of the virtual ULA is that the range difference
between target and different receive antenna pairs will be
approximately equal to a constant with respect to the DOA

Do,a(t ) − Do,a+1(t ) ≈ d sin θo (5)

where d = λ/2 is the distance between different receive
antennas, λ is the wavelength, and θo is the azimuth angle
of the target o counted from the virtual array broadside
direction.

Then, the phase delay of the ath antenna relative to the
0th element in the ULA for the target o is obtained by

φ(o, a) = 2π f0
ad

c
sin θo. (6)

The received signal is then correlated with the conju-
gate copy of the transmitted signal s∗(l, t ′) to obtain the
dechirped signal zo as

zo
(
a, l, t ′) = r(o,a)

(
l, t ′) × s∗ (

l, t ′) . (7)

This signal will be sampled with respect to fast-time
with frequency fs and the discretized signal ẑo in the time
domain is obtained as

ẑo(a, l, k) ≈ αo exp
[

jφ (o, a)

− j2π

(
fd,oT l + μ

Do,a(l )

c

k

fs

)]
(8)

k = 0, 1, 2, . . . , Kd − 1 where Kd = Tc fs is the maximum
number of samples within one chirp, fd,o = 2vro f0

c is the
Doppler frequency of the target o, and vro is the radial
velocity of the target o. When the number of the scatter
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Fig. 1. Geometrical configuration of the MIMO approach, where the
solid black line shows the MIMO antennas at time t0, and the red dotted

line shows the antennas at time t1 after the movement of the vehicle.

TABLE I
Range Relationship of Different 2 × 2 MIMO

Antenna Pairs

points in the field of view is equal to ks, the total signal is
constructed by superposition

ẑ(a, l, k) =
ks∑

o=1

ẑo(a, l, k). (9)

B. Geometry Model for the Radar Movement

A generic 1-D MIMO array placed in the y-direction is
considered, with the x-axis pointing toward the illuminated
scene and assuming no movement in the z-axis, as shown in
Fig. 1. The platform where the radar is installed is moving
along the y-axis at speed v(t ) = [0, vy(t ), 0], with static
objects located in the far-field of the MIMO array. Using
a two-transmit and two-receive antenna MIMO array as an
example, as shown in Fig. 1 with a solid line, the virtual
aperture array can be formed with four antennas with range
relationships as shown in Table I. Here, o refers to a target
and θo is its azimuth angle.

Inspired by SAR approaches, finer angular resolution
can be obtained by exploiting the movement of the vehicle
to expand the MIMO virtual aperture. For example, in
Fig. 1, after moving in a short time from t0 to t1, the target
will remain in the same position while the transmit and
receive antenna in a black solid line marked with Rx2 and
Tx2 will arrive at the positions marked with the red dotted
lines. When the vehicle is moving with velocity vy, each
antenna will move by a range equal to vy|t1 − t0| along the
antenna direction-y. Because of the two-way propagation,
the difference in range between the target o and the ath
antenna moving position from time t0 to t1 will be calculated
as in (10). Essentially, this equation is similar to (5) but with
the difference in range to the target calculated between the
same antenna a moving with the vehicle’s velocity at two
time steps, rather than between two separate antennas at the
same time step

Do,a(t0) − Do,a(t1) = vy
|t1 − t0|

2
sin θo. (10)

Fig. 2. Sketch of the “limited amount of snapshots,” with the 3-D tensor
with slow time, fast time, and angle axes. The whole tensor depicts one

frame, where the blue region includes the snapshots used for DOA
estimation.

III. PROPOSED DOA ESTIMATION BASED ON A
LIMITED AMOUNT OF SNAPSHOTS

A. Fundamentals of the Proposed Approach

The array response at a specific time instance with data
obtained at all the virtual receivers and corresponding to the
same range-Doppler bin is defined as the array snapshot
[13].

For side-looking radar on a vehicle, the target Doppler
velocity is mainly related to the vehicle’s movement; hence,
the target Doppler cell will remain the same within one
frame. However, to maintain the DOA coherency, i.e., ensur-
ing that targets remain in their range bins during processing,
only a limited number of snapshots NL can be used for DOA
estimation. This number is determined by the relative speed
and the range resolution as

NL =
c

2B

T |vr | (11)

where vr is the radial target velocity caused by the vehicle’s
speed. It should be noted that for MIMO automotive radar
working with time division multiple access mode, the PRI
T in (11) will be multiplied by the number of transmitters,
making NL smaller. For this limited amount of snapshots NL ,
the 3-D data tensor (shown in Fig. 2) can be expressed as in
(9). The first dimension is related to the angle estimation,
the second to the velocity estimation, and the third to the
range estimation.

As well known, only a coherent virtual aperture can
improve angular resolution. This means that extra virtual
antennas generated from the vehicle’s movement are only
usable for DOA estimation when the phase differences
caused by such movement are the same as the phase dif-
ference between adjacent MIMO virtual ULA elements.

Here, for simplicity, we use the 2 × 2 MIMO in Fig. 1
for demonstration. This means that t1 and t0 must satisfy the
following equation to make the formed aperture coherent:

2vr (t1 − t0) = d sin θo. (12)
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Fig. 3. Principle of the proposed method. (a) OS (in yellow color) taken from the middle of the group of snapshots usable for DOA also shown in
Fig. 2. (b) MSs (in red and purple colors) derived from the same group of snapshots in a frame. (c) New “DOA snapshot” formed by combining OS

and different MSs according to the proposed method.

It appears from this equation that the coherency relation
depends on the position of the target o, i.e., on θo. However,
considering only the Y component of the velocity assuming
that the effect of the other components is compensated
(as described in the next section), then vr = vy sin θo. This
removes the dependence on θ from (12). Also, when the
aperture is extended with the proposed method, then (12)
becomes

ti = t0 + iTind, i ∈ Z (13)

where Tind = � d
2vyT �T is the approximate time tag interval

for a coherent aperture extension. To satisfy the constraint
of an integer slow time index, the �� rounding operation is
implemented here, thus introducing an approximation error.

If the time step satisfies (13), (10) for the 2 × 2 MIMO
taken as an example will become

Do,a(t0) − Do,a(t1) = d sin θo. (14)

This relation linking the range difference between the
same antenna position moving from time t0 to t1 and DOA
angle θo is the same as the range difference between adjacent
Tx–Rx pairs, as shown in (5). Essentially, by calculating a
suitable time tag as in (13), the movement of the vehicle
can be exploited to coherently extend the original MIMO
virtual array.

A graphical representation of the proposed approach is
shown in Fig. 3. One snapshot (marked by the yellow color)
is chosen in the middle of the NL received snapshots usable
for DOA estimation. This initial snapshot Ŝ(t0) is named
“original snapshot (OS)” and is defined starting from (9) as

Ŝ(t0) = ẑ(:, t0, :). (15)

As shown in Fig. 3(a), this choice provides the largest
space for generating “motion-enhanced snapshots (MS)” to
coherently expand the OS Ŝ(t0). Essentially, as shown in
Fig. 3(b), the MS in red color Ŝ(ti ) is generated from the
first transmitter and receiver with a positive time tag. In
contrast, the MS in purple color Ŝ(t−i ) is generated from
the last transmitter and receiver with a negative time tag.
These MSs are expressed as

Ŝ(ti ) = ẑ(1, ti, :)

Ŝ(t−i ) = ẑ(Mt Mr, t−i, :). (16)

After generating multiple MSs, a new range-angle ma-
trix S(t ) can be formed as shown in Fig. 3(c). The OS is
located in the middle of the matrix with a length of MtMr

in the dimension associated with the angle/DOA while the
MS is located to the left and right part with a total length of
Nex. Therefore, the new, extended range-angle matrix will
have a length of MtMr + Nex in the dimension associated
with the angle/DOA, which is essentially equivalent to
having additional, multiple channels for DOA estimation.
The matrix S(t ) can be written as in (17), with its rows
corresponding to angle vectors over which DOA estimation
can be performed

S(t ) = [Ŝ(t− Nex
2

), . . . Ŝ(t−i ), . . . , Ŝ(t0), . . . , Ŝ(ti ), . . . , Ŝ(t Nex
2

)]︸ ︷︷ ︸
MtMr+Nex

(17)

where Nex is the number of additional channels in the aper-
ture formed with the proposed method. This larger aperture
improves the resulting angular resolution.
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B. Modified Steering Vector

After range FFT, the rows of the matrix S(t ) can be
considered as angle vectors for DOA estimation. For a given
range bin, i.e., a given row, the contributions from targets
located at the corresponding range will be superimposed.
This can be modeled as a linear combination of incident
signals from each target and zero mean Gaussian noise,
where the incident signals are assumed to be in a direct line
of sight and uncorrelated with the noise. Hence, the angle
column vector X for a given range bin can be expressed as

X =
M∑

m=1

a(θm)sm(t ) + n(t ) = ASt + N ∈ C
(MtMr+Nex )×1

(18)
where M indicates the number of incident signals on the
array, sm(t ) is an M × 1 vector of a source waveform for the
mth source at the direction θm from the array boresight and
can be written with matrix multiplication with St . a(θm) is
the (MtMr + Nex) × 1 steering vector or response vector of
the array for the angular direction θm. A is a (MtMr + Nex) ×
M matrix of steering vectors

A = [a(θ1), a(θ2), a(θ3), . . . , a(θM )] (19)

a(θm) = [
1, e− j2πd sin θm/λ, . . . , e− j2π (MtMr+Nex−1)d sin θm/λ

]T

(20)

where [•]T denotes the operation of matrix transpose. With
the proposed method, for our generated array with motion
enhancement, the steering vector is given by

w(θ ) = [
1, e− j2πd sin θ/λ, . . . , e− j2π (Mt Mr+Nex−1)d sin θ/λ

]T
.

(21)
However, in our proposed method, in order to obtain

an integer slow time tag, the rounding operation is imple-
mented in (13), thus introducing an extra time delay as

te(i) = d

2vy
− (ti − t0). (22)

This time delay will cause an error equivalent to an extra
movement in the forward direction, thus leading to a phase
error. For each MS formed with the proposed method, the
resulting phase error can be written as

wea(θ, i) = e− j2π2vy×te(i) sin θ/λ (23)

where i is the index in the calculation of the time tag defined
in (13).

Furthermore, the motion of the vehicle will be more
complex than linear motion in one direction, i.e., there
can be cross-forward movements during driving. This extra
velocity component vx will introduce an additional phase
shift as

wev (θ, i) = e− j2πvx×(ti−t0 ) cos θ/λ. (24)

Combining the two aforementioned sources of error, a
compensation factor for the original steering vector in (21)
can be written as

we(θ, i) = wea(θ, i)wev (θ, i). (25)

It should be noted that this compensation is only needed
for the additional MSs generated by the movement of the
vehicle but not for the OS.

Finally, the modified new steering vector will be
expressed as

ww(θ ) = w(θ ) 	
[
we

(
θ, −Nex

2

)
, . . . , we(θ, −i), . . . ,

we(θ, 0), . . . , we(θ, i), . . . , we

(
θ,

Nex

2

)]T

(26)

where 	 is the Hadamard product. we(θ, 0) is the unit vector
with length Mt Mr , recalling that the OS does not need any
compensation. After concatenating the vector with the other
scalars derived from (25), the total length would be Mt Mr +
Nex, the same as the range-angle matrix in (17).

C. Summary of the Proposed Algorithm

Step 1: Expand the amount of snapshots for DOA esti-
mation based on the movement of the vehicle.

As discussed in Section III-A, those snapshots (MSs)
coherent with respect to the original MIMO virtual ULA
are selected as in (13). Then the new group of snapshots
for DOA estimation S can be obtained by concatenating OS
and MSs in a range-angle matrix, as in (17).

Step 2: Compensate the phase error in the steering
vector.

As discussed in Section III-B, the approximation error
in the calculation of an integer time tag and the error due to
the presence of additional cross-range velocity components
need compensation. Those errors will translate to the phase
domain, and the compensation is performed by the term
(25). Hence, the final modified steering vector ww(θ ) is
formed as in (26).

Step 3: DOA estimation based on the new formed range-
angle matrix S and modified steering vector ww(θ ).

S ∈ C
Kd ×(MtMr+Nex ) defined in (17) is a range-angle ma-

trix with Kd rows corresponding to fast time samples and
Mt Mr + Nex columns corresponding to the equivalent num-
ber of channels to perform DOA estimation. After perform-
ing FFT along the fast-time for range estimation, each row
of the matrix containing detected targets can be considered
as an angle column vector to perform DOA estimation as
in (18). For a given range index with detected targets, the
DBF algorithm can perform the DOA estimation on the
corresponding angle column vector X defined in (18). The
received power PDBF(θ ) at each angle can be expressed
as [49]

PDBF(θ ) = wH
w (θ )RXXww(θ )

wH
w (θ )ww(θ )

(27)

where RXX = E [XXH ] is the autocorrelation matrix of X,
and the notation [•]H denotes the operation of conjugate
transpose.

The algorithm is summarized in “Algorithm 1.”

7616 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 59, NO. 6 DECEMBER 2023

Authorized licensed use limited to: TU Delft Library. Downloaded on December 28,2023 at 08:39:11 UTC from IEEE Xplore.  Restrictions apply. 



Algorithm 1: Proposed DOA Estimation Algorithm.
Calculate the time tag ti as in (13).
Expand the amount of snapshots for DOA
estimation, generating the range-angle matrix S as
shown in (17).

Compute the modified steering vector aw(θ ) as in
(26).

Compute the angle column vector X for the range of
a detected target.

forθ in [−90◦, 90◦] do
RXX = E [XXH ]
PDBF (θ ) = wH

w (θ )RXXww (θ )
wH

w (θ )ww (θ )
endfor

D. Possible Limitations

Possible limitations can come from the memory size of
the radar, its transmission rate, or the snapshot number in
(11). They will influence the snapshot size in the Doppler
dimension, which limits the maximum number of MS Nm,
we can form

Nm =
⎢⎢⎢⎣min(Ld , NL )⌊

d
2vyT

⌋
⎥⎥⎥⎦ (28)

where Ld is the total number of chirps in one snapshot, d
is the distance between different receivers, T is the chirp
duration.

The proposed method also requires enough movement
to expand the aperture during the snapshots’ period. This
is highly related to the vehicle speed and the radar chirp
duration in (13). The requirement for the vehicle speed is

Vv ∈
[

d

4min(Ld , NL )Tc
,

d

2Tc

]
. (29)

Typical values of the speed for vehicles are in the range
of approximately [0.1, 117]km/h. According to the 77 GHz
automotive radar parameters in [50] and [51], for a normal
speed in urban areas of 40 km/h; for example, the maximum
amount of MS will be 40. To obtain a useful aperture size,
the cross-range speed should satisfy vx � vytan(θ ), where
θ is the target azimuth angle. The acceleration of cars is
not expected to have a large impact as the duration of the
frame is relatively small. According to the work in [52], the
maximum acceleration of cars is 2.87 m/s2, which will lead
to 0.01 m/s in velocity difference within a snapshot.

IV. RESULTS AND DISCUSSION

To show the effectiveness of the proposed method,
results based on simulated ideal point targets, simulated
complex extended targets, and experimental data are pre-
sented in this section. It is shown that targets overlapped
together in an angular domain are separated successfully
by our method based on a limited amount of snapshots.

Fig. 4. MSE and CRLB for the DOA estimation of different algorithms
in different SNR conditions.

A. Ideal Point Targets

We used a simulated 2 × 4 MIMO radar for azimuth
DOA estimation, comparable to commercial mmWave
modules operating at 77 GHz. The specifications of the radar
parameters are listed as follows: the starting frequency of
the FMCW chirp f0 is 77 GHz, the chirp bandwidth B is
1 GHz, the chirp duration Tc is 30 μs, the sampling rate fs

is 34 Ms/s, and L = 256 chirps are processed in each frame.
The MIMO antenna on the side-looking radar was located
at the coordinate center.

The Cramér–Rao lower bound (CRLB) on the accuracy
of the DOA estimation in white noise has already been
derived in the literature [53] as

CRLB(θ ) = σ

2
{Re[XH (θ )DH (θ )[

I − a(θ )(aH (θ )a(θ ))−1aH (θ )
]

D(θ )X(θ )]}−1

(30)

where σ is the noise power obtained from a given SNR,
a(θ ) is the steering vector, D(θ ) = da(θ )/dθ , and X(θ ) is
a diagonal matrix whose diagonal elements describe the
ground truth of the simulated targets.

A comparison between the MSEs of the five considered
beamformers, namely original beamscan, proposed method,
IAA-APES [42], single-snapshot MUSIC [37], and com-
pressed sensing [39] using CVX tools [54] for a limited
amount of snapshots (i.e., 128 snapshots) is shown in Fig. 4
with the CRLB. Here, only one target is considered at a
random position, and the number of independent Monte
Carlo trials to generate this figure was 103. The MSE fig-
ure clearly demonstrates the different beamformers’ DOA
performance in terms of their accuracy. As expected the
performance of all beamformers drops with increasing SNR
but the proposed method outperforms the other approaches
from the literature. Furthermore, a comparison between the
CRLB and the proposed DOA method at SNR equal to 6 dB
with different values of the expand number Nex is shown in
Fig. 5, as well as the CRLB of the original array. The CRLB
corresponds to the ULA with a size equal to the virtual

YUAN ET AL.: VEHICULAR MOTION-BASED DOA ESTIMATION WITH A LIMITED AMOUNT OF SNAPSHOTS 7617

Authorized licensed use limited to: TU Delft Library. Downloaded on December 28,2023 at 08:39:11 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 5. CRLB and MSE of the DOA estimation with the proposed
method with a different limited amount of snapshots for different

aperture sizes.

Fig. 6. Probability of resolution of different algorithms under different
SNR conditions.

aperture formed by exploiting the movement of the vehicle
with the proposed method. One can observe that with Nex

equal to 9, the proposed method reaches the CRLB level of
the original array. The MSs formed by the proposed method
give the ability to approach and even break the CRLB for
the current number of antennas.

Additionally, the probability of resolution for the dif-
ferent DOA algorithms at different SNR values is shown
in Fig. 6. The simulations are performed following this
procedure: Two targets are placed randomly in the range
[−40◦, 40◦]; the number of independent Monte Carlo trials
is 500; only those simulations that can separate two targets
successfully will be added to the probabilities’ numerator.
The figure shows that the proposed method achieves the
best resolution ability in different SNR conditions while
the single snapshot MUSIC is the worst. It should be noted
that DOA estimation algorithms are, in general, applied in

Fig. 7. Simulated performance comparison of different methods for two
targets scenario when two point targets are located at 10◦ and 16◦.

relatively high SNR conditions [24]; for example, com-
mercial radar units such as those by Bosch or Conti are
both evaluated on SNR = 20 dB. This is reasonable for
automotive radar scenarios because it is more important to
separate in angle closer targets (hence with higher SNR
values) than targets further away (hence detected at lower
SNR). So under high SNR, the probability of resolution
almost reaches the value of 90% with the proposed method.

To provide a further comparison of the performances of
different methods, a case where two targets are located at
10◦ and 16◦ is shown in Fig. 7. The MIMO array on the side-
looking radar is located at the coordinate center, with targets
placed at the same range bin of 10 m to meet the Fraunhofer
distance requirement [55] and ensure that they are in the
far-field of the array. The radar moves with velocity vy =
10 m/s, and the SNR is set to 20 dB. From Fig. 7, one
can observe that in this specific case, the proposed method
and the CS-based method separate both targets successfully
while other methods fail to do so. Also, the proposed method
provides DOA estimations equal to 10.6◦and 15.8◦ while the
CS-based method estimates the target DOA less accurately:
8.3◦ and 17.2◦.

The above results demonstrate that the proposed algo-
rithm provides the best estimate of the targets’ angles with a
limited amount of snapshots, both in terms of accuracy and
resolution capability. It is important to mention that no prior
information about the targets is needed for the proposed
method compared to compressed-sensing-based methods.

In terms of computational complexity, a Monte Carlo
test as well as a theoretical analysis has been reported
here. The expressions of the computational complexity for
the proposed method are O((m2 + 2m)N ), for the MUSIC
method is O(m3 + (2mn + m)N + m(log2m)), and for the
CS method based on CVX is O(m3.5ln(ε)), where m is the
number of snapshots used, N is the number of the antennas,
n is the number of targets which is required for MUSIC, ε

is the duality gap defined in the primal–dual interior-point
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Fig. 8. Simulated performance comparison of the proposed limited
amount of snapshots’ method versus the original beamscan method, with
different aperture sizes. The two-point targets are located at 10◦ and 15◦.

algorithm of the CVX formulation [56]. Thus, the compu-
tationally complexity of the method proposed grows much
slower with the number of snapshots than for the reference
methods and—in contrary to MUSIC—the computational
complexity is independent of the number of targets. Also,
Monte Carlo tests were performed with random positions
of two targets located in the same range bin for each test to
estimate the average time taken to compute one 1D DOA for
each algorithm. Specifically, 500 repetitions are considered
for implementation in MATLAB on a standard desktop
computer, common to all the considered algorithms. In
terms of computation time, the original MIMO beamscan
takes 10 ms, the compressed sensing-based algorithm takes
1014 ms, the single-snapshot MUSIC takes 323 ms and the
IAA-based takes 2072 ms, whereas the proposed method
with Nex = 48 only needs 56 ms to generate the DOA results.
Compared with other algorithms in the literature, the pro-
posed approach is the fastest to achieve the DOA estimation.
The computational time increases if an increasing number
of snapshots is used but with very good performances. For
example, while using the proposed method with Nex = 48
increased the computational time, this is only about five
times larger than the original MIMO beamscan (56 ms
versus 10 ms); however, the performance in terms of both
resolution and accuracy is significantly improved, as shown
in Figs. 4 and 6.

To test the impact of the parameter Nex, the same sce-
nario where the two targets are located at 10◦ and 15◦ is
analyzed. When the radar moves with velocity vy = 5 m/s,
the results of the proposed approach with Nex = 6, Nex = 24,
and Nex = 48 are compared with the original beamscan
method. From Fig. 8, we can see that the proposed approach
starts separating the two targets, and when increasing the
aperture with a higher expand number, the beam becomes
narrower and the DOA estimation is more accurate. In
contrast, the original beamscan method cannot separate the

Fig. 9. Box-plot for DOA estimation error from a 500-repetitions
Monte Carlo test with different aperture sizes (parameter Nex described
in Section III). The central mark in the blue box indicates the median,

and the bottom and top edges of the box indicate the 25th and 75th
percentiles, respectively. The whiskers extend to the most extreme data
points considered as outliers, and the outliers are plotted individually

using the “+” marker symbol.

targets and only estimates one single target approximately
in the middle of the ground truth locations. In order to test
the resolution ability more comprehensively, a Monte Carlo
simulation for two close targets located at random positions
is performed, and the data are processed for different expand
number Nex with results shown in Fig. 9. There is more
error spread and outliers with smaller values of Nex. As
larger apertures are generated with higher Nex, the mean
value of the error for the DOA estimation of the two targets
decreases.

As discussed in the preliminary results in [23], the
performance of the proposed method will yield a better
estimation with lower speed and shorter chirp duration but
is more sensitive to the speed fluctuation or chirp duration
uncertainty. For the simulated setting in this article (the
nominal vehicle velocity is equal to 5 m/s), the analysis in
(31) shows that if the actual velocity is within this interval,
vy ∈ [4.69, 5.73]m/s; then, the time index in (13) will be the
same, providing the correct DOA estimation. Similarly, if
the nominal radar speed becomes 9 m/s, then the tolerance
interval to maintain reliable DOA estimation will become
vy ∈ [7.4, 10.3] m/s

vmin =
⌊

d

2(Tind + 0.5)T

⌋
T

vmax =
⌊

d

2(Tind − 0.5)T

⌋
T . (31)

The platform motion in automotive is usually more
complicated than a simple one-dimensional translational
movement. The error due to this complex motion can be
further compensated in the steering vector for our proposed
method, as discussed in Section III-B. As an example, the
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Fig. 10. Influence of the modified steering vectors for error
compensation on the DOA estimation. Ground-truth target positions are

indicated by the black lines.

comparison results using simulated point targets located at
10◦ and 15◦ are given in Fig. 10, with the same simula-
tion settings used for the other results in this section. The
DOA is accurately estimated as 10.2◦ and 15◦ after full
compensation with the proposed modified steering vector.
This includes the compensation of both the approximation
error due to the rounding operation in (13), and the error due
to the presence of a velocity component in the cross-forward
direction. It can also be seen that compensating for only
the former error (denoted by aea) has a larger impact than
compensating for only the latter error (denoted by aev).

When compensating for the effects of the presence of a
cross-forward velocity component, the measurement error
in the resulting phase might be significant, especially when
operating at mmWave as in automotive radar. To analyze
the impact of this velocity component and inaccuracies of
this velocity component estimation, velocity measurement
errors of different magnitudes have been considered in a
Monte Carlo simulation. Their effect on the calculation of
the time tag and subsequent compensation of the steering
vector is then checked. Specifically, 500 simulations under
SNR equal to 20 dB are performed with the radar moving at
10 m/s in the forward direction-y, and at nominal 2 m/s in the
cross-forward direction-x. The DOA MSE performance as a
function of different magnitudes of the measurement error
for the compensated velocity is compared in Fig. 11. As
expected, not compensating at all with the proposed steering
vector yields the highest MSE (plot denoted by “WC”),
whereas the ideal compensation, i.e., compensation that
has no added velocity measurement error, yields the lowest
MSE (plot denoted by “CWT”). Notably, even when there
are velocity measurement errors, there is an advantage in
applying the proposed compensation based on the modified
steering vector, as the resulting MSE is lower than the
case of not compensating at all (three plots denoted by
“CW”). This shows the advantage of applying the proposed

Fig. 11. MSE for the DOA estimation with or without compensation
based on the modified steering vector with respect to different velocity
measure errors. WC refers to the estimation without any compensation

based on the modified steering vector; CWT refers to the estimation with
compensation based on the modified steering vector but without velocity
measure errors; CW refers to the estimation with compensation based on
the modified steering vector in the presence of velocity measure errors.

Fig. 12. Extended target model of a car with 273 point scatterers.

approach, even in the presence of a measurement error that
would prevent reaching the ideal, error-free result.

B. Complex Extended Targets

To demonstrate the imaging capabilities of the proposed
method beyond ideal point targets, simulated models of
vehicles perceived as extended targets are used. Each car
model is represented by 273 point scatterers, which are
generated randomly from the edges of the car, as shown
in Fig. 12.

In this work, the amplitude of all scatterers is drawn
from the uniform distribution, αo = U (0.5, 1). According
to the Swerling model III [57], during a limited amount
of snapshots (essentially one coherent processing interval),
the amplitude can be seen as a constant. These scatterers are
also assumed to be isotropic and provide constant amplitude
and phase of the scattered field during the processing period,
as in [58]. The two cars have the same size, with width
2 m and length 4.8 m. According to the traffic rules, the
spatial separation between them is 1 m. Both cars are
located at a 20 m distance from the radar, and the angle
is approximately 0° at the broadside. Using (9), we can
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Fig. 13. Simulated performance comparison of extended targets, where
the red region is the ground truth of the vehicle. (a) Original beamscan

method. (b) IAA-APES method. (c) Proposed method with the expanded
aperture size equal to 56.

simulate the dechirped signal for the car’s scatterers, which
are essentially treated as two extended targets. The results of
the range-angle map with different DOA estimation meth-
ods are shown in Fig. 13, comparing the proposed method
with the traditional beamscan and IAA-APES. As the com-
pressed sensing-based method typically requires knowing
the Doppler information of each target a priori, it is not
suitable for our extended targets simulation. Empirically,
the capability of the proposed method to separate the two
extended targets in the angular domain can be seen.

For performance evaluation, because of the relative poor
angular resolution, the extended targets cannot be imaged
in fine details as done for Lidar or camera systems, which
invalidate the usage of performance metrics, such as branch-
ing factor, missing factor, and quality percentage [59]. It is
also not straightforward to compare the result directly with
ground truth, as done for point targets occupying only one
single range-angle cell, or in the evaluation of precise range
and Doppler estimation methods via the MSE metric [60].

For a quantitative comparison, in this work, the image
contrast metric is introduced to demonstrate the separation
ability of the proposed method. Image contrast shows the

Fig. 14. Image contrast metric as a function of different aperture sizes
formed in the proposed method (parameter Nex described in Section III).

Fig. 15. Radar with the DSP and data capturing boards for experimental
verification, where the blue arrow shows the direction of movement.

differences in the intensity of each pixel of the image,
which is used to evaluate the sidelobe suppression on SAR
images [61], [62]. Suppose that the two extended targets are
better separated because of the improved angular resolution.
In that case, the intensity values in the interval between them
will be lower, leading to an increased image contrast value.
The image contrast C is defined as

C =

√
E

{[
I2(i, j) − E

(
I2(i, j)

)]2
}

E
(
I2(i, j)

) (32)

where I2(i, j) is the pixel intensity of (i, j); E [•] is the mean
operation. The image contrast is calculated with 50 Monte
Carlo repetitions of two car models in different locations
within the radar’s view. The average results of different
scenarios from the range angle map of the cars in the scene
for different MSs formed are shown in Fig. 14. It is shown
that the higher the number of apertures formed, the higher
the value of the image contrast metric, meaning the better the
separation capability for the considered extended targets.

C. Experimental Tests and Results

The proposed approach is verified by experimental data.
The radar used is the TI IWR6843ISK radar, shown in
Fig. 15. The parameters of this radar system are shown in
Table. II. Two transmit and four receive antennas are used
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TABLE II
Radar Parameters for the Experimental

Verification

Fig. 16. Experimental scene in the MS3 group’s anechoic chamber.
(a) With two corner reflectors. (b) With a human model and a corner

reflector.

for azimuth angle estimation during the measurement, and
the spacing between adjacent receive antennas is half of the
wavelength. The radar is installed on a moving platform, and
the experimental measurement campaign was performed in
the anechoic chamber at TU Delft. The experimental scene
is shown in Fig. 16.

Because of the limitations of the moving platform in the
chamber, the radar speed is set as vy = 0.5 m/s, which meets
the condition in (29). The experimental results for the two
corner reflectors and the corresponding control experiment,
i.e., the empty chamber, are shown in Fig. 17. With 18 MSs
formed in the proposed method, the total number of virtual
apertures is equivalent to 26 channels, and the 2 targets
can be well separated and their DOA estimated at −8.9◦

and −18.5◦. The same results are also shown in Fig. 18 for
the human model and corner reflector, which provide the
estimation result as −18.9◦ and −28.9◦. The control empty
chamber line shows no significant artifacts from the method
as there are already some minor reflections in the chamber.
The control empty chamber angle responses in the two cases
are different because the background objects and absorbing
materials have been partially moved in order to move the
human model without damaging the absorbing materials.
Also, the two responses are extracted from different range
bins. As shown also in Sections IV-A and IV-B, the larger
aperture size is generated, the better angular resolution we
can have.

An experiment for the human model and corner reflector
with a cross-forward direction velocity of vx = 0.1 m/s was
also performed. After compensating the velocity with the

Fig. 17. Experimental results for two corner reflectors. (a) Range
Doppler spectrum. (b) DOA curve based on original beamscan method.
(c) DOA curve based on the proposed method with expanded aperture

size equal to 26.
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Fig. 18. Experimental results for human model and corner reflector.
(a) Range Doppler spectrum. (b) DOA curve based on original beamscan

method. (c) DOA curve based on the proposed method with expanded
aperture size equal to 26.

Fig. 19. DOA curve of the human model and corner reflector based on
the proposed method with expanded aperture size equal to 26, when the

radar is moving in both the two directions.

modified steering vector, the azimuthal profile is shown in
Fig. 19. One can observe that the proposed method can also
separate the human model and reflector successfully, given
the estimation of −18.0◦ and −26.5◦, which is the same as
the results without cross-forward movement.

V. CONCLUSION

In this article, we have proposed a high-resolution DOA
approach using MIMO azimuthal processing in combina-
tion with the vehicle motion. Azimuthal resolution im-
provement of approximately three times in comparison with
existing methods has been demonstrated. The targets can be
separated and estimated successfully with a limited amount
of snapshots, which other existing methods cannot achieve.
Considering the motion-enhanced apertures formed, the
modified steering vector is also proposed to compensate
for the approximation and the transverse velocity errors.
The limitation of applicability and tolerance to the velocity
error is also investigated.

We verified the proposed method experimentally by
performing measurements with pointlike and extended tar-
gets using a MIMO radar. A good agreement between the
simulation and experimental results is demonstrated. It is
worth noting that the proposed approach does not need
any prior information about the environment, the number
of targets, or their approximate position. The proposed
approach is easy to apply in automotive applications due to
its low computational time, and it has excellent robustness
in varying scenarios.
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