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As far as the laws of mathematics refer to reality,
they are not certain;

and as far as they are certain,
they do not refer to reality.

Albert Einstein
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SUMMARY

This thesis presents a doctoral research where statistical concepts and techniques are
applied to problems at the interface of marine and atmospheric processes. The research
was conducted at the Statistics group of the Delft Institute of Applied Mathematics (TU
Delft) and the Marine and Coastal unit of Deltares. The main objective of the work is to
provide statistical tools to understand multi-dimensional climate and marine environ-
mental datasets, as well as to offer ways for quantifying the uncertainties in the coastal
ecological response that are driven by the climatic variation. Statistical quantification of
uncertainties in data, models and predictions is therefore the central topic of the thesis.

The research is built on open source data (in-situ and satellite measured as well as
numerically modelled) from the Copernicus Marine Environment Monitoring Service,
the Dutch Directorate-General for Public Works and Water Management (Rijkswater-
staat), the Royal Netherlands Meteorological Institute, and the Euro-CORDEX regional
climate modelling experiment. It also uses the open source numerical modelling soft-
ware Delft3D from Deltares. All other statistical models and algorithms developed dur-
ing the research are published and available open source.

The thesis starts by demonstrating the value of probabilistic predictions and uncer-
tainty quantification for coastal ecosystems. That is done by constructing an ensemble
modelling framework where certain chosen numerical model inputs and model process
parameters are perturbed, to which the simulated coastal chlorophyll-a concentration
is sensitive. The model perturbation was implemented using Latin Hypercube Sampling
with Dependence (LHSD), and more than 150 ensemble members were produced using
the Delft3D model. This ensemble prediction system is then compared to the deter-
ministic model setup. A range of verification metrics that describe the goodness-of-fit,
accuracy, reliability, and discrimination properties of both modelling experiments were
computed. Apart from the verification metrics, the value of probabilistic predictions
was also showcased by evaluating the benefit of having temporal and spatial estimates
of uncertainty by producing ensemble band, predictive uncertainty intervals and stan-
dard deviations maps.

In Chapter 3 of the thesis, we work towards the quantification of climate change in-
duced uncertainties in coastal phytoplankton response. The first necessary step is a
comprehensive data exploration and dimension reduction, which also provides a sta-
tistical underpinning of atmospheric variable selection for the climate impact studies
conducted later in the thesis. Here a range of existing dimension reduction techniques
are described and applied to seven atmospheric variables (air temperature, solar radi-
ation, eastward wind, northward wind, air pressure, relative humidity, and total cloud
cover) and the chlorophyll-a data at hand. These techniques are applied in a structured
way to include spatial and temporal correlation, as well as functional features in the
multi-dimensional data. The applied methods include Principal Component Analysis
(PCA), Principal Component Regression (PCR), Partial Least Squares (PLS) Regression,
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multi-way models (PARAFAC, Tucker and N-PLS), Dynamic Factor Analysis (DFA), and
Functional PCA. Room for dimension reduction in the atmospheric data was identified,
underlying temporal patterns in the chlorophyll-a signal at different locations were re-
vealed, structural similarities (characterized by a mean function and functional varia-
tion) in the Euro-CORDEX climate projections were found, and the most influential at-
mospheric variables (solar radiation and air temperature) were chosen.

Building on these findings, we propose a way to quantify uncertainties in the climate
scenarios that are used for the climate impact studies. The basis of this research step
is the development of a stochastic climate generator, which is first tested on the solar
radiation variable. This climate generator takes the existing Euro-CORDEX scenarios (a
combination of Representative Concentration Pathways and Generic Circulation Model
forcings) and enriches them by generating numerous new synthetic scenarios around
them. These new generated scenarios are representative of the original ones due to the
way the stochastic climate generator is constructed. The basis of the climate generator is
a Bayesian multi-layered (hierarchical) model. In this model there are model parameters
representing variation in the long term trend, seasonal amplitude, time shift, and addi-
tive residual. The generator estimates the distribution of each model parameter with
Bayesian inference, and using data from all scenarios. Then, when sampling from the
parameter distributions, numerous climate trajectories can be constructed. The climate
generator is successfully tested on the solar radiation variable and the generated syn-
thetic radiation projections are used in a demonstration study where uncertainties are
further propagated to chlorophyll-a concentrations using the Delft3D numerical model.

In the final research step of the thesis, this Bayesian stochastic generator is extended
to air temperature. This way we have numerous (> 100) radiation and temperature pro-
jections available to propagate climate induced uncertainties to coastal chlorophyll-a
response once again, this time covering the entire 21st century. In order to translate the
climate signal into chlorophyll-a response, we make use of a Bayesian structural time
series model. This model follows a piecewise linear trend and continues to repeat its
multi-seasonal behavior, learnt from the past data, and most importantly also includes
linear effects of the two climate variables. For the training of this time series model, we
construct a historical chlorophyll-a signal by fusing in-situ and satellite measurements.
This fused signal helps us to take advantage of the more frequent satellite measurements
while correcting them with the more accurate in-situ measurements that are also avail-
able for a longer historical period. The Bayesian structural time series model is then
trained on the fused chlorophyll-a signal and used for long term projection, taking the
generated radiation and temperature scenarios as regressors. Since our main interest is
the phytoplankton spring bloom dynamics, as a last step we extract yearly spring bloom
cardinal dates (beginning, peak, end) from the long-term chlorophyll-a projections us-
ing a non-parametric shape constrained method (log-concave regression). The final re-
sult is therefore the estimation of climate change induced uncertainty in the coastal phy-
toplankton spring bloom dynamics.



SAMENVATTING

Dit proefschrift presenteert een promotieonderzoek waarin statistische concepten en
technieken worden toegepast op problemen op het grensvlak van marine en atmosferi-
sche processen. Het onderzoek is uitgevoerd bij de sectie Statistiek van het Delft Institute
of Applied Mathematics (TU Delft) en de unit Marine en Kustsystemen van Deltares. Het
hoofddoel van het werk is om statistische hulpmiddelen te bieden om multidimensio-
nale klimaat- en marine milieudatasets te begrijpen, en om manieren te bieden voor het
kwantificeren van de onzekerheden in de ecologische respons die worden aangedreven
door de klimaatvariatie. Het statistisch kwantificeren van onzekerheden in data, model-
len en voorspellingen is daarom het centrale onderwerp van het proefschrift.

Het onderzoek is gebaseerd op open source data (in-situ en satelliet gemeten en
numeriek gemodelleerd) van de Copernicus Marine Environment Monitoring Service,
Rijkswaterstaat, het Koninklijk Nederlands Meteorologisch Instituut, en het Euro-CORDEX
regionale klimaatmodelleringsexperiment. Het maakt ook gebruik van de open source
numerieke modelleringssoftware Delft3D van Deltares. Alle andere statistische model-
len en algoritmen die tijdens het onderzoek zijn ontwikkeld, zijn gepubliceerd en open
source beschikbaar.

Het proefschrift begint met het aantonen van de waarde van probabilistische voor-
spellingen en onzekerheidskwantificering voor kustecosystemen. Dat wordt gedaan door
een ensemble-modelleringskader te construeren waarin bepaalde gekozen numerieke
modelinvoer en modelprocesparameters worden verstoord, waarvoor de gesimuleerde
chlorofyl-a-concentratie aan de kust gevoelig is. De modelverstoring is geïmplemen-
teerd met behulp van Latin Hypercube Sampling with Dependence (LHSD), en meer
dan 150 ensembleleden werden geproduceerd met behulp van het Delft3D-model. Dit
ensemble-voorspellingssysteem wordt vervolgens vergeleken met de deterministische
modelopstelling. Een reeks verificatiestatistieken die de goodness-of-fit, nauwkeurig-
heid, betrouwbaarheid en discriminatie-eigenschappen van beide modelleringsexperi-
menten beschrijven, werden berekend. Afgezien van de verificatiestatistieken, werd de
waarde van probabilistische voorspellingen ook aangetoond door het voordeel te eva-
lueren van het hebben van temporele en ruimtelijke schattingen van onzekerheid door
kaarten te produceren, ensembleband, voorspellende onzekerheidsintervallen en stan-
daarddeviaties.

In hoofdstuk 3 gaat het over de kwantificering van door klimaatverandering veroor-
zaakte onzekerheden in de respons van kustfytoplankton. De eerste noodzakelijke stap
is een uitgebreide gegevensverkenning en dimensiereductie, die ook een statistische on-
derbouwing biedt van de selectie van atmosferische variabelen voor de klimaatimpact-
studies die later in het proefschrift worden uitgevoerd. Hier wordt een reeks bestaande
dimensiereductietechnieken beschreven en toegepast op zeven atmosferische variabe-
len (luchttemperatuur, zonnestraling, oostelijke wind, noordelijke wind, luchtdruk, re-
latieve vochtigheid en totale bewolking) en de beschikbare chlorofyl-a-gegevens. Deze
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technieken worden op een gestructureerde manier toegepast om zowel ruimtelijke en
temporele correlatie als functionele kenmerken in de multidimensionale gegevens op te
nemen. De toegepaste methoden omvatten Principal Component Analysis (PCA), Prin-
cipal Component Regression (PCR), Partial Least Square (PLS) Regression, multi-way
modellen (PARAFAC, Tucker en N-PLS), Dynamic Factor Analysis (DFA) en Functional
PCA. Mogelijkheden tot dimensiereductie in de atmosferische data werden geïdentifi-
ceerd, onderliggende temporele patronen in het chlorofyl-a signaal op verschillende lo-
caties werden onthuld, structurele overeenkomsten (gekenmerkt door een gemiddelde
functie en functionele variatie) in de klimaatprojecties (Euro-CORDEX) werden gevon-
den, en de meest invloedrijke atmosferische variabelen (zonnestraling en luchttempe-
ratuur) werden gekozen.

Voortbouwend op deze bevindingen wordt een manier voorgesteld om onzekerhe-
den te kwantificeren in de klimaatscenario’s die worden gebruikt voor de klimaatim-
pactstudies. De basis van deze onderzoeksstap is de ontwikkeling van een stochastische
klimaatgenerator, die eerst wordt getest op de variabele zonnestraling. Deze klimaatge-
nerator neemt de bestaande Euro-CORDEX-scenario’s (een combinatie van Represen-
tatieve Concentratieroutes en Generic Circulation Model-forceringen) en verrijkt deze
door talloze nieuwe synthetische scenario’s eromheen te genereren. Deze nieuw gege-
nereerde scenario’s zijn representatief voor de originele vanwege de manier waarop de
stochastische klimaatgenerator is geconstrueerd. De basis van de klimaatgenerator is
een Bayesiaans hiërarchisch model. In dit model zijn er modelparameters die variatie in
de langetermijntrend, seizoensamplitude, tijdverschuiving en additief residu vertegen-
woordigen. De generator schat de verdeling van elke modelparameter via een Bayesi-
aanse aanpak en gebruikt gegevens uit alle scenario’s. Vervolgens kunnen bij het nemen
van steekproeven uit de parameterverdelingen talrijke klimaattrajecten worden gecon-
strueerd. De klimaatgenerator is met succes getest op de zonnestralingsvariabele en de
gegenereerde synthetische stralingsprojecties worden gebruikt in een demonstratiestu-
die waar onzekerheden verder worden gepropageerd naar chlorofyl-a-concentraties met
behulp van het Delft3D-numerieke model.

In het laatste hoofdstuk wordt deze Bayesiaanse stochastische generator uitgebreid
tot luchttemperatuur. Op deze manier hebben we tal van (> 100) stralings- en tempe-
ratuurprojecties beschikbaar om klimaatgeïnduceerde onzekerheden voor chlorofyl aan
de kust te verspreiden - een projectie die deze keer de hele 21st eeuw beslaat. Om het kli-
maatsignaal te vertalen naar chlorofyl-a-respons, maken we gebruik van een Bayesiaans
structureel tijdreeksmodel. Dit model volgt een stuksgewijs lineaire trend en blijft zijn
seizoensgedrag herhalen, geleerd van de gegevens uit het verleden, en het belangrijkste
is dat het ook lineaire effecten van de twee klimaatvariabelen omvat. Voor de training
van dit tijdreeksmodel construeren we een historisch chlorofyl-a-signaal door in-situ-
en satellietmetingen te fuseren. Dit gefuseerde signaal helpt ons om te profiteren van
de frequentere satellietmetingen en deze te corrigeren met de meer nauwkeurige in-situ
metingen die ook beschikbaar zijn voor een langere historische periode. Het Bayesi-
aanse structurele tijdreeksmodel wordt vervolgens getraind op het gefuseerde chlorofyl-
a-signaal en gebruikt voor langetermijnprojectie, waarbij de gegenereerde stralings- en
temperatuurscenario’s als regressoren worden genomen. Aangezien de belangrijkste in-
teresse de dynamiek van de lentebloei van fytoplankton is, extraheren we als laatste stap
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de zogenaamde kardinale data van de lentebloei (begin, piek, einde) uit de langeter-
mijn chlorofyl-a-projecties met behulp van een niet-parametrische vormgelimiteerde
methode (log-concave regressie). Het uiteindelijke resultaat is daarom de schatting van
de door klimaatverandering veroorzaakte onzekerheid in de dynamiek van de voorjaars-
bloei van fytoplankton langs de kust.





1
INTRODUCTION

1



1

2 1. INTRODUCTION

Predicting coastal ecosystem state, and specifically phytoplankton biomass that is
approximated by chlorophyll-a concentration, is essential in keeping coastal ecosystems
healthy and safeguarding their benefits to human societies. On the one hand, phyto-
plankton and their seasonally occurring blooms are vital to marine ecosystems as they
are a major source of energy input for higher trophic levels, providing approximately half
of the global primary productivity [70]. On the other hand, phytoplankton blooms may
also be harmful and cause mortality of other marine organisms (eutrophication). In ad-
dition to the ecosystem impacts, the socio-economic consequences of phytoplankton
blooms are also important. They may pose human health issues and affect coastal activ-
ities, including fisheries, aquacultures, tourism, and ports [50]. Consequently, accurate
and reliable chlorophyll-a concentration prediction is required for both ecosystem and
economic benefits.

Changing climatic conditions only add to the complexity of predicting phytoplank-
ton biomass, especially in the long run. It is known that long term climate impacts on
phytoplankton are manifested as shifts in seasonal dynamics, species composition, and
population size structure [217]. However, as the direct and indirect impacts of chang-
ing climatic conditions on phytoplankton are not fully understood, their deterministic
prediction with process based models remains difficult. For this reason, the scientific
community needs ways to quantify these climate change induced uncertainties to bet-
ter understand and anticipate the variability in ecosystem response. The present thesis
addresses this scientific need by offering a range of statistical tools (together with appli-
cations) for the quantification of climate change induced uncertainties in phytoplankton
biomass.

1.1. UNCERTAINTY AS AN INHERENT COMPONENT OF FUTURE

PREDICTIONS
Identifying, quantifying and reducing uncertainty is a crucial issue in any modelling ap-
plication. The ramifications of uncertainty yield significant impacts on ecosystem re-
sponse estimates, and therefore uncertainty is relevant to the concept of environmen-
tal impact studies. Consequently, the acknowledgement, quantification, and the sub-
sequent management of uncertainty will influence the optimal decision pathways. Ra-
tional decision making therefore requires the quantification of the uncertainty attached
to the predicted variable of interest. With this in mind, we must also accept that uncer-
tainty in prediction of future events persists and it cannot be eliminated, only quantified
and possibly reduced (with better model formulations and increased spatio-temporal
resolutions). This thesis aims to contribute to the scientific community by proposing
statistical techniques to quantify climate change induced uncertainties for the future
coastal ecosystem state.

According to Krzysztofowicz [120], “uncertainty about future events is the reason for
forecasting”, indicating that a forecast has to provide an estimate of the uncertain fu-
ture event and that forecasting will always come with uncertainties. This statement is
even more important if we consider long-term predictions simulating climate impacts.
Ideally, uncertainty quantification techniques characterize the predictive distribution of
our variable of interest. Todini [199] also suggested that the ultimate goal in uncertainty
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quantification is the description of the uncertainty of the predicted value (predictive un-
certainty), rather than the uncertainty of the prediction model (model uncertainty). This
brings us to the question: Where do the uncertainties originate from? What uncertain-
ties can and should be quantified?

In order to answer these questions first one has to study the uncertainty sources,
even though from the decision makers’ point of view uncertainty can simply be defined
as the lack of knowledge, irrespective to the cause of this deficiency [166]. From the
mathematical point of view, however, we must understand those causes of deficiencies.
Diving into the process of mathematical modelling, we will soon recognize that plenty
of assumptions and compromises need to be made so that we can arrive at a reason-
able (and hopefully optimal) representation of real physical processes. Walking through
the steps we need to make to arrive at predictions we recognize that the sources of un-
certainty may be numerous. The uncertainty could originate from inadequate informa-
tion on the physics, incorrect assumptions, or simply from the variability of natural pro-
cesses, to name a few. When looking at the literature related to uncertainty estimation in
the domain of water management and environmental modelling, various classifications
can be found [167, 166, 134, 205]. Here a more generic classification of uncertainties is
presented following a classification proposed by Loucks and van Beek [134]. This classi-
fication discerns three types of uncertainties: natural variability, knowledge uncertainty
and decision uncertainty, as depicted in Figure 1.1. A short description of these uncer-
tainty types is given below in order to aid the understanding of the scope, focus, and
limitations of this research.

Natural variability

Natural variability refers to the variability in physical processes, such as meteorological
and environmental processes. These stochastic processes have temporal and/or spatial
variability. Natural variability is usually quantified through performing statistical assess-
ment of historical data but the question remains whether the statistics of the historical
data will accurately represent the future, especially including the impact of long term
processes such as climate change. Because of this, natural variability is one of the hard-
est sources of uncertainty to be dealt with. This source of uncertainty cannot be reduced
by developing more sophisticated models, performing more calibration or increasing
the temporal and/or spatial model resolution. It will persist regardless of the improve-
ments in our prediction model. In this thesis we address the temporal (natural) vari-
ability in stochastic processes at hand (atmospheric processes and marine water qual-
ity) by considering temporal variability (seasonal shifts) in climate scenarios and in the
chlorophyll-a concentration signal. These identified temporal features have been used
to construct new synthetic climate trajectories in the stochastic climate generator (see
Chapter 4), which can reproduce the observed variability in this way. Moreover the vari-
ation in chlorophyll-a concentration seasonality, as proxy for phytoplankton phenology,
is addressed in Chapter 5.

Knowledge uncertainty

Another type of uncertainty is knowledge uncertainty. The name originates from the fact
that our knowledge of the physical processes, and how mathematical tools approximate
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Figure 1.1: Classification of uncertainty sources (adapted from [134]). Uncertainty sources addressed in this
thesis are highlighted.

these are uncertain. The author believes that the quote from Einstein at the beginning
of this thesis refers to knowledge uncertainty. Knowledge uncertainty is the most re-
searched source of uncertainty and most mathematicians or numerical modellers focus
on this aspect. Probably, due to the fact that we have the biggest chance to properly
quantify and reduce this type of uncertainty. One part of the knowledge uncertainty
is caused by our imperfect knowledge of the input data, boundary conditions and/or
model parameters (parameter uncertainty). The other part of the knowledge uncertainty
results from our imperfect knowledge on system functions and processes, which in turn
causes an imperfect representation of the real world. Since complex systems have to be
simplified to a certain degree, this simplification introduces model structural errors. In
addition, the choice of numerical methods and numerical schemes can determine the
computational errors (e.g. truncation error) of the model. When addressing model re-
lated uncertainties, it is likely that increasing the model complexity would reduce the
model uncertainty but it could also raise the number of possible error sources and pa-
rameter uncertainties. This trade-off should always be considered when seeking for an
optimal model formulation.

This thesis primarily deals with knowledge uncertainties where statistical quantifi-
cation is the most helpful. More specifically, the focus is on the input data and model
parameter uncertainties. Climate impact studies, such as the ones in this thesis (Chap-
ter 4 and 5), rely on climate inputs that are driving the ecological processes. Climate
input uncertainties are identified in Chapter 3 and addressed through the stochastic cli-
mate generator in Chapter 4. Moreover parameter uncertainties in the proposed statis-
tical models are considered by applying Bayesian models, which result in distributions
of the inferred model parameters. Uncertainties in the model process parameters of the
numerical model Deltf3D-WAQ have also been considered by perturbing their values
and producing ensemble simulations in Chapter 2. In Chapter 2 other input data uncer-
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tainties are also considered, namely the suspended particular matter field and the river
discharges and nutrient loads. By quantifying the above mentioned uncertainty sources
we are able to derive predictive uncertainties in the modelled quantities, chlorophyll-a
concentration and phytoplankton spring bloom cardinal dates.

The atmospheric and environmental measurements (in-situ and satellite observed)
used in this thesis are themselves subject to error. This error can be simply described as
the difference between the theoretical true value and the measured value. The measure-
ment errors can be classified as random or systematic, where a random error is com-
monly known as noise and systematic error is called bias. The measurement uncertainty
describes the magnitude of the error and characterizes the distribution of error. There-
fore, an estimate of measurement uncertainty is necessary to appropriately use the in-
formation conveyed by the measurements. In this thesis measurement errors and mea-
surement uncertainties are considered in two ways. Firstly, systematic errors of the cli-
mate scenarios are corrected by applying quantile mapping bias corrections. Secondly,
uncertainties in the satellite measured chlorophyll-a concentrations were addressed by
fusing them with in-situ measurements and thus creating a reconstructed chlorophyll-a
signal.

Decision uncertainty

The last group of uncertainty sources in this classification is the decision uncertainty.
This group refers to the uncertainty sources that are not related to the variability of na-
ture, the modeller (imperfect knowledge) or the model (imperfect model), still they in-
fluence the decisions made based on them. Instead, decision uncertainty is an acknowl-
edgement that the interpretation of forecasts is subjective, moreover that future deci-
sions, objectives and preferences of individuals and organizations are unpredictable,
since these are dynamically evolving. Consequently, our predictions (and in general the
supplied scientific evidence) will most likely not result in the same decisions at all times.
In Chapter 2 we use probabilistic performance metrics that require a certain exceedance
probability as threshold, which must be chosen by decision makers. In that context the
scientific background, risk taker or avoiding behaviour will influence how the provided
probabilistic prediction turns into decisions. Although it is a very interesting branch of
science, dealing with decision uncertainty is out of the scope of this thesis.

1.2. OBJECTIVES AND OUTLINE
After placing this work in the larger context of dealing with uncertainty sources, the re-
search objectives and the outline are presented in brief.

The aim of the thesis is to understand the available multi-sourced and multi-
dimensional climate and environmental datasets, connect the atmospheric and the
ecological realms in the context of coastal water quality, and offer ways for quantifying
the uncertainties in the ecological response that are driven by the climatic variation.

The emphasis is placed on the quantification of uncertainty using statistical techniques,
rather than on the accurate portrayal of ecological implications of climate change. This
main objective can be broken down into four sub-objectives according to the main chap-
ters of the thesis.
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1. Objective 1: Showcase that predictive uncertainty estimates on water quality in-
dicators are beneficial for expressing confidence in the simulated environmental
changes and that probabilistic predictions are more informative than determinis-
tic predictions (Chapter 2)

2. Objective 2: Provide a statistical underpinning of climate variables selection for
coastal ecological impact studies (Chapter 3)

3. Objective 3: Propose a way for enriching existing climate scenarios whose outputs
can be used for probabilistic climate impact studies (Chapter 4)

4. Objective 4: Quantify climate change induced uncertainties in coastal phytoplank-
ton spring bloom dynamics (Chapter 5)

The conceptual flow of the thesis and the connections between the chapters are depicted
in Figure 1.2. First of all, the datasets (indicated as grey boxes) that serve as the basis for
this research should be mentioned. From the atmospheric side, the applied data sources
cover the same atmospheric variables (air temperature, solar radiation, eastward wind,
northward wind, air pressure, relative humidity, and total cloud cover) but originate from
various sources and cover different time intervals:

• short term (a single year) outputs of a numerical weather prediction model, that is
used to drive the physical model simulating water quality processes;

• long-term climate change data covering the entire 21st century produced by a re-
gional climate modelling experiment;

• measured solar radiation and air temperature data from ground stations (in-situ)
available for the historical period (from 1970s until today).

From the environmental side, chlorophyll-a concentrations are obtained from:

• a physical model simulating water quality processes in short term (a single year),

• satellite observations for a shorter historical period (from end of 1990s until to-
day),

• in-situ observations for the historical period (from 1970s until today).

Again, these three types of chlorophyll-a data cover different time intervals and have
varying temporal resolutions (from 6-hourly to monthly). This multitude of atmospheric
and environmental data is used for different purposes along the thesis to train and vali-
date the applied techniques.

In the first step motivation is provided for the rest of the thesis by showcasing the po-
tential of adding predictive uncertainties to ecological model outputs and by concluding
that atmospheric uncertainties should also be considered. Then coastal environmen-
tal and atmospheric data reduction takes place in support of the subsequent ecological
impact studies. These findings guide the formulation of a stochastic generator that is
aimed at enriching the existing eight Euro-CORDEX climate scenarios. The stochastic
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generator is first introduced for solar radiation but later extended to air temperature.
Finally, the generated synthetic climate projections of both solar radiation and air tem-
perature are used to simulate long-term chlorophyll-a concentrations with a statistical
model (Bayesian structural time series model), and cardinal dates (beginning, peak, end)
of the phytoplankton spring bloom dynamics are extracted. The final output is therefore
the quantified uncertainty around the spring bloom dynamics (beginning, peak, end)
and spring bloom peak magnitude by the end of the century.

The dissertation outline and the description of each chapter can be found below:

Chapter 2 - The value of probabilistic predictions for coastal ecosystems

This chapter describes the benefits of probabilistic prediction of chlorophyll-a concen-
trations over deterministic prediction. It therefore gives a practical motivation why we
should consider uncertainty quantification in environmental systems. In this chapter
an input ensemble is generated from perturbed water quality model process parame-
ters and external forcings and the simulation is performed with a numerical model from
Deltares. The advantage of ensemble prediction over a deterministic forecast is assessed
using several forecast verification metrics that can describe the forecast accuracy, relia-
bility and discrimination.

Chapter 3 - Statistical underpinning of atmospheric variables selection

This chapter provides climate variable selection for predicting coastal chlorophyll-a con-
centrations. The outcome of this selection is the choice of two variables, solar radiation
and air temperature, to study the long term changes and uncertainties in coastal eco-
logical response. The chapter introduces and applies a selection of dimension reduction
models for discrete data: Principal Component Analysis (PCA), Principal Component
Regression (PCR), Partial Least Squares (PLS) Regression, multi-way PLS, Dynamic Fac-
tor Analysis (DFA), and for functional data: Functional PCA. These methods are applied
to seven atmospheric variables and chlorophyll-a data. The dimension reduction meth-
ods are then compared and findings are presented on underlying latent factors, similar-
ities between Euro-CORDEX climate change scenarios, and the most influential climate
variables driving changes in chlorophyll-a concentrations.

Chapter 4 - Bayesian stochastic climate generator

This chapter focuses on the most influential climate variable (solar radiation), selected
in the previous chapter, and explains how to generate additional climate scenarios (en-
riching the existing Euro-CORDEX scenarios) for the 21st century to guarantee a bet-
ter characterization of climate change induced uncertainties. A description is given on
the stochastic climate generator methodology, which uses the EURO-CORDEX climate
change projections as input and produces new synthetic scenarios as output. A proba-
bilistic simulation (using a numerical water quality model) is executed to showcase the
advantages of taking the generated synthetic climate data as model input and deriving
the predictive uncertainties of the chlorophyll-a signal.
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Figure 1.2: Thesis structure and connections between chapters. Grey boxes represent the datasets. Colored
boxes represent methodological steps within the thesis chapters.
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Chapter 5 - Climate Change Induced Trends and Uncertainties in Phytoplankton Spring
Bloom Dynamics

The last methodological chapter builds upon the generated radiation and temperature
scenarios, produced in Chapter 4. This chapter projects trends and most importantly
uncertainty estimates of coastal phytoplankton spring bloom dynamics for the 21st cen-
tury. The three main methodological steps to achieve this goal include (1) developing a
data fusion model to interlace coastal in-situ measurements and satellite chlorophyll-a
observations into a single long-term (>40 years) signal; (2) applying a Bayesian structural
time series forecasting model to produce long-term prediction of chlorophyll-a concen-
trations; and (3) developing a feature extraction method to derive the cardinal dates (be-
ginning, peak, end) of the spring bloom to track the historical and the projected evolu-
tion of its dynamics.

Chapter 6 - Conclusions and discussion

This final chapter summarizes the research findings of all chapters, and overarching con-
clusions are drawn that lead to final statements on research objectives. Limitations are
highlighted and recommendations for improvements are formulated incorporating the
experience gained through the completion of the research.





2
THE VALUE OF PROBABILISTIC

PREDICTIONS FOR COASTAL

ECOSYSTEMS

Prediction systems, such as the coastal ecosystem models, often incorporate complex non-
linear ecological processes. There is an increasing interest in the use of probabilistic pre-
dictions instead of deterministic predictions in cases where the inherent uncertainties in
the prediction system are important. The primary goal of this chapter is to showcase an
ensemble prediction system for the simulation of chlorophyll-a concentration in coastal
waters, using the Generic Ecological Model (GEM). The input ensemble is generated from
perturbed model process parameters and external forcings through Latin Hypercube Sam-
pling with Dependence (LHSD). The performance of the ensemble prediction is assessed
using several verification metrics that can describe the prediction accuracy, reliability and
discrimination. The verification is performed against in-situ measurements and remote
sensing data. The ensemble prediction moderately out-performs the deterministic pre-
diction in the coastal waters. Using probabilistic simulations and quantifying predictive
uncertainties is therefore valuable for an enhanced description of coastal ecosystem state.

Parts of this chapter have been published in Journal of Hydroinformatics 20, 4 (2018) [147]
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2.1. INTRODUCTION
Water quality is a crucial factor for both coastal ecosystems and human societies. Phy-
toplankton blooms in the North Sea may cause mortality of mussels and other benthic
organisms. Furthermore, fisheries and aquacultures are influenced by the algal primary
production since it is the base of the food web. Consequently, accurate real-time phy-
toplankton concentration prediction is required for ecosystem and economic benefits.
The timely information about water quality allows for early warning and adequate re-
sponse such as mitigation measures and targeted monitoring.

Existing hybrid ecosystem models are powerful tools for modelling water quality;
however, their reliability highly depends on the uncertainty stemming from different
sources. Uncertainty originating from external forcings is further propagated and com-
plicated by the non-linear ecological processes, with numerous intercorrelated parame-
ters incorporated in the water quality model. Considering the high level of uncertainty
in the coastal water quality forecasting process, it is assumed that a single-valued de-
terministic forecast may not be sufficiently reliable for decision making. Thus, a strong
need arises for an ensemble forecasting system that could potentially account for the
uncertainty associated with the driving forces, the model simplifications or the parame-
terization. Ensemble forecasting of water quality might require considerably more effort
than the deterministic approach, though in return gives added value to the forecast. De-
terministic forecasts only provide a point estimate, whereas probabilistic forecasts de-
termine the probability density function of the predictand. By performing a statistical
analysis of the acquired probability density function various measures can be derived
such as the mean and standard deviation of the model output distribution, or the like-
lihood of a specific output value. Through these measures the uncertainty in the model
output can be quantified, which serves decision support functions.

The application of ensemble prediction systems is well-known in various fields, es-
pecially in numerical weather prediction, yet few examples [69, 201, 103] show their ap-
plicability in water quality forecasting. A recent study by [4] investigated the possibil-
ity to develop a water quality forecasting system for riverine ecosystems with ensem-
ble streamflow prediction method. In that study a historical rainfall and temperature
ensemble was applied as a forcing condition in order to produce a probabilistic water
quality prediction. Based on those findings it can be concluded that implementing an
ensemble system for water quality forecasts by addressing the uncertainty in the input
variables is advantageous. Another research in ensemble forecast accuracy in the south-
ern North Sea was conducted by [99]. The ensemble forecasting system was set up using
perturbed meteorological forcings and the Delft3D-FLOW model. Despite expectations,
the results showed that the impact of the meteorological ensemble input is not suffi-
cient to estimate the total uncertainty in the forecasted parameters (salinity and tem-
perature). In order to complement those findings this paper suggests the application of
an extended input ensemble with the aim to provide further uncertainty estimates.

This paper aims to set up the framework for an operational water quality ensemble
forecasting system, even though the proposed method is only applied in a hindcasting
case study and further steps are required to reach the operational stage. The model out-
put of interest is the chlorophyll-a concentration which is a commonly used indicator
for water quality. The simulation is carried out using the Delft3D-WAQ software package,
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more specifically using its sub-component the Generic Ecological Model (GEM) with the
advance algal speciation module-BLOOM.

The chapter starts with a description of GEM, its application to the North Sea, and
the different data sources used for the forecast verification. The research methodology
is presented in the following sections including the significant parameter selection, the
Latin Hypercube Sampling with Dependence (LHSD) steps, and the applied forecast ver-
ification method. The performance analysis of the ensemble forecasting system applied
to the southern North Sea is given together with the validation and spatial results. The
conclusions and recommendations for further research are presented in the final section
of the paper.

2.2. MODELLING INSTRUMENT
The modelling instrument is a comprehensive hybrid ecological model combining a
three dimensional hydrodynamic model (Delft3D-FLOW) and the GEM biogeochem-
ical model. The GEM model includes an array of modules reproducing water qual-
ity processes that are then combined with the transport model. Most importantly, the
model computes primary production and chlorophyll-a concentration while integrat-
ing dynamic process modules for dissolved oxygen and nutrient concentration calcu-
lation. Furthermore, the GEM model includes a phytoplankton module (BLOOM) that
simulates the growth, respiration and mortality of phytoplankton. Using this module the
species competition and their adaptation to limiting nutrients or light can be simulated.
The model offers flexibility in the processes selection and provides general applicability
in diverse case studies [30]. In recent years GEM has already been applied to the south-
ern North Sea. A three dimensional GEM application was presented by [133], while a two
dimensional application was done by Salacinska et al. (2010).

Model calibration and validation of the 3 dimensional GEM model for the southern
North Sea was done in previous studies by [133] using in-situ dataset for the year 1989, in
[113] for the year 2007, and in [14] for years 2009-2010 also using the in-situ dataset. In
general, all the reports mention acceptable chlorophyll-a prediction accuracy, however,
the results are not homogeneous across the stations and highly dependent on proper
description of the Suspended Particulate Matter field. Furthermore, it should be noted
that in the Dutch coastal zone, the observed gradients of algal biomass are very steep and
there is considerable natural variability in the chlorophyll-a concentration. The peak
spring bloom could be shifted ±1 month and its magnitude could vary ±80% [113].

Transport of substances

The core of the water quality model is a mass balance for the simulated state variables
necessary to describe the problem at hand. This mass balance is described by the advection-
dispersion equation (three dimensional case), see Eq. (2.1). The equation is solved by the
hydrodynamic model (Delft3D-FLOW), where a broad selection of numerical schemes
is available to compute the transport part of the equation. The selection of numerical
solutions helps to cope with the 1D/2D/3D model discretization and even complex, ir-
regular geometries for both steady and unsteady cases. This advection-dispersion equa-
tion is responsible for the change in concentration of the substances in time due to the
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advective transport (transport of substances via the fluid movement) and the diffusive
and/or dispersive transport (spreading of mass from highly concentrated areas to less
concentrated areas), along with the sources and sinks (direct inputs (discharges and
waste loads), and/or mortality (for bacteria), decay, sedimentation (for solid particles)):
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where C is the concentration of the state variables [g m−3]; u, v , w are velocity vec-
tor components [ms−1]; Dx ,D y ,Dz are dispersion tensor components [m2s−1]; x, y, z
are coordinates [m]; S is the source and sink term of mass due to loads and bound-
aries; P is the source and sink term of mass due to processes; and t is time [s]. In the
equation δC
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the diffusive and/or dispersive transport.

Ecological processes

The concentrations of 30 state variables including algae concentrations, nutrients, and
salinity are calculated through various ecological processes. The most important pro-
cesses are related to nutrient cycles, oxygen dynamics, energy availability and phyto-
plankton processes. The GEM ecological processes are considered to be moderately
complex by [133] based on the fact that GEM excludes microbial loop, explicit grazing
and higher trophic levels; also the benthic processes are relatively simple. On the other
hand, full nutrient cycles and complex phytoplankton kinetics were implemented. Fig-
ure 2.1 contains the schematic overview of all possible variables and processes in the
GEM model. The reader may refer to Blauw et al. (2009) and [133] for further description
of the ecological processes.

GEM makes use of more than 400 parameters for the processes calculations. These
parameters are related to algae’s characteristics such as nutrient-to-carbon ratios and
growth rates. Some describe light availability through extinction coefficients and settling
velocities and others are connected to the nutrient cycles. GEM is part of an integrated
modelling system which contains separate modules for hydrodynamics, waves and sed-
iment transport calculation. The water quality simulation therefore requires external
forcings such as meteorological conditions, hydrodynamics, Suspended Particulate Mat-
ter (SPM) concentration field as well as nutrient loadings from atmospheric deposition
and riverine loads.

Spatial discretization

The domain decomposition of the Southern North Sea is a three dimensional curvilinear
grid with finer resolution along the coast as shown in Figure 2.2. The grid contains 12
sigma layers with unequal thicknesses (see Table 2.1). The distribution of the layers was
designed to provide higher resolution on the top and the bottom of the water column
to enable more accurate suspended matter calculation for light attenuation on the top
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Figure 2.1: State variables and processes in GEM. State variables in grey and processes indicated by dashed
lines have not been included in the North Sea modelling applications. Source: [133].

Table 2.1: Relative thickness of the sigma layers in the three dimensional grid

and more detailed resuspension calculation near the bed. The resolution of the coarse
segments varies from 6-by-5 km to 20-by-30 km and the resolution of the fine grid ranges
from 1-by-2 km to 2.5-by-3 km.

2.3. DATA SOURCES
In order to validate the water quality model in this paper three types of data sources
are used: a set of historical surface in-situ measurements, and remote sensing images
together with their gap-filled reconstruction (see Figure 2.3). Fifteen stations were se-
lected with available chlorophyll-a in-situ measurements for the given years 2007 and
2009 in the focus area provided by Rijkswaterstaat (Dutch Ministry of Infrastructure and
Environment). It should be noted that the samples are taken close to the water surface
(usually the upper 3-5 metres of the water column) and therefore they can only be used
to validate the first layer of the model.

The second type of dataset is remote sensing which gives a more comprehensive view
of the model’s success in capturing seasonal variability since the spatial and temporal
resolution of the in-situ dataset is low. The remotely sensed sea colour images applied
in this study are retrieved from the MEdium Resolution Imaging Spectrometer instru-
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Figure 2.2: Spatial discretization of the GEM model in the North Sea.

ment (MERIS), which was on the board of the European Space Agency ENVironmental
SATellite (ENVISAT) spacecraft. Since the ENVISAT ended its mission in 2012, the appli-
cation of MERIS data in this paper is considered as a preparation for the new Copernicus
Sentinel dataset usage which has recently stepped into the fully operational stage.

The recorded optical reflectance of the water surface is transformed into chlorophyll-
a or SPM concentration using the HYDROPT algorithm given in [206]. The algorithm not
only computes the concentration of the substances but also provides a measure of error
in the estimates [182]. The retrieved pixel data is then interpolated onto the Southern
North Sea Domain Decomposition (ZUNO-DD) grid taking into account the provided
error estimate, and resulting in the so-called gridded data [28]. It should be noted that
the raw pixel data was first interpolated using nearest-to-the-centre interpolation onto
the ZUNO-COARSE gridding and then it was subsequently transposed onto the ZUNO-
DD domain gridding.

Most forecast verification metrics are based on the differences between the predic-
tion and observation; however, these differences can only be calculated if both values
are available for the same time step at the same location. Considering the incomplete
temporal and spatial coverage of the samples from the MERIS measurements due to
clouds, the number of matchups is fairly limited. As an attempt to tackle this issue a
third data set is used for the model validation, which is the gap-filled version of the grid-
ded MERIS images. The gap filling is done using a data interpolating algorithm called
DINEOF. The DINEOF algorithm determines the major spatial and temporal patterns
of variation in the MERIS dataset and produces the gap-filled reconstruction at all seg-
ments and all time steps [28]. The gap-filled data applied in this study was constructed
using the MERIS data only from the years of interest; 2007 and 2009.

2.4. ENSEMBLE FORECASTING METHODOLOGY
The main objective of the paper is to set up a viable and generally applicable water qual-
ity ensemble forecasting system for coastal ecosystems. The proposed methodology (see
Figure 2.4) includes the following important steps:
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Figure 2.3: Validation data sources: in-situ measurements (left), MERIS (middle) and gap-filled MERIS (right)
remote sensing data.

Figure 2.4: Schematization of the ensemble forecasting methodology.

• Selection of the significant model process parameters and external forcings re-
sponsible for the uncertainty in the chlorophyll-a concentration prediction.

• Statistically efficient sampling of the input ensemble (stratified sample with pa-
rameter dependency) using the selected significant parameters and forcings.

• Post-processing of the ensemble model run by fitting probability density functions
to the model outputs at every time step and all locations.

• Forecast verification to assess and compare the performance of the deterministic
and ensemble predictions.

Note that during the post-processing step continuous probability distributions were fit-
ted and ranked by the Bayesian Information Criterion (BIC) in order to obtain the best
fit. This fitting procedure does not allow multimodal fitting meaning that the PDF can-
not have multiple peaks; this simplification might result in inaccuracies.
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Table 2.2: Selected significant GEM model process parameters for ensemble generation

2.5. SELECTION OF IMPORTANT PARAMETERS
The previously introduced ecological processes of GEM make use of more than 400 model
process parameters in total. Incorporating all these parameters into the ensemble gener-
ation is not feasible and would not yield in a better uncertainty estimate, only in overlap-
ping simulation results since most of them do not affect the chlorophyll-a concentration.

A previous study investigated the sensitivity of the chlorophyll-a concentration to
process parameters in the North Sea application of GEM [174] and identified 20 parame-
ters that obtained the highest rank. These parameters consist of growth rates, extinction
coefficients and nutrient-to-carbon ratios (e.g. P:C, N:C) of the different algal species.
Furthermore, according to [125] primary production mainly depends on the specific
rates of growth, mortality, and maintenance respiration as well as the temperature co-
efficient because these rates are calculated as a function of the temperature. In addition,
[54] conducted a sensitivity analysis of the nutrient concentrations influenced by the dif-
ferent processes such as denitrification, nitrification, mineralization and burial. Those
findings suggest that in coastal regions nitrate mainly sensitive to the denitrification rate
in the top sediment layer (S1), while phosphate and all other nutrients are mainly sen-
sitive to the burial rate. This extensive list of significant parameters was narrowed down
to 6 parameters (see Table 2.2) considering the dominating algal type (Diatoms type E)
and the coastal environment in the Southern North Sea. Further description of the sig-
nificant parameters can be found below.

Model process parameters

The chlorophyll-a concentration Cchlfa is function of the algal biomass concentration
Calg,i of each algal type i and the stoichiometry of chlorophyll-a in each algae type Schlfa,i

(Eq. (2.2)), thus any parameter that alters the algal biomass will also change the chlorophyll-
a concentration.

Cchlfa =
n∑

i=1

(
Schlfa,i ×Calg,i

)
(2.2)

The algal biomass concentration is influenced by energy-, growth-, nutrient- and mor-
tality constraints. This paper focuses on the peak algae bloom prediction which is not
limited by the mortality constraint and for this reason it is not considered. Therefore, the
selected model process parameters can be divided into three main groups depending on
whether they affect the energy-, growth- or nutrient constraints as shown in Table 2.2.
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The specific extinction coefficient es,IM and concentration of suspended inorganic
matter CIM (external forcing) affect the light regime in the water which determines the
energy availability and growth of the phytoplankton species. In shallow coastal ecosys-
tems like the Wadden Sea the concentration of suspended inorganic matter is relatively
high and dynamically varying. The extinction of light is due to the particulate and dis-
solved light absorbing substances in the water such as the algae biomass, detritus and
the suspended inorganic matter. Therefore, the total extinction coefficient (et ) is cal-
culated as the sum of the partial extinction coefficients of these substances (e.g. partial
extinction coefficient of inorganic matter est,IM) and the background extinction of the
water ebackground (Eq. (2.3). The partial extinction of these substances is expressed with
their specific extinction coefficient and their concentration (Eq. (2.4)).

et = est,IM +est,other +ebackground (2.3)

est,IM = es,IM ×CIM (2.4)

The visible light intensity I is then described by an exponential attenuation, namely the
Lambert-Beer law in Eq. (2.5), which is a function of the total extinction coefficient et
and the water depth H :

Ib = It ×exp−et×H (2.5)

denoting the light intensity at the bottom of the water column Ib and at the top of the
water column It. Finally, the actual visible light intensity is converted to a light efficiency
factor Ef,i which is used in the growth constraint of the GEM model, see Eq. (2.6), to
determine the maximum concentration of the algae type i (Calgmax,i) for each time-step
∆t .

Calgmax,i =Calg,i ×exp(kg pi×Ef,i−kr spi)×∆t (2.6)

In the growth constraint equation, kg pi stands for specific growth rate of algae type i and
kr spi is the specific maintenance respiration rate of algae type i . This specific growth is
calculated using the maximum growth rate at 0◦C kg p0

i together with the water temper-
ature T and temperature coefficient for growth kt pgi in Eq. (2.7). Consequently, these
parameters also have a direct influence on the algae growth. It should be noted that in
the southern North Sea the spring bloom of phytoplankton is dominated by diatoms [29],
and the beginning of the peak algal bloom is mainly influenced by the energy limited
type (E-type) algae species. The maximum growth rate and the temperature coefficient
for growth parameters are therefore selected for the Diatoms type E (i = Di ,E).

kg pi = kg p0
i ×

(
T −kt pgi

)
(2.7)

The last group of parameters considered for the input ensemble affects the availability
of nitrate, phosphate and silicate that are essential nutrients for the algae growth. Thus
perturbation on these nutrient concentrations provides further uncertainty estimation
of the chlorophyll-a concentration. The denitrification rate and burial rate influence
the nutrient availability in the water column and in the sediment for the algae species
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through the denitrification (Eq. (2.8)) and burial processes. Denitrification removes ni-
trate NO−

3 from the water and generates elemental nitrogen N2, which can leave the
water phase and escape into the air:

4NO−
3 +4H3O+ ⇒ 2N2 +6H2O (2.8)

In the GEM model the denitrification process depends on the denitrification rate Rden,
the nitrate concentration CNO3 , and denitrification process temperature fT,den. It is im-
portant to mention that the denitrification process does not take place under a critical
temperature Tc. Nutrient availability for the living organisms is also influenced by the
burial process. The importance of the burial process in the model is to remove the dead
particulate organic matter POXS from the active top sediment layer S1 to the deeper
sediment layers. However, the burial rate represents more than just the actual burial
process; it also stands for uncertainties in the nutrient loadings and unknowns in the
nutrient mass balance. In the model the burial is a function of the burial rate bS1, the
total concentration of the dead particulate organic matter and the water depth H , see
Eq. (2.9).

Bur i alPOXS = bS1 × POXS

H
(2.9)

Model forcings

In addition to the model process parameters certain model forcings are selected to be
perturbed based on previous research findings focusing on the Southern North Sea coastal
ecosystem. The importance of the concentration of suspended inorganic matter forcing,
often referenced as Suspended Particulate Matter (SPM), was previously demonstrated
in Eq. (2.4). In the continental coastal waters 25 to 75 % of the light extinction is caused
by suspended particulate matter [131]. Furthermore, [159] investigated the effect of us-
ing different types of SPM sources on the chlorophyll-a concentration in the southern
North Sea and the results suggested considerable impact. [65] also indicated that the
SPM data sources in the North Sea, such as the field measurements and the Delft3D-
WAQ-SPM model results, are rather uncertain. Based on these findings it was decided to
include the SPM concentration field in the ensemble generation. By reason of simplicity
the spatial correlation in the SPM concentration field is not considered, and only a sim-
ple error range was applied to the input segment function that contains the suspended
particulate matter concentration for each segment at all time-steps. Spatial correlation,
however, was previously found to be important in [110] since the seasonal variation in
fine sediment dynamics forms several ellipsoidal shaped sedimentation traps along the
Dutch coast.

Further model forcing affecting the chlorophyll-a concentration, especially in coastal
ecosystems, is the riverine nutrient load. Nutrient loads from rivers provide a significant
portion of the total nitrogen load (12−17%) and total phosphorus load (8−11%) in the
North Sea [54]. Since the information about the river discharges and nutrient loads is
often estimated, and the daily discharge values are interpolated from the less frequently
available flow data, the riverine nutrient input is also included in the ensemble gener-
ation. For practical reasons, instead of directly perturbing the nutrient concentrations,
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Table 2.3: Chlorophyll-a concentration’s sensitivity to the selected parameters and forcings (Correlation pat-
terns)

the river discharges are altered, which linearly affect the nutrient concentrations. In this
paper only those nine river discharges are perturbed that are identified to be influential
in the study area based on the nutrient composition matrix derived by [132].

Sensitivity analysis

A simplified sensitivity analysis was carried out in order to comprehend the chlorophyll-
a concentration’s response to the parameter value modification and to verify if previous
findings can be confirmed in the present case. The sensitivity analysis was a one-factor-
at-a-time method. This method allows us to gain information about the model’s sensi-
tivity to a specific parameter; however, it does not account for the dependencies between
variables since the parameters interact in a non-linear way. In the sensitivity test, model
runs were executed using the baseline, lower-, and upper bound values of all identified
parameters as in Table 2.4. The changes in residuals between the baseline and the sce-
narios were analysed at one station over one year with particular attention given to the
peak concentration and timing. A brief summary of the observed correlation patterns
between the selected parameters and the chlorophyll-a concentration can be found in
Table 2.3. The table demonstrates the type and strength of the correlation between the
investigated parameters and the output parameter, also it indicates whether the time of
the peak concentration was affected or not. While the results confirm previous findings,
it should be noted that the denitrification rates were found to be less significant com-
pared to other parameters, hence, these might be negligible in deeper coastal waters.

2.6. SAMPLING PROCEDURE

Latin Hypercube Sampling with Dependence (LHSD)
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The ensemble simulation requires a sample generated based on the above listed vari-
ables with two specific requirements to fulfil: (1) the dependence structure between the
variables must be represented and (2) a good coverage of the parameter space should be
achieved with only a limited sample size. The water quality model makes use of numer-
ous model parameters which are in many cases correlated. If the sampling technique
ignores those correlations, the simulation could result in unrealistic outputs. One way
to describe dependency between ecological process variables is to use copulas [108]. In
addition to the parameter dependency, choosing a sampling technique with variance
reduction gives a greater precision of the output random variables for a given number
of iterations, this way providing a statistically efficient sampling process. A well-known
variance reduction technique is stratified sampling. Stratification divides the range of
the input variable into specific subsets, so-called strata, possibly based on the cumula-
tive distribution function. The samples are then (randomly) drawn from the intervals
representing values from each stratum.

Latin Hypercube Sampling with Dependence (LHSD) fulfils these requirements as it
accounts for parameter dependence and employs stratification. A demonstrative two di-
mensional example of LHSD is presented in Figure 2.5. In this figure an original sample
linked with the Gaussian copula (ρ = 0.8) is compared to its corresponding LHSD sam-
ple. We can observe that the two coordinates of the LHSD sample are uniformly spread
over the unit interval, in this specific case each univariate sample is located in the mid-

dle of its stratum (η j
i,n = 0.5), thereby achieving variance reduction. While the original

dependence structure is broken, the error between the original copula and the copula
of the LHSD samples is small (with increasing sample size the error is decreasing) [157].
LHSD and its preliminaries (stratified sampling and Latin Hypercube Sampling) are in-
troduced below (coordinate-wise).

Stratified sampling constrains the fraction of samples drawn from specific subsets (so-
called strata) by drawing independent U (0,1) samples (i.e., a uniform random variable
on [0,1]), U1, . . . ,Un:

Vi = i −1

n
+ Ui

n
, i = 1, . . . ,n (2.10)

Latin Hypercube Sampling (LHS) extends stratified sampling to independent d dimen-
sional random vectors:

−→
X1,

−→
X 2, . . . ,

−→
Xn ∈ [0,1]d

{X j
i : 1 ≤ i ≤ n;1 ≤ j ≤ d}, d ×n.

This is done by generating n independent samples and d independent permutations
(π1, . . . ,πd of {1, . . . ,n}) of each dimension drawn in such a way that the permutations are
equiprobable. As a result the Latin hypercube sample is as follows (two dimensional
example, d = 2):
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Figure 2.5: Demonstrative example of Latin Hypercube Sampling with Dependence (LHSD). Left: original sam-
ple (X 1

1 , X 2
1 ), . . . , (X 1

10, X 2
10) linked with a Gaussian copula with correlation ρ = 0.8 and right: corresponding

LHSD sample (V 1
1 ,V 2

1 ), . . . , (V 1
10,V 2

10) with n = 10, and η
j
i,10 = 0.5. Permutations are π1 = {2,5,7,8,9,6,1,4,3,10}

and π2 = {2,7,6,9,8,4,1,5,3,10}.

First coordinates: (X 1
1 , . . . , X 1

n) →π1
i (1 ≤ i ≤ n) →V 1

i = π1
i −1

n
+ U 1

i

n

Second coordinates: (X 2
1 , . . . , X 2

n) →π2
i (1 ≤ i ≤ n) →V 2

i = π2
i −1

n
+ U 2

i

n

In general form:

V j
i = π

j
i −1

n
+ U j

i

n
, i = 1, . . . ,n; j = 1, . . . ,d (2.11)

whereπ j
i is the value to which i is mapped by the j -th permutation. Note that for LHS the

independence of the random vector components is fundamental. Applying LHS to ran-
dom vectors with dependence will destroy the dependence because of the random and
independent permutations in each dimension. For this reason, Packham and Schmidt
[157] proposed an extension of the Latin Hypercube Sampling from independent ran-
dom vectors to random vectors with dependence, see Eq. (2.12). This extension allows
us to make use of the important variance reduction property of the LHS, while taking
into account the dependence structure between the random vector components. The
main idea behind the modification is to choose a specific permutation in each dimen-
sion instead of randomly drawing a permutation. The specific permutation depends on
the rank of the random variables. As in our example (Figure 2.5), the components of the
random vectors are linked by a copula (e.g. Gaussian copula) and the sample generated
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by LHSD is given as:

V j
i,n =

r j
i,n −1

n
+
η

j
i,n

n
, i = 1, . . . ,n; j = 1, . . . ,d (2.12)

where r j
i,n is the rank of the original random vector (X j

i in set {X j
k : 1 ≤ k ≤ n}) and η j

i,n is

a possibly random value in [0,1] (e.g. η j
i,n = 0.5 means that each sample is in the middle

of its stratum, a computationally efficient choice). For a thorough description of LHSD
the reader should refer to [157].

Latin Hypercube Sampling with Dependence (LHSD) steps (see Figure 2.6):

1. Random vectors are generated from a Gaussian copula: creating random vectors
from the multivariate distribution by specifying the mean vector (equal to zero),
the sample size and the covariance matrix (based on the rank correlation matrix).
These random vectors are then transformed into uniform marginal with the prob-
ability integral transform using the centered normal cumulative distribution func-
tions with appropriate variance.

2. Copula vectors are redistributed to form a Latin hypercube: Sampling random
vectors from the multivariate distribution does not ensure desired spread of the
samples. This can be improved by redistributing the copula vector to form a Latin
hypercube, in this way providing good value coverage of the parameter space. The
first step is to compute the rank of the vectors and constraining the samples with
the rank. Applying this method we can get spread out marginal values on the unit
intervals and as a result the random vectors are evenly distributed. The benefit of
this step is visible in Figure 2.5).

3. Creating sample distributions by reverse steps: The redistributed copula random
values are transformed back to the desired marginal distributions by applying re-
verse steps (using inverse CDF), maintaining their ranks (together with their rank
correlations) from the original random sample. One advantage of this method is
that different inverse CDFs can be chosen for each parameter, which gives us the
possibility to deal with the parameters separately. In this study this is an important
feature since three of the parameters (denitrification rate in water column, deni-
trification rate in sediment and burial rate) are transformed to exponential distri-
bution, while the rest of the parameters are transformed to normal distribution.
The resulting sample distributions can be found in Figure 2.7.

The sample size n = 160 was chosen based on [108] who conducted a simple anal-
ysis to identify the optimal sample size. Applying the LHSD, evenly stratified samples
could be generated (see Figure 2.7) while maintaining the parameter dependency. Sam-
ples that fall outside of the predefined range were removed in order to avoid values with
non-physical meaning (truncation). Truncation could have been avoided by using a dis-
tribution restricted to the given range (conditioning). The parameter statistics and dis-
tributions are described below.
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Figure 2.6: Latin Hypercube Sampling with Dependence (LHSD) steps.

Figure 2.7: Sample distribution of the selected significant parameters from Latin Hypercube Sampling with
Dependence, n = 160.
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Table 2.4: Parameter statistics for sampling

Parameter statistics

The parameter statistics (possible value range, mean and standard deviations) are given
in Table 2.4. The mean values are assumed to be the calibrated baseline values of the
deterministic model setup. The parameter ranges for process parameters were mainly
found in [174] and [30], whereas for the model inputs value ranges are set according to
the estimated uncertainty level. The uncertainty level in the river discharges was as-
sumed as 25% based on a study conducted by [128] on discharge and nutrient uncer-
tainty in streams in the UK, which reported observational discharge uncertainties rang-
ing from ±2 to 25%. The standard deviations for few process parameters are used as
described in [108]. For the remaining process parameters, and for the model inputs,
the standard deviations are assumed in such a way that the resulting sampled values
fall between the specified value ranges, given that for normal distribution 99.7% of the
data are within 3 standard deviations of the mean. Information about the parameter
dependency was available for 4 process parameters from [108] as rank correlation coef-
ficient (Spermann’s rho), while having no information about dependency for the rest of
the parameters they are assumed to be independent (rank correlation coefficient equal
to zero).

Parameter distributions

In this case study, the selected parameters are not measured/observed quantities but
model process parameters governing the process formulations in the numerical model.
For this reason, empirical distributions could not be obtained and expert elicitation was
required to gain further information on them. Consequently, the theoretical distribu-
tions were assumed according to the literature [108], as the best available knowledge.
Based on the literature [108], exponential distributions were assumed for some param-
eters, whereas normal distributions were applied to others. Note that the exponential
distribution is parameterized in terms of the scale parameter β= 1

λ , which is the mean.
Moreover, these distributions were adopted partly due to the fact that in the sampling
procedure a Gaussian Copula model is used, which has the underlying assumption that
the joint distributions of the random variables are symmetric. Another possibility could
have been to assume uniform distributions. [72] investigated the influence of the choice
of prior distributions in Bayesian uncertainty estimation methods for water quality mod-
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elling. It was demonstrated for a specific case study that in cases when information
about the parameters is not available (or weak), choosing uniform prior distributions
might be more appropriate. The reasoning was that applying normal distribution (with-
out evidence that the parameters are indeed normally distributed) may result in wrong
estimation of uncertainty as it leads to a narrower uncertainty band as compared to the
uniform distribution [61, 72]. This may create excessive confidence in the model results
especially in water quality modelling applications where the inherent uncertainties are
high.

2.7. FORECAST VERIFICATION AND PERFORMANCE ANALYSIS
With the help of multiple verification metrics, different forecast attributes can be as-
sessed and quantified. In this paper the Mean Absolute Error (MAE), Root Mean Square
Error (RMSE) [57] and Percent Bias (PBIAS) [90] are applied to quantify the error between
the observation and forecast. In addition, further accuracy measures such as the Brier
Score (BS) [33] and the Continuous Ranked Probability Score (CRPS) [39] are included
in the verification. The CRPS can be calculated for single-valued and probabilistic pre-
dictions, allowing a direct comparison between the two types of forecasts. The forecast
reliability is assessed with the False Alarm Ratio (FAR), whereas the discrimination at-
tribute is evaluated with the Probability Of Detection (POD) [142]. Finally, the model’s
goodness-of-fit was determined by the Index of Agreement (IoA), Coefficient of determi-
nation (R2) and Nash-Sutcliffe (NS) model efficiency [57]. All the metrics are collected in
Table 2.5 together with their perfect scores. The computed verification metrics are then
used to assess the improvement in forecast performance. Table 2.6 shows the relation-
ship between the changes in verification metrics, grouped by forecast attributes, and the
corresponding changes in forecast performance.

Some of the above mentioned metrics such as the POD and FAR use the comparison
of the measured and forecast occurrence frequency of a predefined event. In this study
an event is defined when the chlorophyll-a concentration in the top layer of the water
column exceeds the elevated assessment levels. The mean elevated assessment level
during the growth season (March-September) is 7.5 mg /cm3 in the Dutch coastal waters
and 12 mg /cm3 in the Dutch Wadden Sea. These levels were previously specified by [16]
for the application of the OSPAR Comprehensive procedure.

2.8. RESULTS AND DISCUSSION
The above presented ensemble method was tested for hindcasting the chlorophyll-a
concentration in the southern North Sea for different hydrodynamic years, first for year
2009 and then for year 2007. The ensemble method’s performance is analysed separately
in the Dutch Wadden Sea and Dutch coastal waters using three observation types with
varying temporal coverage and accuracy. In-situ measurements are considered as the
most reliable data but their temporal coverage is low, only 15 measurements per year on
average. In comparison, the remote sensing data has increased temporal coverage, 30
MERIS observations per year and 200 gap-filled MERIS observations per year on aver-
age, allowing better verification of the model but introducing more uncertainty. Ensem-
ble forecasts are often assessed by verifying how well the ensemble band could capture
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Table 2.5: Verification metrics used for performance analysis. The bar indicates average as in ( f −o)2.

Table 2.6: Relationship between changes in verification metrics and forecast performance
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Figure 2.8: Ensemble band (left) and confidence intervals (right) with the measurements at station Noordwijk
70 and Rottum 50, year 2009.

the observations. Figure 2.8 and Table 2.7 show the percentage of measurements cap-
tured by the ensemble band and the confidence intervals (50%,75%,95%) at the in-situ
stations. Overall, it can be concluded that the percentage of measurements lying within
the ensemble band is relatively low, 60% on average considering all stations and both
years. The percentage results for the 95% and 75% confidence intervals are even lower,
but the accuracy of the former is still acceptable for the research. Nevertheless, partic-
ular differences can be observed in the ensemble forecast’s skill once the two areas are
analysed separately. In the Wadden Sea only 35 to 57% of the measurements could be
captured in the ensemble band while in the coastal waters this percentage is as high as
67 to 80%.

In this paper processed remote sensing images are also applied as verification dataset.
Given the high degree of uncertainty in this dataset, it is advised to provide an error es-
timate together with the results. The MERIS data is compared with the in-situ measure-
ments to obtain the error estimate at the stations where sufficient number of matchups
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Table 2.7: Percentage of measurements captured in the ensemble band at the stations, and average results for
the 95%, 75% confidence intervals, years 2009 and 2007

are available. Considering all stations, the MERIS dataset has an average Mean Abso-
lute Error (MAE) of 41% in 2009 and 48% in 2007, whereas the DINEOF gap-filled MERIS
data’s average error is 52% and 48% for the same years. Thus, applying averaged error
bands for the remote sensing dataset instead of the uncertain single point values might
provide a better picture of the ensemble forecast’s performance. The reader may refer to
[57] for further information about considering measurement uncertainty in the evalua-
tion of goodness-of-fit metrics in water quality modelling.

Taking into account the measurement uncertainty in the remote sensing data, the
percentage of captured measurements would increase considerably up to 84% in the
Wadden Sea, and up to 89% in the coastal waters, however, 100% coverage could not be
achieved. A possible reason for this might be that the coastal zone and the Wadden Sea
are shallow, dynamically varying ecosystems with high turbidity and therefore the deter-
ministic simulation, which serves as the base for the ensemble forecast, should be re-
calibrated here to achieve improved results. This model uncertainty should be consid-
ered when evaluating the results. Moreover, the fact that not all uncertainty sources were
taken into account may explain the additional uncertainty stemming from the model
structure and from the meteorological- and hydrodynamic inputs. Finally, the presumed
level of uncertainty in the inputs (e.g. SPM concentration field), might be underesti-
mated or their assumed sample distribution may not be appropriate.
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Table 2.8: Averaged % improvement in the groups of verification metrics if the ensemble median prediction is
used instead of deterministic forecast

Forecast verification metrics

The direct comparison of the deterministic and ensemble forecast was achieved through
calculating a selection of verification metrics, (introduced above) for both types of pre-
dictions. In order to be able to compute deterministic scores for the ensemble forecast,
the ensemble median (50t h percentile) prediction was selected in this study, although
further options are available such as the ensemble mean or any other percentile. The
ensemble median (or ensemble mean) usually verifies better than the deterministic fore-
cast by most verification scores, because it presents the most predictable elements of the
forecast and smoothes out the extreme unpredictable elements. It indicates the future
values of the model output variable that can be predicted with confidence, but it will
rarely capture the extreme events, and therefore should not be relied upon on its own.

The percentage improvement in the groups of verification metrics if the ensemble
median prediction is used instead of the deterministic forecast is presented in Table 2.8.
It is important to note that all metrics are equally weighted within the groups. Neverthe-
less, it might be possible that in other studies the metrics would be weighted or some
specific metrics would be omitted according to the forecasters’ need. The group mem-
bers are shown in Table 2.6. The verification metrics are averaged values of 6 stations
in the Dutch Wadden Sea and 9 stations in the coastal waters. Furthermore, the per-
centage improvements in the metrics are computed as an average of the results using all
measurement types.

The goodness-of-fit and accuracy metrics show moderate improvement in both years
and both areas but the magnitude of the improvement is markedly higher in the coastal
waters nonetheless. The Brier Score is only calculated for the ensemble forecast and thus
it cannot be compared to the deterministic prediction. Considering all measurement
types the average Brier Score in the Wadden Sea is 0.13 in 2009 and 0.12 in 2007, whereas
at the Dutch Wadden Sea stations the Brier Scores for the same years are 0.05 and 0.09.
Reliability and discrimination measures only experience a minor improvement in the
coastal waters and no improvement at all in the Wadden Sea. The verification results
confirm the previous finding that the ensemble forecast performs better in the Dutch
coastal waters than in the Wadden Sea. In the problematic Wadden Sea area the ensem-
ble method’s efficiency is less convincing; on the other hand in the coastal waters the
preliminary results are promising.
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Figure 2.9: Ensemble median prediction (left) and corresponding ensemble spread (right) of chlorophyll-a
concentration along the Dutch coast during the peak spring algal bloom in 2009.

Spatial results

Making use of the three dimensional water quality model the forecast can be visualized
as chlorophyll-a concentration map. As mentioned above, the ensemble median pre-
diction should not be relied upon on its own but with the indication of the degree of
certitude. The ensemble spread can provide a measure of the level of uncertainty in the
output parameter; hence, it is appropriate to complement the ensemble median. Fig-
ure 2.9 illustrates the ensemble median prediction map at a specific time step together
with the ensemble spread map calculated as the standard deviation of the chlorophyll-a
concentration.

Observing the ensemble spread map allows us to draw conclusions on the predic-
tion’s spatial uncertainty. In late March, during the peak spring algal bloom, the pre-
diction in most off-shore areas has low standard deviation, while significant spread can
be observed in the near shore, shallow areas of the North Sea and in the Dutch Wadden
Sea. This might be partly due to the direct effect of perturbations on the river loads in
the focus area and the high spread may indicate the rivers’ zone of reach. Nonetheless,
it could be also explained with the specific regional system dynamics, since in the near
shore shallower zones the water is low-dynamic and the primary production levels are
already elevated.

2.9. CONCLUSIONS
This paper contributes to existing knowledge in probabilistic forecasting by providing an
application to water quality prediction with a three dimensional ecosystem model. Our
results indicate that ensemble prediction techniques can produce enhanced forecast of
water quality indicators due to their ability to account for the error in the model output
variable. Nevertheless, the potential of the ensemble forecasting system ultimately de-
pends on the input ensemble. Moreover, the sampling technique that is used to generate
the input ensemble should be tailored to the specific requirements of the application.
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In the presented case study the ensemble forecast moderately out performs the de-
terministic forecast at the coastal stations, which might be advantageous in decision
making if the underlying baseline (deterministic) model is sufficiently well calibrated
and validated. Moreover, the degree of certitude in the forecast and the likelihood of a
predicted event, which could be expressed through ensemble forecasting, provide op-
portunity to set risk-based criteria for the response measures for decision makers. In
other words, the uncertainty estimate produced by the proposed ensemble forecast pro-
motes rational decision making, and offers potential for additional ecosystem and eco-
nomic benefits.

Recommendations

Due to their fundamental importance in the methodology the identified important pa-
rameters should be revised based on a comprehensive sensitivity analysis. In addition,
the parameter value ranges and distributions should be re-evaluated for future appli-
cations. Furthermore, the uncertainty from the atmospheric inputs should also be in-
cluded in the ensemble generation in order to better estimate the model input uncer-
tainty. Even so, if the aim is to express climate induced uncertainties. The spatial corre-
lation of the suspended particulate matter concentration field should also be considered
to achieve a more realistic perturbation on that model input.





3
STATISTICAL UNDERPINNING OF

ATMOSPHERIC VARIABLES

SELECTION

Coastal climate impact studies make increasing use of multi-source and multi-dimensional
atmospheric and environmental datasets to investigate relationships between climate sig-
nals and the ecological response. The large quantity of numerically simulated data may,
however, include redundancy, multi-colinearity and excess information not relevant to
the studied processes. In such cases techniques for feature extraction and identification
of latent processes prove useful. Using dimensionality reduction techniques this chap-
ter provides a statistical underpinning of variable selection to study the impacts of at-
mospheric processes on coastal chlorophyll-a concentrations, taking the Dutch Wadden
Sea as case study. Dimension reduction techniques are applied to environmental data
simulated by the Delft3D coastal water quality model, the HIRLAM numerical weather
prediction model and the Euro-CORDEX climate modelling experiment. The dimension
reduction techniques were selected for their ability to incorporate (1) spatial correlation
via multi-way methods, (2) temporal correlation through Dynamic Factor Analysis, and
(3) functional variability using Functional Data Analysis. The data reduction potential
and explanatory value of these methods are showcased and important atmospheric vari-
ables affecting the chlorophyll-a concentration are identified.

Our results indicate room for dimensionality reduction in the atmospheric variables (2
principle components can explain the majority of variance instead of 7 variables), in the
chlorophyll-a time series at different locations (two characteristic patterns can describe
the 10 locations), and in the climate projection scenarios of solar radiation and air tem-
perature variables (a single principle component function explains 77% of the variation
for solar radiation and 57% of the variation for air temperature). It was also found that
solar radiation followed by air temperature are the most important atmospheric variables
related to coastal chlorophyll-a concentration, noting that regional differences exist, for
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instance the importance of air temperature is greater in the Eastern Dutch Wadden Sea at
Dantziggat than in the Western Dutch Wadden Sea at Marsdiep Noord. Common trends
and different regional system characteristics have also been identified through dynamic
factor analysis between the deeper channels and the shallower intertidal zones, where the
onset of spring blooms occurs earlier. The functional analysis of climate data showed clus-
ters of atmospheric variables with similar functional features. Moreover, functional com-
ponents of Euro-CORDEX climate scenarios have been identified for radiation and tem-
perature variables, which provide information on the dominant mode (pattern) of vari-
ation and its uncertainties. The findings suggest that radiation and temperature projec-
tions of different Euro-CORDEX scenarios share similar characteristics and mainly differ
in their amplitudes and seasonal patterns, offering opportunities to construct statistical
models that do not assume independence between climate scenarios but instead borrow
information (“borrow strength”) from the larger pool of climate scenarios. The presented
results were used in follow up studies to construct a Bayesian stochastic generator to com-
plement existing Euro-CORDEX climate change scenarios (see Chapter 4) and to quantify
climate change induced trends and uncertainties in phytoplankton spring bloom dynam-
ics in the Dutch Wadden Sea (see Chapter 5).

Parts of this chapter have been published in Frontiers in Marine Science - Coastal Environmental and Ecolog-
ical Data Analysis (2022)

https://www.frontiersin.org/articles/10.3389/fmars.2022.920616/full
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3.1. INTRODUCTION
Motivation - The present study is part of an overarching research investigating possibili-
ties for statistical quantification of climate change induced uncertainties in future coastal
ecosystem state. The research builds on a multitude of data sources, prominently using
numerical models. As the research focuses on statistical methods to quantify and propa-
gate uncertainties, a proper understanding of the multivariate input data, its redundancy,
and most importantly the identification of latent variables and extraction of features is a
natural first step in the analysis. A host of methods for dealing with these issues is avail-
able in the literature but scattered over various disciplines, such as chemometrics, econo-
metrics and mathematics. This chapter investigates how these methods can be applied to
achieve the higher level objectives: (1) providing statistical underpinning for atmospheric
variables selection to study chlorophyll-a response, and (2) identifying important features
of the climate projections for further statistical models, for instance the Bayesian stochas-
tic generator implemented in [148]. More specifically, in this chapter a case study (Dutch
Wadden Sea) is presented, first introduce the main idea of selected statistical methods,
subsequently applying them to a particular dataset (consisting of coastal biogeochemical
model, numerical weather prediction model and climate model outputs) and interpret
the results. While the applied statistical methods are separately well documented in the
literature (in their own fields), structured and combined use of them for the multivariate
analysis of air-sea interactions to informing ecological impact studies is a novelty to the
marine scientific community.

Scientists aiming to study the air-sea interactions either in (operational) short term
or (climate) long term scale often make use of numerical models, which produce ap-
proximate solutions to the underlying physical phenomena. The role of these physics-
based models is even more prominent with the increasing (cloud) computing capabili-
ties [208] that facilitate further refined spatial scales and improved process parametriza-
tions. Using these models, gap-free (in space) and high frequency (in time) fields of at-
mospheric and environmental datasets can be produced. Such multi-dimensional nu-
merical model simulated dataset often includes several variables at many locations (e.g.
three dimensional spatial discretization) over long periods of time and covering differ-
ent model scenarios (e.g. various model boundary conditions and model initializations).
While the increasing volume of marine data contains abundant information and insights
into the physical processes (also their interconnections and long term evolution), it must
be noted that the processes underlying the variations in these simulated data are com-
plex, the data might be noisy, and not all modelled variables are relevant to the studied
processes. Consequently, latent variables can be useful for exploring and reducing the
data. Traditionally, dimension reduction methods are used for such purposes.

Dimension reduction is an approach often used in multivariate data analysis and it
is implemented for several reasons. Firstly, using dimension reduction techniques high-
dimensional data can often be transformed to a lower dimensional space without sig-
nificant loss of statistical information (preserving accuracy). Secondly, dimension re-
duction techniques help in the removal of multi-colinearity in the dataset. The multi-
colinearity problem is present if two or more variables are highly correlated, and there-
fore one can be accurately linearly predicted from the others. This is an unwanted prop-
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erty as it increases the variance in estimates of regression parameters [139] and makes
interpretation difficult. A further advantage of dimension reduction is that it facilitates
the interpretation and visualization of high dimensional data as it is reduced to lower di-
mensions. Additionally, transforming data into lower dimensions decreases the required
processing time and storage, and therefore makes analysis algorithms more efficient.

Various dimension reduction methods exist, some use linear combinations of vari-
ables to reduce dimensions (linear methods), whereas others use non-linear functions of
variables (non-linear methods). A collection of non-linear dimension reduction meth-
ods can be found in [95]. The most widely used linear dimension reduction techniques
are the Principal Component Analysis (PCA), an unsupervised technique, and the Partial
Least Squares (PLS) [139], a supervised technique. These are useful dimension reduc-
tion methods in regression problems due to the following features. Firstly, applying the
transformed principal components instead of the original predictive variables tackles
the problem of multi-colinearity since the covariance of principal components is zero.
Secondly, the principal components successively capture the maximum variance of the
predictor matrix, and therefore it is natural to use the first few components as predictive
variables for regression. In most cases the majority of the variance is captured by them.

While their concept offers clear advantages, a practical limitation of these standard
dimension reduction methods is that they work with "2-way" matrices. The 2-way struc-
ture usually contains the observations as rows and the variables as columns. A third way
of the matrix, that could be the temporal or spatial dimension for instance, cannot be
explicitly included. Multi-way analysis can help to resolve this issue. Multi-way analysis
techniques also project variables to low dimensional spaces, therefore they can be called
dimension reduction methods, but they are also able to work with multi-way (N > 2)
data structures. Similarly to the other dimension reduction techniques, multi-way anal-
ysis can create latent variables by transforming the original variables, it can reduce noise,
and it can explain which original variables are most important to the latent variables
[185]. Further purpose of applying multi-way methods is data exploration, which in-
cludes finding patterns and interrelations (e.g. temporal and spatial behaviour of the
different variables), or summarizing the data through decomposition.

Another missing feature in standard dimension reduction techniques that is quite
essential in atmospheric and environmental time series is temporal correlation. For
this reason, temporal correlation is included in this research through Dynamic Factor
Analysis (DFA). Moreover, in this study the discrete-time data are also investigated using
Functional Data Analysis (FDA), after transforming them to functional data through a
basis function expansion. This is also motivated by the fact that certain variables dis-
play ’strong periodic behaviour’, such as the sinusoidal shape of air temperature or solar
radiation. Similarly to the dimension reduction techniques on discrete-time data, Func-
tional Data Analysis also aims to find common patterns and underlying functions that
can describe the general shape of the curves and explain their variability.

In this chapter the above described statistical models are applied to atmospheric
and environmental datasets in the Dutch Wadden Sea to investigate the relationships
between atmospheric signals and the ecological response. Due to the complex interac-
tions of atmospheric forcing with biological processes, the phytoplankton response is
not trivial to understand, especially in our case study area. Considering the system dy-
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namics, the southern North Sea is a tidally mixed region [129] but in our study area other
shallow water, coastal, and estuarine fronts are also prominent. This makes it possible
that certain regions are seasonally stratified while others are permanently mixed [122].
Consequently, in the offshore areas surface mixing and convective cooling have a greater
impact on phytoplankton biomass [31], while in the highly dynamic coastal systems tidal
mixing is more dominant.

The relationship between physical factors (atmospheric and oceanic) and the se-
lected ecological response variable (chlorophyll-a) is well documented in the literature,
nevertheless, debates still exist between scientists. In general, chlorophyll-a concentra-
tion (a proxy for phytoplankton biomass) is coupled to thermal stratification, resource
and energy dynamics, as well as predator-prey interactions [22]. Based on a cross cor-
relation analysis conducted by [31] in the North Sea (at a site with dynamics similar
to our study area), the highest correlations were found with solar radiation, air tem-
perature, turbidity, and tidal mixing. This study considered a range of physical factors
(tidal mixing, wind mixing, solar radiation, air temperature, SST, salinity, turbidity) and
chlorophyll-a. [143] found that inter-annual variability in phytoplankton dynamics in
North Atlantic coastal waters were related to solar radiation, sea surface temperature,
as well as Si availability. On the other hand, in the offshore regions it was mainly regu-
lated by temperature, Atlantic inflow, wind stress and North Atlantic Oscillation (NAO).
Moreover, in his study describing interannual changes in phytoplankton seasonality due
to climate forcing, [84] used the following variables: sea surface temperature that im-
pacts the physiological and ecological processes and is a tracer of vertical mixing; solar
radiation that limits phytoplankton growth rates or increases pigment cell levels; wind
that is responsible for surface mixing and turbulence; and ocean current variability im-
pacting stratification. [111] also found that atmospheric variability are associated with
chlorophyll-a concentration changes but the study considered large-scale modes of at-
mospheric variability. A shortcoming of our study is that it focuses on a small-scale
coastal area, therefore large scale processes cannot be revealed.

3.2. MATERIALS AND METHODS

This research aims to support ecological impact studies in coastal ecosystems by pro-
viding a statistical framework for investigating latent processes and selecting important
atmospheric variables. This statistical framework contains three types of dimension re-
duction techniques (Figure 3.1). Firstly, discrete-time data is considered and temporal
correlation is neglected. Supervised and unsupervised techniques are compared and
spatial correlation is included through multi-way methods. Secondly, temporal correla-
tion is incorporated by applying dynamic factor models. Lastly, the discrete-time climate
data is transformed into functional data representation, by smoothing them with basis
function expansion (e.g. Fourier basis expansion), and subsequently study the func-
tional variation with Functional PCA. While discrete-time data is a set of discretely mea-
sured values yi 1, . . . , yi n , functional data is when these values are converted to a function
xi with values xi (t ) computable for any desired time t [164].
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Figure 3.1: Overview of the applied statistical techniques for discrete-time and functional data, including tem-
poral and spatial correlation.

3.2.1. DATASET
Our study is based on data from various numerical models (see Figure 3.2): a coastal
water quality model, a numerical weather prediction model, and a climate model. The
ecological indicator variable is chlorophyll-a concentration, a proxy for algal biomass,
while the atmospheric variables are air temperature, solar radiation, eastern and north-
ern wind components, air pressure, relative humidity, and total cloud cover. These are
standard atmospheric variables simulated by most modelling systems for both opera-
tional purposes and climate experiments.

CHLOROPHYLL-A CONCENTRATION DATA

The chlorophyll-a concentration data is obtained from the water quality sub-module
of the Delft3D integrated modelling system, Delft3D-WAQ (https://www.deltares.
nl/en/software/delft3d-4-suite/) [30]. In this research an existing model setup is
used, which has been previously calibrated and validated for the location of our study
area [133]. The spatial domain of the physical model covers the Southern North Sea
with coarser horizontal resolution offshore and finer resolution along the Dutch coast,
as shown in Figure 3.3. The model comprises of twelve vertical layers, making it a three
dimensional physical model. The horizontal resolution of the water quality model in the
Dutch Wadden Sea ranges from 1-by-2 km to 2.5-by-3 km on a curvilinear grid.

Delft3D-WAQ is a comprehensive hybrid ecological model including an array of mod-
ules reproducing water quality processes that are then combined with a transport mod-

https://www.deltares.nl/en/software/delft3d-4-suite/
https://www.deltares.nl/en/software/delft3d-4-suite/
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Model type: Climate model 
Source: Euro-CORDEX

Temporal frequency: Daily
Horizontal resolution: ~12.5 km

Variables: air temperature, surface down-welling shortwave radiation, eastern and northern wind components, 
air pressure, humidity, cloud cover

Model type: Water quality model
Source: Delft3D-WAQ (Deltares)

Temporal frequency: Daily
Horizontal resolution: ~1-3 km

Variables: Chlorophyll-a 

Model type: Numerical weather prediction
Source: HIRLAM

Temporal frequency: Daily
Horizontal resolution: ~22 km

Variables: air temperature, solar radiation, 
eastern and northern wind components, air 

pressure, humidity, cloud cover
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Figure 3.2: Overview of the data used in the study (model type, source, temporal frequency and variables)
for the marine water quality model (top), numerical weather prediction model (middle), and climate model
(bottom).

Figure 3.3: Case study area: Dutch Wadden Sea. Delft3D-WAQ model domain in the Southern North Sea and
along the Dutch coast (left panel, source: [148]). Location of the stations where time series data was extracted
(right panel).
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ule to calculate advection and dispersion. The model most importantly calculates pri-
mary production and chlorophyll-a concentration while integrating dynamic process
modules for dissolved oxygen, nutrient availability and phytoplankton species. This
Delft3D-WAQ setup includes the phytoplankton module (BLOOM) that simulates the
growth, respiration and mortality of phytoplankton. Using this module the species com-
petition and their adaptation to limiting nutrients or light are simulated [133].

ATMOSPHERIC DATA

Two sources of atmospheric data are used in this study: (1) outputs of an operational
numerical weather prediction model, and (2) results of a regional climate modelling ex-
periment. First, the High Resolution Limited Area Model (HIRLAM) model [145] output
is used, which was applied as atmospheric forcing for the Delft3D-WAQ model setup
to compute chlorophyll-a concentration. HIRLAM is a Numerical Weather Prediction
(NWP) system developed by the international HIRLAM programme (http://hirlam.org/)
[204]. Since it is the Delft3D-WAQ input data that drives the processes, it allows the ex-
ploration of the correlations between atmospheric forcing and numerically computed
ecological response. The data for this study are obtained from the 22 km grid resolution
HIRLAM model and include near-surface air temperature, solar radiation, eastern and
northern near-surface wind components, surface pressure, near-surface relative humid-
ity, and total cloud cover. All HIRLAM model output variables were used in the Delft3D-
WAQ model as temporally and spatially variable forcing fields except solar radiation,
which is an area average, therefore the same for the entire domain.

Additionally, simulated values of climate variables are acquired from the high resolu-
tion 0.11 degree (∼ 12.5 km) EURO-CORDEX Coordinated Regional Downscaling Exper-
iment (https://www.euro-cordex.net/) [106], which uses the Swedish Meteorologi-
cal and Hydrological Institute Rossby Centre regional atmospheric model (SMHI-RCA4)
[175]. In order to produce various regionally downscaled scenarios, EURO-CORDEX ap-
plies a range of General Circulation Models (GCMs) to drive the above mentioned Re-
gional Climate Model (RCM). The four driving GCMs in this study are the National Cen-
tre for Meteorological Research general circulation model (CNRM-CM5) [212], the global
climate model system from the European EC-Earth consortium (EC-EARTH) [97], the In-
stitut Pierre Simon Laplace Climate Model at medium resolution (IPSL-CM5A-MR) [62],
and the Max-Planck-Institute Earth System Model at base resolution (MPI-ESM-LR) [79].
In addition to the driving models, further scenarios are obtained by considering differ-
ent socio-economic changes described in the Representative Concentration Pathways
(RCPs). RCPs are labeled according to their specific radiative forcing pathway in 2100 rel-
ative to pre-industrial values. This study includes RCP8.5 (high), and RCP4.5 (medium-
low) [214] and four driving GCMs for the projection period between 2006-2100. Together
the four different driving GCMs and two RCPs provide us with an ensemble of eight tra-
jectories per climate variable. The climate variables included in the analysis are near-
surface air temperature, surface downwelling shortwave radiation, eastern and northern
near-surface wind components, surface pressure, near-surface relative humidity, and to-
tal cloud cover. For this dataset, near-surface means at a height between 1.5 to 10.0 m.

https://www.euro-cordex.net/
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Figure 3.4: Illustration of the atmospheric and environmental variables used in the study
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DATA PROCESSING

The above introduced datasets are temporally varying multivariate fields covering large
domains. For the purpose of this study, time series data were extracted at ten locations of
Rijkswaterstaat monitoring stations in the Dutch Wadden Sea (see Figure 4.9). Both the
atmospheric variables and the chlorophyll-a concentration were provided as 6-hourly
datasets. The longer and higher frequency data were sub-sampled to the period between
1st of March and 1st of November, daily at 12:00 (245 time steps). The model simula-
tion year (2009) was chosen based on the fact that a detailed study was conducted (at
Deltares) for that year with high resolution information on the suspended matter fields
which are crucial for water quality computation in the shallow Wadden Sea. The rea-
son for selecting a reduced time period (9 months) is to concentrate on the season of
high phytoplankton productivity and to eliminate near zero chlorophyll-a values during
winter. Moreover, the daily time step at 12:00 was selected to eliminate zero radiation
values during the night. All variables were then centered to their mean and divided by
their standard deviation to eliminate the problem of different measurement units. Fi-
nally, the right skewed chlorophyll-a concentration was log transformed to achieve a
more symmetrical distribution that may improve the performance of statistical models
used in the study. It is a standard practice to log transform chlorophyll-a as it is approxi-
mately lognormally distributed in marine waters [41]). The distribution of chlorophyll-a
concentration (all locations and all time steps) before and after log transformation are
shown in Figure S1 (Supplementary Material). The pair plot of all variables with kernel
density estimation is displayed in Figure S2 (Supplementary Material).

Figure 3.5 shows the Spearman’s rank correlation coefficient of all variables after scal-
ing (data taken from all stations). The same plot using Pearson correlation coefficient
can be found in Figure S3 (Supplementary Material). It can be observed that solar ra-
diation and air temperature have the highest correlation with chlorophyll-a. Moreover,
cross-correlation between the atmospheric data an also be identified, e.g. pressure and
northern wind component or humidity and air temperature. It is important to note
that while air temperature and solar radiation are positively correlated, they have dif-
ferent impact on chlorophyll-a concentration: air temperature has negative correlation,
whereas solar radiation has positive correlation with chlorophyll-a. Since in the North
Sea the correlation between solar radiation/air temperature and chlorophyll-a concen-
tration highly depends on the region (offshore or coastal) and the temporal scales (short,
seasonal, long) there could be various reasons. In our case, it might be attributed to the
phenomena reported by [31], who found that the thermal mixing of phytoplankton cells
(from the deep chlorophyll maximum) into the surface layer is the dominant process ex-
plaining the negative correlation between sea surface temperature and the chlorophyll
concentration in the daily time series (in the Southern North Sea).

3.2.2. TWO-WAY AND MULTI-WAY METHODS

FROM PCA TO N-PLS
This section briefly introduces the steps to extend the two-way component methods to
mutli-way regression methods. For convenience, Principal Component Analysis (PCA),
Principal Component Regression (PCR) and ordinary PLS regression are introduced briefly,
because the N-PLS regression is based on these algorithms. Assuming that X ∈RI×J and



3.2. MATERIALS AND METHODS

3

45

Figure 3.5: Heatmap with Spearman’s rank correlation coefficient. Dark red indicates strong positive, while
dark blue indicates strong negative correlations. Data from all time series. Abbreviations: solar radiation (rsds),
air temperature (tas), eastern (uas) and northern (vas) wind components, cloud cover (clt), humidity (hurs),
air pressure (ps), chlorophyll-a (chlfa).
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y ∈ RI are column centred and scaled matrices, the predictor matrix X and response y
are decomposed as follows:

X = T P ′+EX (3.1)

y = T q +eY (3.2)

where T is a matrix of scores (T = X P ); P ′ is a matrix of X -loadings, q is a matrix of y
loadings, whereas EX and eY are the residuals. PCA focuses only on the predictor ma-
trix projecting each data point onto the principal components while preserving as much
of the data’s variation as possible. PCA finds R components such that they maximize
the variance of the projected data in X . The description below is written for R = 1. To
calculate the 1st PCA component, x̂i j is approximated with ti score and w j loading:

x̂i j = ti w j (3.3)

where t ∈ RI , w ∈ RJ , i ∈ {1, . . . , I }, j ∈ {1, . . . , J }, and ||w || = 1. Then the score vector and
loading vector can be obtained as follows:

t (w) = argmin
t

I∑
i=1

J∑
j=1

(
xi j − ti w j

)2 (3.4)

w∗ = argmax
w :||w ||=1

var t (w) (3.5)

⇒ t∗ = t (w∗) (3.6)

Then the approximation of X̂ can be rewritten as:

X̂ = T P ′ (3.7)

with T = t , and P ′ = w . Finally, the decomposition of X (for the 1st PC situation) is
obtained as:

X = X̂ +EX (3.8)

The PCR algorithm is similar to the PCA algorithm except that it is extended with re-
sponse y using Eq. (3.2). In other words, PCR constructs R components the same way
as PCA, but adds a regression step to it. Consequently, the regression coefficient q is
obtained from regressing y on T :

q∗ = argmin
q

||y −T q||2 = (
T ′T

)−1 T ′y . (3.9)

The PLS regression differs from PCR, due to its supervised nature, as it finds R compo-
nents from both X and y such that covariance between the score vector t (w) and y is
maximized:
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w∗ = argmax
w :||w ||=1

cov
(
t (w), y

)
(3.10)

⇒ t∗ = t (w∗) (3.11)

Again, rewrite the approximation as Eq.(3.7) with T = t and P = w . Then obtain the
decomposition as in Eq. (3.8). Subsequently from Eq. (3.2) the regression coefficient q
is obtained as in Eq. (3.9). As a consequence, PLS finds loading w that leads to a least
squares solution to Eq. (3.3). Moreover, the PLS score vector has maximal covariance
with y .

In general, both PCA and PLS achieve dimension reduction by converting highly cor-
related variables to a set of uncorrelated variables through linear transformation. The
difference is that PCA, as an unsupervised technique, captures maximum variance only
in the predictor matrix without considering how each predictive variable may be related
to the response variable. On the other hand, PLS combines information about the vari-
ances of both the predictors and the responses, while also considering the correlations
among them (supervised dimension reduction). PLS is considered useful in particular if
there are more independent (predictor) variables than dependent (response) variables,
and if there is multi-colinearity in the predictors. Since in this study several correlated
atmospheric variables are used to estimate one ecological response variable, the use of
supervised dimension reduction techniques is preferable.

The N-PLS regression algorithm is an extension of the PLS regression algorithm to
multi-way data, where essentially the bilinear model of X is replaced with a multilinear
model of X . In case the data is three-way, as in this study, then an appropriate model of
X is a trilinear decomposition, as depicted in Eq. (3.16). The model of xi j in ordinary
PLS is shown in Eq. (3.3), whereas in three-way PLS the approximation of xi j k is given by
the following equation:

x̂i j k = ti w J
j wK

k (3.12)

where t ∈RI , w J ∈RJ , wK ∈RK . In this case the three-way decomposition is defined by:

t
(
w J , wK )= argmin

t

I∑
i=1

J∑
j=1

K∑
k=1

(
xi j k − ti w J

j wK
k

)2
(3.13)

(
w∗J , w∗K )= argmax

||w J ||=1, ||wK ||=1
cov

(
t
(
w J , wK )

, y
)

(3.14)

⇒ t∗ = t (w J∗, wK∗) (3.15)

where ||w J || = 1 and ||wK || = 1. The regression coefficient q is obtained by regressing y
on T as in Eq. (3.9), rewriting the approximation as above in Eq. (3.7) with T = [t ] and P =
[w], subsequently obtaining the decomposition as in Eq. (3.8). Similar to ordinary PLS
the resulting score vector has maximal covariance with y and the loadings (w J

j and wK
k )

lead to a least square solution. For R > 1 further components can be obtained as follows.
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Figure 3.6: Schematization of multi-way models. The cubes (cuboids) represent three dimensional arrays (X
denoting the data array, G the core-array for the Tucker model and Ex the residual array for all models), the
three arrows represent orthogonal vectors (trilinear factors a1,b1,c1, and loading vectors wk , w j with score
vector t ), while the lines represent vectors (response vector y , score vector u, and residual vector ey ), and the
rectangles represent loading matrices for the Tucker model (A, B , C ). Adopted from [185].

Rewrite Eq. (3.7) with T =
[

t1, . . . , tR

]
, P =

[
w1, . . . , wR

]
. Finally, decomposition of X as

in Eq. (3.8), and subsequently from Eq. (3.2) the regression coefficient q is obtained as
in Eq. (3.9).

In summary, the N-PLS model first extracts the important features from the predic-
tor dataset into the loading array P , then estimates the regression coefficient vector q
using least squares. For a more detailed description of the N-PLS algorithm the reader is
referred to [36, 184, 35, 109, 34, 185].

COMPARISON OF MULTI-WAY METHODS

Atmospheric datasets are often multi-dimensional due to the fact that they contain sev-
eral variables, which are not only varying over time but also over space. Moreover, of-
ten additional dimensions are present such as different climate projection scenarios, or
model ensembles, which simulate the same information but use different assumptions
or initial conditions. Three-way data that contain information on different variables,
over time and space can be organized in a three-way array X = Xi , j ,k . In our case the first
dimension (mode 1 or index i ) of the three-way array X corresponds to time, the second
dimension (mode 2 or index j ) corresponds to different atmospheric variables, and the
third dimension (mode 3 or index k) corresponds to location. Consequently, each frontal
slice Xk represents a location with variables j sampled over time i .

The distinction between component and regression models should also be noted.
The typical purpose of component models on one block of data is exploring the patterns
and interrelations using latent variables (principal components), while regression mod-
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els are aimed at predicting a block of data (response) using another block of data (predic-
tors) through a prediction model. Consequently, component models require one block
data, while regression models need multi block data. The above mentioned dimension
reduction methods (PCA and PLS) are two-way component and regression models that
cannot be directly applied to multi-way data. The traditional approach to deal with
multi-way data is to use unfold methods (sliced analysis) such as the one introduced
by [219]. Unfold methods first unfold the multi-way array to a two-way matrix and then
perform ordinary PCA and PLS analysis. However, as Bro [36] has pointed out, the un-
folding methods are not favourable since they do not make use of the multi-way struc-
ture in the data, they are often complex (using many parameters) and more difficult to
interpret compared to the multi-way methods that do not use unfolding.

More appropriate models have been developed for handling multi-way data, which
are the so-called multi-way component and regression models, schematized in Figure
3.6. Multi-way component models are basically generalizations of the two-way solu-
tions to higher order arrays. One generalization of PCA to higher orders is Parallel factor
analysis (PARAFAC), also known as trilinear decomposition, with general equation given
by:

xi j k =
R∑

r=1
ai r b j r ckr +ei j k (3.16)

where R is the number of components used to fit the model; ai r ,b j r ,ckr are ‘triads’ (tri-
linear factors) and ei j k is the residual (see Figure 3.6). Note that here R > 1 is explicitly
possible, compare PCA and PLS descriptions above. Another generalization is the Tucker
decomposition, also called N-mode Principal Component Analysis [37]. For the three-
way case, Smilde et al. [185] describe the Tucker3 model with the following equation:

xi j k =
P∑

p=1

Q∑
q=1

R∑
r=1

ai p b j q ckr gpqr +ei j k (3.17)

where ai p ,b j q ,ckr are elements of the loading matrices A, B , C ; gpqr is an element of the
core-array G and ei j k is the residual element in E , as depicted in Figure 3.6.

Similarly, the two-way partial least squares regression was also extended to multi-
way data as described in Section 3.2.2. The N-way Partial Least Squares (N-PLS) method
was developed by [36] and further elaborated by [184, 35, 109, 34]. A pictorial representa-
tion of N-PLS model is shown in Figure 3.6. Due to its desirable properties, as compared
to the unfolding methods, the N-PLS method has been applied in a range of areas such
as chemometrics, neuroscience and environmental analysis [38], food industry [67], or-
ganic pollutants in the environment [141] or most recently in agriculture [130].

Moreover, recently another generalized multilinear regression method, the Higher
Order Partial Least Squares (HOPLS), was introduced by [225]. HOPLS differs substan-
tially from N-PLS in that it uses the Tucker tensor decomposition (see Eq. (3.17)) instead
of the trilinear decomposition (see Eq. (3.16)), hence, it benefits from the advantages
of Tucker over PARAFAC. Zhao et al. [225] found that HOPLS could outperform N-PLS
and PLS in case of small sample sizes and higher order (N > 3) response data (y). While
HOPLS appears to be a promising method in those cases, it should be noted that in this
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study sufficient number of samples is available and the response y dataset is not high
dimensional (N ≤ 3).

The substantial differences between the above mentioned multi-way methods can
be seen from their schematic representation (Figure 3.6). A comprehensive review of
other dimension reduction methods for multidimensional data via Multilinear Subspace
Learning (MSL) can be found in [135]. In this study the PCA, PLS, PARAFAC and Tucker
algorithms were implemented using open source Python packages such as scikit-learn
and TensoLy, whereas for the N-PLS algorithm the N-way Toolbox [12] was used in Mat-
lab.

In order to showcase the differences between the various two-way (PCA, PLS) and
multi-way (PARAFAC, TUCKER, N-PLS) dimension reduction methods, they were ap-
plied on the atmospheric and environmental data (from Section 4.2) for prediction. Their
prediction errors were analysed from 10-fold cross-validation. K-fold cross-validation,
briefly described in [95], uses a subset of the available data as a training set to fit the
model and a different subset as a test set, where the full dataset is split into K equal-sized
parts, in this case K = 10. For the prediction of every k − th subset the model is fitted to
the remaining K −1 subsets of the data and the prediction error of the fitted model is cal-
culated. This process is repeated for k = 1,2, . . . ,K and the K estimates of prediction error
are averaged. First the Mean Squared Error (MSE) with only the intercept (no principal
components in regression) was calculated, and later on the MSE is computed using 10-
fold cross-validation for the principal components, adding one component at the time
in increasing order. The error measures of the unsupervised methods were obtained by
extracting their computed model factors (with different number of components) which
were then used to fit linear regression. The results of estimated mean squared errors of
predicting y from 10-fold cross-validation are shown in Figure 3.7 (Section 3.3.1).

Apart from the prediction accuracy, it is also investigated how strongly each compo-
nent (latent variable) in the two component N-PLS model (the best performing multi-
way model) depends on the original variables (see Figure 3.8).

3.2.3. DYNAMIC FACTOR ANALYSIS

The previously presented dimension reduction techniques are able to identify unob-
served factors that influence a substantial portion of the variation in a larger number
of observed variables, and able to summarize the dataset through decomposition. None
of these techniques, however, is designed for time series analysis as temporal correla-
tion is neglected. Dynamic Factor Analysis (DFA) is a factor model that explicitly models
the transition dynamics of the unobserved factors; hence, it is a dimension reduction
technique that is designed for time series data. In fact, DFA is a multivariate time-series
analysis technique that estimates underlying common trends in multivariate time se-
ries [93, 150, 138]. The time series are modelled using a linear combination of common
trends, explanatory variables, and a noise component [226].

Given N time series, these could be analysed by univariate models by treating them
as N separate univariate time series. However, this would result in N estimated trends
without considering the interactions between them. DFA aims to overcome this disad-
vantage by reducing the N univariate trends to M common trends, where 1 ≤ M < N .
The main objectives of DFA on environmental time series are therefore identifying un-
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derlying common trends (unobserved factors) in the input time series, identifying inter-
actions between the time series, and analysing the effects of explanatory variables.

The basic concept of DFA is to decompose the multivariate data into trends, explana-
tory variables and noise. Supposing that yt is a univariate response variable measured
in time t , where t = 1, . . . ,T , one of the simplest univariate time series models is given as
follows:

yt = γαt +εt (3.18)

αt =αt−1 +ηt (3.19)

where αt represents the factor (unknown trend) at time t , while εt and ηt are error com-
ponents (noise). This model is called the random walk trend plus noise model. A formu-
lation for the DFA with N time series (N rows) and M common trends (M columns) can
be written as:  y1t

...
yN t

=

γ11 . . . γ1M
...

...
γN 1 . . . γN M


α1t

...
αM t

+εt (3.20)

α1t
...

αM t

=

α1,t−1
...

αM ,t−1

+

 η1t
...

ηM t

 (3.21)

or in generic form:

yt = Γαt +εt (3.22)

αt =αt−1 +ηt (3.23)

where Γ is a factor loading matrix with dimension N × M and contains the unknown
factor loadings, which are multiplication factors that determine the linear combination
of the original variables; and αt is a vector of the M common trends at time t with di-
mension M ×1. It is generally assumed that the error terms are independent, normally
distributed with mean 0 and an unknown diagonal or symmetric/non-diagonal covari-
ance matrix: εt ∼ N (0, H), η ∼ N (0,Q) and α0 ∼ N (α0,V0) where H ,Q,V0 are covariance
matrices [227]. Based on these parameters the covariance matrix of yt can be written as:

cov(yt ) = Γvar(αt )Γ′+H . (3.24)

In order to include K explanatory variables in the DFA, equations (3.22)–(3.23) can be
extended to the following model:

yt = Γαt +Dxt +εt (3.25)

αt =αt−1 +ηt (3.26)
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where D is an N ×K matrix containing the partial (standardized) regression coefficients,
and xt is a K × 1 vector containing the values of the K explanatory variables at time t .
The effects of explanatory variables are modelled as in linear regression, and therefore
it depends on the same underlying assumptions, such as normality, independence, and
homogeneity of residuals [226].

Equations (3.25)-(3.26) can be cast into state space form, and the unknown trends
can be estimated via the Kalman filter. The likelihood is then evaluated based on the
filtering recursions, and maximum likelihood estimation is used to estimate the param-
eters. The Kalman Filter and smoother algorithm for the model in equations (3.25)-(3.26)
can be found in [227].

The dynamic factor model was applied to the ten chlorophyll-a time series. The main
objective was to identify underlying common trends and further analyse the effects of
atmospheric variables on chlorophyll-a concentrations, this time considering temporal
correlation. Since standard dynamic factor models are not designed for multi-way data,
such as N-PLS, the atmospheric data is averaged over the locations. In order to verify
that the underlying assumptions of the dynamic factor model are not violated, several
tests were conducted. These tests include plotting the standardized residuals over time,
checking the normality of the residuals and plotting the correlogram (see Figure S4 in
the Supplementary Material). It was verified that residuals are uncorrelated (since the
autocorrelations are near zero of all time-lag separations), and normally distributed with
mean zero. Thus, underlying assumptions are valid.

3.2.4. FUNCTIONAL PCA
So far we have investigated the features and relationships between short term (1 year
long) meteorological data and environmental response. These datasets offered us the
opportunity to apply supervised techniques since the environmental response was com-
puted with the meteorological data as input. Moreover, we could consider temporal
dependence and compute unobserved factors in the time series due to the reasonable
number of time steps that allow us to apply computationally intensive state space mod-
els. However, apart from the analysis on short term data, we are also interested in in-
vestigating the features of the long term (climate scale) atmospheric projections and po-
tential for data reduction. In order to achieve this, firstly we use Euro-CORDEX climate
projections (covering the entire 21st century) instead of numerical weather prediction
model outputs. Secondly, we analyse the discretely computed (in time) atmospheric
data in the functional data space. This allows us to apply functional data analysis and
study functional variation, which is more logical for climate projections that are long
time series of modelled variables and are not meant to study short term changes and
daily variability. Naturally, an interesting feature of the climate projections is their long
term trends. Conclusions on their seasonal variability and the similarities between cli-
mate scenarios are less often drawn, however. We aim to reach such conclusions through
Functional Data Analysis. By treating these long term climate projections as functional
data our objective is to find an underlying function that can characterize the general
shape of the time series, explain their variability (functional variation), reduce data com-
plexity, and to aid the interpretation of the underlying variability sources [164]. The find-
ings of the previous analyses and the Functional Data Analysis can be jointly used for
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climate impact assessment by aiding the atmospheric variables selection for studying
chlorophyll-a climate response, as well as the identification of important features of the
climate projections for further statistical models.

Functional data representation is commonly done by smoothing the discrete-time
data with basis expansion (e.g. constant, polynomial, polygonal, B-splines, power, ex-
ponential, Fourier) as a pre-processing step. In our study, a Fourier basis expansion is
applied, which has good computational properties especially when the data points are
equally spaced. Moreover, Fourier bases are natural for describing periodic data, such
as atmospheric variables, and therefore it is commonly used in this domain. The func-
tional basis components can be then estimated through Functional Principal Compo-
nent Analysis (FPCA).

The underlying idea is that a function xi (t ) can be expressed as a basis expansion:

xi (t ) = x̄(t )+
∞∑

j=1
fi jϕ j (t ) (3.27)

and

fi j =
∫
ϕ j (t ) [xi (t )− x̄(t )]d t (3.28)

where x̄(t) is the functional mean (zero if the data is mean centered), ϕ j (t ) are the or-
thonormal eigenfunctions and fi j are the Functional Principal Component Scores. The
first few eigenfunctions and eigenvalues can be used for data reduction and feature ex-
traction, while the Functional Principal Component Scores can be used to describe, clus-
ter and classify the curves [180]. The Functional Principal component analysis in this
research uses an open source Matlab toolbox [165].

While the other above mentioned methods (multi-way methods and dynamic fac-
tor model) are used for identifying the most important atmospheric variables affecting
chlorophyll-a concentrations in a shorter time interval, in this research Functional Prin-
cipal Component Analysis is used to investigate different features of the long term cli-
mate projections spanning the 21st century (from 2006 to 2100). Functional Principal
Component Analysis was therefore applied to the Euro-CORDEX climate projections to
compare the functional variation of climate variables, and to describe, cluster and clas-
sify the climate scenarios for the two most important variables (radiation and tempera-
ture).

The discrete-time data points are first transformed to functional data using a Fourier
basis expansion. The left panel of Figure 3.11 shows the atmospheric variables as func-
tional data for an arbitrarily selected year within the 95 year interval. The well distin-
guishable sinusoidal shapes of solar radiation and temperature can be seen in the fig-
ure. Functional Principal Component Analysis with two principal components is then
performed on the functional data and the scores of the first two components are plot-
ted to analyse similarities between the variables (right panel of Figure 3.11). Moreover,
as a second experiment, using Functional Principal Component Analysis the aim is to
classify and cluster the climate scenarios (Representative Concentration Pathways and
driving General Circulation Models) for the two important climate variables (radiation
and temperature), see Figure 3.12 and 3.13.
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Figure 3.7: Comparison of two-way (point markers) and multi-way (triangle markers), unsupervised (PCA,
PARAFAC, TUCKER) and supervised (PLS, N-PLS) dimension reduction models. Prediction errors (MSE) from
10-fold cross-validation with increasing number of components. Prediction is done at Marsdiep Noord station.

3.3. RESULTS

3.3.1. COMPARING TWO-WAY AND MULTI-WAY METHODS

First the results obtained from the comparison between the various two-way (PCA, PLS)
and multi-way (PARAFAC, TUCKER, N-PLS) dimension reduction methods are presented.
In Figure 3.7 one can observe that unsupervised (PCR, PARAFAC, Tucker) and supervised
(PLS, N-PLS) methods form two distinct clusters where the unsupervised techniques
have higher mean squared errors if not all components are included in the regression
(n < 7). The cross-validation results also show that supervised techniques perform the
same with only 2 components as unsupervised ones with 7 components, indicating that
there is room for dimensionality reduction. PLS and N-PLS models are therefore more
parsimonious and explain the majority of the variance in the data with a lower num-
ber of predictor variables, due to the fact that they include correlation to the response.
Another observation from Figure 3.7 is that, for this dataset, multi-way methods outper-
formed their two-way counterparts for both supervised and unsupervised groups by in-
cluding the third dimension (spatial correlation). When modeling the data by a two-way
model the assumption is made that the latent phenomenon (atmospheric or environ-
mental processes) at a certain location is completely independent of the phenomenon
at another location. This is not correct in most cases as usually the phenomena will
be similar at different locations. For multi-way models the assumption is that the phe-
nomenon describing the variation at one location is the same as the phenomenon at
another location, although its magnitude is different. This assumption should be closer
to the truth than neglecting or “unfolding” the spatial dimension [35].

Another observation is the performance difference between PCA, PARAFAC and Tucker
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models. Both PARAFAC and TUCKER are generalizations of PCA to a higher order, with
the important difference that the PARAFAC model has the attractive feature of providing
unique solutions (there is no problem with rotational freedom). If the data are approx-
imately trilinear, the true underlying phenomena can be found if the right number of
components is used and the signal-to-noise ratio is appropriate [35]. The Tucker model
is, however, more flexible and has rotational freedom. It is not structurally unique as
PARAFAC. This makes the Tucker model complex and might explain why it has lower
performane for this specific example. A restricted Tucker model version exists where do-
main knowledge is used to restrict the core elements, forcing individual elements to take
specific values. This way it is possible to define models that uniquely estimate certain
properties. This could be seen as a structural model tailored to a specific problem. In
this research restricted Tucker models were not used.

In Figure 3.8 the loadings of the first two components of the N-PLS model (the best
performing multi-way model) are given for two different locations. By identifying the
original predictor variables that weight most heavily one can draw conclusions on the
underlying physical processes. Moreover, less important predictors could be excluded
from the dataset in order to reduce the number of variables. In Figure 3.8 it can be ob-
served that at Marsdiep Noord, a location of a deeper tidal inlet, the highest loadings
are given to radiation in the first component and to temperature in the second compo-
nent. On the other hand, at Dantziggat, located in the shallow inter-tidal area, the op-
posite can be observed: the highest loadings are given to temperature in the first com-
ponent and to radiation in the second component. Moreover, apart from temperature
and radiation which have the highest loadings, northward-wind also has high loading
in the second component at Datziggat. The factor loadings indicate the differences in
the physical systems between the two locations. In deeper areas (Marsdiep Noord) solar
radiation is the primary driver of the onset of phytoplankton blooms, while in shallower
areas (Dantzigat) radiation intensity is slightly less limiting and light availability in the
water column heavily depend on wind, which influences turbidity due to the mixing
of layers and suspension. This could explain the greater importance of wind speed at
Dantziggat, especially that northerly winds cause the highest surges of sea water along
the Dutch coast [115] that leads to enhanced mixing. In addition, thermal stratification
and vertical mixing conditions are different at the two locations, Marsdiep Noord being
intermittently stratified and Dantziggat being permanently mixed [122]. This influences
nutrient availability in the mixed layer depth as well as phytoplankton composition and
therefore could be responsible for the greater importance of air temperature at Dantzig-
gat. Moreover, top-down phytoplankton governing factors (e.g. grazing, filter-feeding)
are also different at the two locations. For instance the density of filter-feeders is much
higher near Dantziggat [71].

3.3.2. DYNAMIC FACTORS

Choosing the optimal number of unobserved factors is crucial to find a model that iden-
tifies common trends in the dataset without significant loss of statistical information. In
order to find the optimal number of factors, the Akaike’s Information Criterion (AIC) for
each model setup (different number of factors, error covariance matrix diagonal or un-
structured) was calculated and the model containing the lowest AIC value was selected
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Figure 3.8: Importance of predictor variables in the N-PLS model. Loadings of atmospheric variables in the 1st
and 2nd N-PLS components for locations Mardiep Noord (left) and Dantziggat (right). Eastern and northern
wind components are denoted by u-wind and v-wind, respectively.

as optimal. The selected model contains two factors if the error covariance matrix is set
to diagonal. The identified two unobserved factors can be seen in the middle panel of
Figure 3.9. It should be noted that the second factor has negative factor loadings, and
for demonstration purposes, it was plotted with negative sign. The results indicate two
well distinguished trends. The first factor represents the trends of those locations where
the chlorophyll-a concentration peak (spring bloom) occurs earlier, such as Dantziggat.
This is confirmed by the factor loadings (Γ). On the other hand, the second factor shows
the pattern of the locations where the occurrence of the peak is delayed. The identified
temporal shift between locations in the onset of the spring bloom can be explained by
the different system dynamics of the areas, for instance shallower intertidal zones and
the proximity from river or tidal inlets.

The partial standardized regression coefficients of the dynamic factor model for the
two representative stations Marsdiep Noord and Dantziggat (see Figure 3.10) are in agree-
ment with the findings of N-PLS loadings and confirm that radiation and temperature
are the most important atmospheric variables. It is also confirmed that at Dantziggat
air temperature has significantly larger impact than at Marsdiep Noord. As mentioned
above, this might be related to the differences in thermal stratification, mixing condi-
tions and trophic interactions between the two locations. Nevertheless, considering
temporal correlation the relative impact of solar radiation (compared to the other vari-
ables) seems to be even more important, especially at station Marsdiep Noord. This
finding could be explained by the fact that phytoplankton biomass onset in this coastal
ecosystem highly depends on the timing of increased energy from solar radiation during
spring [188]. In fact, it was reported by [188] that the (external) light regime appears to
play a more important role in the initiation of spring blooms than temperature.

3.3.3. FUNCTIONAL PRINCIPAL COMPONENTS
An important aspect of FPCA is the examination of the scores of each curve (variable)
on each component (here we display the first two). Figure 3.11 (right panel) shows the
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Figure 3.9: Underlying trends in chlorophyll-a time series. First and second factors of the Dynamic Fac-
tor model simulating chlorophyll-a trends with atmospheric variables as exogenous variables (middle). Log
chlorophyll-a time series at representative stations (bottom). Bathymetry map showing the location of the
representative stations (top). Map source is https://portal.emodnet-bathymetry.eu/.

https://portal.emodnet-bathymetry.eu/
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Figure 3.10: Dynamic Factor model partial standardized regression coefficients for Marsdiep Noord and
Dantziggat stations demonstrating the effects of atmospheric variables as exogenous variables to model
chlorophyll-a trends.

scores of the first two components of the Functional Principal Component Analysis ap-
plied to Euro-CORDEX climate variables. In order to draw conclusions from this figure,
one must take into consideration the inverse correlation between two group of variables:
cloud cover and northerly wind on one hand and radiation, temperature, and pressure
on the other hand. These variables have relatively similar FPCA function scores but the
scores of second group have negative signs (expressing the inverse correlation). Known
examples are the anticorrelation of atmospheric pressure and cloud cover (high pressure
meaning lower cloudiness), or cloud cover and solar radiation (high cloudiness meaning
lower surface downward solar radiation).

After accounting for the sign of the FPCA scores, a single main cluster can be dis-
tinguished that group variables (their functional representations) with similar charac-
teristics and two variables, eastern wind and humidity, that are relatively separated. In
general the correlation between cloud cover and wind speed is documented [66] but the
reason for eastern wind to be separated could be explained by the fact that at this spe-
cific location the maritime air mass is mainly brought by the northerly wind from the
North Sea to replace the dry continental air mass [115] causing cloud formation. The
fact that radiation and temperature are positively correlated and lie near each other is ex-
pected, due to their similar sinusoidal functional shapes. The relationship of variations
in air temperature to changes in air pressure was also reported in literature [3] based
on the analysis of long historical records. They concluded that changes in atmospheric
circulation (influenced by air pressure) has a key role in air temperature variation, ac-
knowledging that the relationship is seasonally dependent and impacted by the regional
topography. Indirect links between air pressure and solar radiation were also discovered
by [115]. They argue that high pressure systems impact air quality, which in turn affects
solar irradiance [224, 222, 82]. However, as the considered data are outputs of a climate
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Figure 3.11: Functional Principal Component scores for the Euro-CORDEX climate variables. Atmospheric
variables transformed to functional data (for an arbitrarily selected year) on the left panel, and clustering of
variables based on the FPCA function scores on the right panel.

model, which does not include air quality processes, this could not have been captured
in our dataset.

Considering the Functional Principal Component Analysis results for the removal of
multi-collinearity, one could expect that using only radiation or temperature might be
sufficient without significant loss of statistical information. For climate impact studies at
this location it should be considered, however, that solar radiation and temperature dis-
play different long term trends in this region and influence the phytoplankton dynamics
differently. Based on the Euro-CORDEX projections, long term trends of radiation is con-
stant or slightly decreasing, whereas air temperature trends are increasing.

Figure 3.12 depicts the functional representation of the eight climate scenarios for
solar radiation and the first FPCA function with ± two standard deviation. Most of the
variability (77%) can be explained by the first FPCA function, which suggest that the sce-
narios are largely similar. Nevertheless, varying amplitudes and time shifts are observed
between scenarios. These deviations from the mean function are depicted in the lower
left panel of Figure 3.12. Furthermore, when comparing the component scores it can
be clearly identified that the climate scenarios are clustered based on the driving GCMs,
and the two RCP scenarios (RCP4.5 and RCP 8.5) per driving GCM have similar charac-
teristics. This is in line with previous finding that uncertainty in Regional Climate Model
projections are primarily influenced by the driving GCMs while the impact of RCPs is
less dominant [151]. The results also suggest that the CNRM and ICHEC driving GCMs
are very similar to each other, whereas the IPSL driving GCM is divergent from the other
driving GCMs. This was also reported by [148] based on an in-dpeth analysis of the char-
acteristics of Euro-CORDEX climate projections.

The same exercise was performed for air temperature and the results are shown in
Figure 3.13. Similarly to the radiation scenarios, the air temperature scenarios also differ
in their amplitudes and seasonality (temporal shift). The uncertainty around the mean
function (first FPCA component) clearly illustrates this phenomenon. In this case, the
variability explained by the first FPCA function is smaller (57%), indicating that temper-
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ature scenarios are less similar, perhaps due to the long term trends (moderately increas-
ing for RCP4.5 but more sharply increasing for RCP8.5). Surprisingly, the FPCA compo-
nent scores show a different picture from the results of the radiation variable. While the
IPSL driving GCM is still farthest from the others and ICHEC RCP4.5 and CNRM RCP8.5
remain similar, the other scenarios are not clustered by driving GCMs anymore.

These findings indicate that the time series of Euro-CORDEX climate scenarios (for
both solar radiation and air temperature) show structural differences across driving GCMs
but full independence between the scenarios cannot be assumed as their functional fea-
tures are similar. In fact, they can be described with a mean function and varying ampli-
tude plus phase shift. This feature should be incorporated in any statistical model that
is aimed at generating new representative climate scenarios similar to the existing Euro-
CORDEX projection scenarios. While the results of the Functional Principle Component
Analysis do not allow us to draw conclusions about shifting seasonality of radiation sce-
narios on the long-term, but it does express the strength of the mean signal (77% and
57% variance explained by the first FPCA for radiation and temperature respectively)
and highlights the source of the variability around the mean signal.

In a related study [148] a deeper analysis of the same Euro-CORDEX climate dataset
has been performed that reached conclusions on the long term characteristics. In this
analysis the radiation projections have been modelled by a structural time series model
that has various components accounting for long term trend, seasonal shape with vary-
ing amplitude and time shift, and an additive residual term. The parameters of these
time series model components have been estimated through Bayesian parameter infer-
ence based on the eight Euro-CORDEX climate projection scenarios over the 21st cen-
tury. The seasonal shift was represented by the deviations in the (yearly) seasonal cycle
lengths. It was observed that the deviations are centered around zero (deviations were
maximum around 14 days) and have a negative lag 1 autocorrelation meaning that most
positive deviations tend to be followed by negative deviations and vice versa. In this
way the yearly cycle lengths remain close to the ideal cycle length (one calendar year)
throughout the entire time series. Therefore, no consistent shift in seasonality was iden-
tified. Regarding the trend slope, the general expectation that RCP8.5 has steeper slope
than RCP4.5 was confirmed for the temperature variable and also for solar radiation but
much less pronounced. Finally, regarding the amplitude of the seasonal shape, devia-
tions of up to around 20% were observed but without consistent trend.

3.4. DISCUSSION
It must be emphasized once again that all statistical techniques applied in this study
are well documented in the literature. Consequently, the added value of our research to
the marine scientific community is not the development of novel techniques but the ap-
plication of carefully selected dimension reduction techniques (originating from various
domains) to marine and climate big data, in order to provide statistical underpinning for
climate variable selection and data reduction to support subsequent ecological impact
studies. In addition, our study also offers a framework for the structured application of
these dimension reduction techniques to specifically cover three features in marine and
climate datasets: (1) spatial correlation, (2) temporal correlation, and (3) functional vari-
ability. The chapter therefore offers a “dimension reduction tool kit” that goes beyond
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Figure 3.12: Functional Principal Component Analysis for the Euro-CORDEX solar radiation scenarios. Eight
solar radiation scenarios transformed to functional data on the upper left panel, the first PCA component with
± two standard deviations on the bottom left panel, and clustering of scenarios based on the PCA function
scores on the right panel.

Figure 3.13: Functional Principal Component Analysis for Euro-CORDEX air temperature scenarios. Eight air
temperature scenarios transformed to functional data on the upper left panel, the first PCA component with ±
two standard deviations on the bottom left panel, and clustering of scenarios based on the PCA function scores
on the right panel.
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the standard practice and is suitable to jointly study marine and climate datasets.

For instance, N-PLS was developed in the domain of chemometrics, and while sev-
eral applications in other domains were reported [24, 38, 141, 67, 130], it has not been
applied in coastal ecological impact studies, to the best of the author’s knowledge. An
N-PLS application particularly relevant to our research is the study of [24] in the field
of applied climatology that used N-PLS as an empirical downscaling tool for predicting
climate variables. That study employed N-PLS regression using average monthly near-
ground air temperature, specific humidity and sea-level pressures from Global Climate
Models as predictors for downscaled average monthly air temperature, dew tempera-
ture, and precipitation. The results of the N-PLS regression were then compared to the
ones form Principal Component Regression (PCR). It was concluded that in general N-
PLS regression outperforms the commonly used PCR, and therefore presents a promis-
ing alternative. While that study presented comparison to PCR, our study extends the
comparison of the N-PLS results to a range two-way and multi-way methods. Moreover,
the application of N-PLS is also extended by including ecological response apart from
the climate data. This provides further evidence on the benefits of N-PLS in the fields of
marine and climate sciences.

As opposed to N-PLS, Dynamic Factor Analysis has been more widely used in envi-
ronmental studies [75, 47, 121], including marine ecosystem studies [227, 226, 173], also
considering the impact of climate change [119] to identify general patterns in multivari-
ate time series, interactions between the time series, and the correlation between the
time series and explanatory variables. Nevertheless, our application can complement
the studies of [227, 226] that focused on macro zoobenthos and fisheries, as our study
describes phytoplankton biomass (via chlorophyll-a as proxy), which has different role
in the marine food web.

Our study also advances scientific knowledge related to the analysis (and data re-
duction) of climate scenarios. In the past, PCA has been applied to various climate
multi-model ensembles to reduce the larger ensemble sizes into smaller subsets. [176]
applied PCA to define a measure of similarity between models in the Coupled Model
Intercomparison Project (CMIP5) [195]. [146] also used PCA to find common climate
change patterns within a multi-model ensemble (ENSEMBLES regional multi-model en-
semble), combined with cluster analysis detecting model similarities. Furthermore, [55]
presented a methodology using PCA for reducing the climate projection ensemble size
of EURO-CORDEX for subsequent impact studies. There are important differences be-
tween our research and these existing studies, however. Firstly, the motivation for those
studies to use PCA was to select a subset of scenarios from a larger ensemble while keep-
ing the characteristics representative, whereas our goal is more than just the clustering of
climate scenarios. Our study identified features of the radiation and temperature func-
tions such as the sources of variability (e.g. time lag and amplitude shift). These iden-
tified properties allow us to construct synthetic realizations of the climate projection
scenarios in subsequent studies (using climate generators). Thus, the objectives are in
sharp contrast, the former aiming to support scenario studies (based on a reduced num-
ber of representative ensemble members) and the latter supporting probabilistic studies
(based on numerous synthetic realizations). Secondly, all of these studies used ordinary
PCA, not Functional Principal Component analysis. By considering climate data to be
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functional data, although computed at discrete time intervals, Functional Data Analy-
sis allowed us to represent the entire measured function on a continuum interval. This
paradigm shift from discrete-time to functional data presents an alternative approach
to the conventional statistical methods, since it provides additional information on the
underlying functions. Of course, Functional Data Analysis itself is also not new and has
been previously applied in various fields, such as hydrology [193, 44, 192, 6, 91], clima-
tology [32, 191], water quality [98, 83], and others [203]. [191] already documented the
benefits of using Functional Data Analysis to study temporal features of climate data, al-
though in that study Functional PCA was applied to historical data, namely the El Niño
Southern Oscillation. In our research Functional PCA is applied to an ensemble of future
climate projections.

3.5. CONCLUSIONS
In this chapter a variety of statistical methods for the multivariate analysis of air-sea in-
teractions are applied in order to aid the understanding of complex multi-dimensional
datasets and to support ecological impact studies. The selected dimension reduction
methods were chosen to account for spatial correlation, temporal correlation, and func-
tional variability. The presented methods were found to be useful in exploring the datasets,
identifying latent processes, removing multi-collinearity and selecting atmospheric vari-
ables that are the most important when predicting chlorophyll-a response. A compari-
son of standard two-way (PCA, PLS) and less frequently used multi-way methods (PARAFAC,
Tucker, N-PLS) showcased the potential of multi-way methods to construct parsimo-
nious data reduction models. The results allow us to conclude that there is room for di-
mension reduction in the atmospheric dataset since in most cases low prediction errors
could be achieved with as few as 2 principal components. Further conclusions could be
drawn on the predictors that affect the coastal chlorophyll-a concentration the most. All
used methods indicate solar radiation to be the most important influencing factor, fol-
lowed by air temperature and wind in shallow zones. The dynamic factor model proved
to be an appropriate tool to acquire information about underlying common trends in
chlorophyll-a time series across stations, and to investigate the effects of atmospheric
explanatory variables with the inclusion of temporal structure when constructing un-
observed factors. The difference in phytoplankton bloom onset at different parts of the
Dutch Wadden Sea was revealed by the dynamic factor model and solar radiation was
re-confirmed to be the most dominant atmospheric variable when temporal correlation
is considered. Finally, using Functional Principal Component analysis further insights
into the Euro-CORDEX regional climate data were gained by identifying features of the
climate projection scenarios.

Overall, our findings support the use of solar radiation as the primary driving at-
mospheric variable to simulate climate impacts on coastal chlorophyll-a concentrations
in the Dutch Wadden Sea. Moreover, structural patterns of Euro-CORDEX climate sce-
narios for solar radiation and air temperature have been determined, which provide in-
formation on the mean functions and their uncertainties. In ecological impact studies,
uncertainties stemming from the climate scenarios are often only represented by pick-
ing few climate ensemble members (some of the driving GCMs and RCPs). Instead of
such scenario studies it is advised to use the presented uncertainty intervals in the func-
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tional variation of the Euro-CORDEX climate scenarios and perform a fully probabilis-
tic assessment for proper climate uncertainty propagation. In this context, the findings
can also inform studies in which climate generators are proposed to produce numerous
synthetic realizations of solar radiation and air temperature projections. The underly-
ing structural time series models of such climate generators should incorporate the two
identified features: varying amplitudes and time lag (shift) in seasonality. Moreover, due
to the identified shared characteristics, climate scenarios seem exchangeable rather than
independent, hence, the pooling of scenarios is recommended in hierarchical models to
borrow strength and make statistical models more optimal.
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GENERATOR

Available climate change projections, which can be used for quantifying future changes in
marine and coastal ecosystems, usually consist of a few scenarios. Studies addressing eco-
logical impacts of climate change often make use of a low- (RCP2.6), moderate- (RCP4.5)
or high climate scenario (RCP8.5), without taking into account further uncertainties in
these scenarios. In this chapter a methodology is proposed to generate further synthetic
scenarios, based on existing datasets, for a better representation of climate change induced
uncertainties. The methodology builds on Regional Climate Model scenarios provided by
the EURO-CORDEX experiment.

In order to generate new realizations of climate variables, such as radiation or tempera-
ture, a hierarchical Bayesian model is developed. In addition, a parameterized time series
model is introduced, which includes a linear trend component, a seasonal shape with
varying amplitude and time shift, and an additive residual term. The seasonal shape is
derived with the non-parametric Locally Weighted Scatterplot Smoothing (LOWESS), and
the residual term includes the smoothed variance of residuals and independent and iden-
tically distributed noise. The distributions of the time series model parameters are esti-
mated through Bayesian parameter inference with Markov chain Monte Carlo sampling
(Gibbs sampler). By sampling from the predictive distribution numerous new statistically
representative synthetic scenarios can be generated including uncertainty estimates.

As a demonstration case, utilizing these generated synthetic scenarios and a physically
based ecological model (Delft3D-WAQ) that relates climate variables to ecosystem vari-
ables, a probabilistic simulation is conducted to further propagate the climate change
induced uncertainties to marine and coastal ecosystem indicators.

Parts of this chapter have been published in Stochastic Environmental Research and Risk Assessment (2021)
[148]
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4.1. INTRODUCTION
It is widely accepted that long term changes in climatic variables will cause shifts (phe-
nological and biogeographic shifts) in species distributions, but the extent of these shifts
is not yet well understood and any prediction will have a high level of associated uncer-
tainty [80]. Climate change data in ecosystem assessments are used as forcing condi-
tions for the numerous non-linear ecological processes. These ecological processes are
influenced by changes in extreme values, or shifts in distributions and peaks of the cli-
mate forcings. Applicable methodologies for estimating ranges and expected changes
in statistical properties of the climate scenarios are therefore essential for subsequent
ecological impact assessment.

The uncertainty accumulated throughout the climate modelling chain, such as initial
conditions, boundary conditions, parametric and model structure of both General Cir-
culation Models (GCMs) and Regional Climate Models (RCMs) may further propagate
and influence ecological impact estimates. Yet in most impact studies climate change
induced uncertainty is only characterized by different GCM and Representative Con-
centration Pathway (RCP) configurations in a small ensemble of climate scenarios to an-
ticipate potential trajectories [211], but without a fully probabilistic uncertainty quan-
tification.

If available time series of the climate variables are not sufficient to serve as stochas-
tic input variables for ecological, agro-meteorological or hydro-meteorological assess-
ment studies, one way to obtain better uncertainty estimates is to generate multiple
realizations of the climate input variables. Numerous studies exist on generating new
datasets of meteorological variables using probabilistic models. These models are often
referred to as stochastic weather generators. Some well known examples of stochastic
weather generators are LARS-WG [181], WeaGETS [45], or CLIMAK [56]. These widely
used stochastic weather generators have been compared in various studies to assess
their validity for long-term climate data simulation [144], performance in different cli-
matic regions [213], adequacy for water resources systems risk assessment [8], or to
quantify uncertainty due to the choice of the weather generator [211]. In short the aim
of all stochastic weather generators is to simulate new synthetic sets of meteorological
time series with statistical properties similar to the historical data or models [27]. The
expected impact of such methods on the relevant scientific community is to facilitate
studying the effect of long-term changes in mean climate variables, climatic variability,
and the frequency of extreme events [211].

In the above mentioned weather generators the primary variable of interest is pre-
cipitation and the simulation of other variables, such as temperature and solar radia-
tion, is conditioned on the occurrence of rainfall (wet or dry days). Thus, most of these
stochastic weather generators are of Richardson type [170]. The concept of these types
of generators is that solar radiation and temperature are modeled jointly as a bivariate
stochastic process with the daily means and standard deviations conditioned on the wet
or dry state. First a ’residual’ time series is obtained by removing a periodic trend. This
residual time series is assumed stationary and normally distributed, and the autocorrela-
tion and cross-correlation coefficients are estimated using the residuals of the maximum
temperature, minimum temperature, and solar radiation variables. Finally, the removed
means and standard deviations are reintroduced to produce the generated daily values.
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Recently, for the simulation of temperature improvements have been made to the
Richardson type weather generators. One of the major improvements is simulating non-
stationary temperature time series directly instead of simulating standardized residuals
first and then adding them to the periodic mean and standard deviation [186]. The pro-
posed approach called Stochastic Harmonic Autoregressive Parametric weather gener-
ator (SHArP) allows for trends and seasonality in the temperature generation. Another
extension, the Seasonal Functional Heteroscedastic Autoregressive (SFHAR) generator
[53], uses a decomposition of the temperature signal into trends and seasonality in the
mean and the standard deviation, and a stochastic part. This was later applied to gener-
ate a long trajectory of past and near future (up to 2040) temperature by also incorporat-
ing GCM simulations [158]. This is an innovative feature considering that the commonly
used weather generators focus on historical periods with observed climate characteris-
tics and allow the inclusion of future climate projections only through change factors.
Those change factors are then used to alter the observed statistics to account for the
offset in the future projections and recalibrate the weather generators.

The lack of proper treatment of parameter uncertainty in previous weather gener-
ators gave rise to studies which employed Bayesian methods. These methods have a
clear advantage as they better capture uncertainty by providing the full distribution of
model parameters instead of a single best estimate. This enhanced parameter uncer-
tainty characterization allows us to represent the full range of plausible climate scenar-
ios and subsequently the full range of impacts, once climate input is propagated through
process-based models [210]. For these reasons, hierarchical Bayesian frameworks have
been increasingly applied for a range of purposes in the field of weather generators. Ap-
plications have primarily focused on precipitation and temperature modelling, such as
spatial modelling of extreme precipitation [168], spatial modelling of daily precipitation
and temperature [210], statistical downscaling of precipitation [94], or to quantify future
temperature and precipitation uncertainties from multiple climate models [198, 197,
152, 112]. Even though all these applications benefited from the hierarchical or multi-
layered Bayesian model structure, their exact model formulations are not transferable to
our case, in which the parameters of our proposed time series model are to be inferred in
order to simulate long term traces of radiation, and making use of an ensemble of RCM
simulations.

While our proposed method shares the primary objective of existing stochastic weather
generators, in that we also aim to generate numerous gap-free time series of atmospheric
variables using available climate data and with statistical characteristics similar to these,
there are few important differences in the main concept. Firstly, we aim to directly sim-
ulate trajectories with long-term trend, avoiding the common practice of simulating
residuals which are then added to climatology (historical or climate change adjusted).
Moreover, simulating a very long future projection until the end of the century is not
common in existing studies. Secondly, we use a high-resolution 0.11 degree (or 12.5 km)
RCM ensemble from Euro-CORDEX as calibration data for our generator to quantify the
temporal evolution of future uncertainty in regional climate change radiation projec-
tions, as opposed to most previous studies using GCMs and focusing on precipitation
and temperature. Since we propose a single site generator, we do not make full use of the
high spatial resolution of the RCM ensemble, on the other hand, we can argue that high-
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resolution RCMs describe regional and local processes more accurately than GCMs. In
this regard, the novelty is not that the generator can create spatial fields, but rather that
it is using input data from a climate modelling experiment that describes local processes
the best, which was often not the case in existing stochastic climate generators. Thirdly,
our hierarchical Bayesian model consist of a new time series model formulation and
derived Gibbs parameter update formulas for the parameter inference. The proposed
multi-layered Bayesian structure combines different climate scenarios into one model
(rather than separately treating them), making the estimates statistically more robust.
Lastly, we apply the generator to simulate marine water quality indicators, whereas pre-
vious weather generators were mainly focusing on land based impacts (hydrology, agri-
culture, ecosystem changes). While these conceptual elements separately exist in the
field of stochastic weather generators or more broadly in the field of climate sciences
and/or environmental sciences, the combination of these features can be considered
innovative.

In summary, this study presents a Bayesian approach to simulate climate variables
in analogy with stochastic weather generators extended to a larger temporal scale. The
generated ensemble of future radiation projections is used to characterize climate model
uncertainties and to assess ecological response in marine and coastal ecosystems through
a physically-based impact model.

4.2. DATASET
Numerous General Circulation Models (GCMs) and Regional Climate Models (RCMs)
exist that produce long term predictions of climate variables. In this study the Surface
Downwelling Shortwave Radiation dataset, hereafter referred to as radiation, was ob-
tained from the high resolution 0.11 degree (or 12.5 km) EURO-CORDEX (Coordinated
Regional Downscaling Experiment) [106] which uses the Swedish Meteorological and
Hydrological Institute Rossby Centre regional atmospheric model (SMHI-RCA4). Radia-
tion was chosen for the demonstration case due to its high influence on ecological pro-
cesses. In short, radiation is the measure of solar radiation energy received on a given
surface area. Radiation influences light and energy availability for living organisms in
the water column and therefore controls their growth and mortality among others, such
as nutrient availability and temperature.

In order to produce various regionally downscaled scenarios, EURO-CORDEX ap-
plies a range of GCMs to drive the above mentioned RCM. The four driving GCMs in
this study are the National Centre for Meteorological Research general circulation model
(CNRM-CM5), the global climate model system from the European EC-Earth consor-
tium (EC-EARTH), the Institut Pierre Simon Laplace Climate Model at medium resolu-
tion (IPSL-CM5A-MR), and the Max-Planck-Institute Earth System Model at base res-
olution (MPI-ESM-LR). These GCMs have been previously used in recent studies de-
scribing the impacts of climate change on ecosystem state and biodiversity [80]. In
addition to the driving models, further scenarios are obtained by considering differ-
ent socio-economic changes described in the Representative Concentration Pathways
(RCPs). RCPs are labeled according to their specific radiative forcing pathway in 2100
relative to pre-industrial values. In this study we include RCP8.5 (high), and RCP4.5
(medium-low) [214]. Together the four different driving GCMs and two RCPs provide
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Figure 4.1: Overview of the eight EURO-CORDEX climate scenarios used in the study derived from four driving
general circulation models, and two socio-economic scenarios.

us with an ensemble of eight future radiation scenarios (see Figure 4.1). We make use
of these driving GCMs and RCP scenarios as they were previously selected and post-
processed for climate change assessments for this study area by the Institute of Atmo-
spheric Sciences and Climate (ISAC-CNR) within the EU H2020 ECOPOTENTIAL project.

Daily field observations of solar radiation energy were obtained from the Royal Nether-
lands Meteorological Institute (KNMI) at the closest weather station, De Kooy, from 1970
until August 2020. This time interval covers the entire Euro-CORDEX reference period
(1970-2005) and more than 14 years of the projection period (2006 - mid 2020). These
observations were used for the bias correction of the RCM scenarios and for validation
of the generated scenarios.

While this ensemble of GC M ×RC P combinations already encompasses a certain
degree of uncertainty, the number of ensemble members might not be sufficient and
information on the likelihood of its members is difficult to obtain. This is due to the
fact that RCP scenarios have not been assigned a formal likelihood and it is generally
assumed that each climate model is independent and of equal ability [96].

Previously, attempts have been made to assess the likelihood of the different climate
change pathways [42] and a number of studies use model weighting based on past per-
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Figure 4.2: Surface downwelling shortwave Radiation from RCM SMHI-RCA4 driven by GCM CNRM-CM5 with
RCP8.5. Cooler colors indicate lower solar radiation energy received at the surface area, while warmer colors
indicate higher radiation energy. The location of the study site is shown by the red dot.

formance, yet technological, economic, political and climatic factors underlying RCP
scenarios remain largely uncertain and model weights based on historical performance
might not be adequate for other regions, variables and for future projections [116]. For
this reason, in this study the given ensemble of scenarios is enriched to be used for com-
prehensive uncertainty quantification studies and for fully probabilistic simulations in
assessment studies.

The used subset of the EURO-CORDEX dataset covers a domain between 2.0W-10E
longitudes and 48-57N latitudes, as depicted in Figure 4.2, with a resolution of 0.11 de-
gree on curvilinear grid (cca. 12x10 km). For the purpose of this study, time series were
extracted at a given location in the Dutch Wadden Sea (see red dot in Figure 4.2) to re-
duce the data dimension and to be used as input for the single site stochastic genera-
tor. The original radiation time series is a high frequency dataset, with three-hourly time
step, which was aggregated to daily averages excluding zero radiation values during night
time. Data aggregation was done to match the daily time step of the validation data and
to reduce unnecessary noise (sub-daily variations) in the dataset as the sub-daily scale of
the processes are not relevant for the purpose of this study. In other cases where smaller
temporal scales are important the data aggregation step could be excluded.

4.3. STOCHASTIC GENERATOR METHODOLOGY

The methodological workflow depicted in Figure 4.3 starts with the pre-processing of
the time series of radiation data. This step includes bias correction of the Euro-CORDEX
RCM scenarios, as well as extracting the seasonal shape ϕS , the seasonality in the vari-
ance of residuals ϕV , and deviations from the seasonal cycle (d j ). The stochastic gener-
ator uses a parameterized time series model as in equation (4.1) below which consists of
a linear component (eq. (4.2)), seasonal component (eq. (4.3)), and a variance compo-
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nent (eq. (4.4)). Consequently, the model contains the following parameters: intercept
α, slope β, amplitudes of seasonal shapes {AS

j }, amplitudes of seasonality in the variance

of residuals {AV
j }) and a variance parameter (σ2). We will endow all parameters with a

prior distribution and perform inference within the Bayesian setup. Sampling from the
posterior distribution is done using the Gibbs sampler. Finally, the posterior samples can
be used to sample from the predictive distribution and generate synthetic radiation sig-
nals. The temporal evolution of these generated synthetic scenarios is regular, meaning
that the lengths of yearly cycles are always equal. Since we observe in the pre-processing
step that in reality seasonal cycles should not be equally long, temporal deregularization
is done using a time change function τ(tk ) (see eq. (4.5)). The end result is numerous
generated radiation scenarios, which are representative of the input Euro-CORDEX scn-
earios and have varying lengths of seasonal cycles.

4.3.1. BIAS CORRECTION
The RCM simulations are subject to climate model structural error and boundary errors
from the driving GCMs [153], hence, they should be bias corrected before applying them
in impact studies [136]. These systematic biases present in climate models are most
commonly addressed using standard bias correction techniques, such as mean adjust-
ment or quantile mapping. Nevertheless, due to the known problems with these bias
correction techniques [140], one can confidently apply them only if the relevant pro-
cesses are reasonably well captured by the chosen climate models, since fundamental
model biases cannot be corrected by the bias correction approaches. While a compre-
hensive validation of the RCM simulations was not conducted in this study, sufficient
credibility of the future projections in representing local and large-scale processes is
assumed since they are originated from a high-resolution regional downscaling exper-
iment adhered to a coordinated model evaluation framework.

Based on this assumption, quantile mapping bias correction [11] was applied using
the RCM simulations for reference period (1976-2005) and daily historical radiation field
measurements from KNMI for the same period. The quantile-quantile mapping transfer
functions were established for the reference period and separately for each RCM simula-
tion. The transfer functions were then applied for the bias correction of each future pro-
jections separately. Figure 4.4 depicts the histogram of observations together with the
uncorrected and bias corrected RCM simulations in the projection time interval when
field measurements are still available (2006-2020). While dissimilarities exist between
modelled and observed distributions, these are not major, indicating that key processes
are not misrepresented by this RCM [140].

4.3.2. TEMPORAL EVOLUTION
It was verified that significant differences in the temporal evolution of the selected RCM
scenarios during the projection interval (2006-2100), which could be reflected in differ-
ences in trends, do not exist. Nevertheless, pre-processing steps were applied to remove
identified minor differences in time evolution. Since it was observed that not all years
had the same number of data points (within RCM scenarios and across scenarios), the
time evolution was regularized by interpolation using nearest neighbor method. As the
differences in the number of yearly data points were minor, the interpolation had lim-



4

72 4. BAYESIAN STOCHASTIC CLIMATE GENERATOR

Pre-processing

Time series modelHierarchical Gibbs sampler

Forward simulation

Propagation of scenarios to physical
model (Delft3D-WAQ)

Estimate
seasonality

Estimate seasonal
variance shape

Modelling lengths
of periods

Input data
(8 RCM [4 GCM x 2 RCP])

STOCHASTIC GENERATOR

DEMONSTRATION
CASE

Chlorophyll-a ensemble Chlorophyll-a predictive
uncertainty

Euro-CORDEX radiation
scenarios

Time series model

Inference

Generated synthetic scenarios

Bias correction

Figure 4.3: Schematization of the stochastic generator methodology and demonstration case
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with the uncorrected (blue) and corrected versions (yellow) of the RCM projection for the test period (2006-
2020). Example for one RCM projection.

ited impact on the dataset. After this regularization step all scenarios had uniform time
evolution. Further considerations regarding the lengths of the yearly cycles is described
in Section 4.3.3.

4.3.3. TIME SERIES MODEL DEFINITION
For simplicity we first consider only one scenario in this section and later extend the
time series model to all scenarios in its full form (Section 4.3.3). Suppose t0 < t1 < ·· · tK

are observation times (in years) and j ∈ {1, . . . , J } indexes years (used later in equations).
Let y(tk ) denote the radiation measurement at time tk . We assume

y(tk ) = T (tk )+S(tk )+
√

V (tk )E(tk ) (4.1)

with T (tk ) the trend component, S(tk ) the seasonal component, V (tk ) the variance of
noise and E(tk ) the noise component.

SEASONALITY

As a first step, we assume a linear trend in the data:

T (tk ) =α+βtk , (4.2)

where α and β are the intercept and slope parameters respectively. The detrended time
series has a noisy but clearly distinguishable yearly cyclic pattern. Our goal is to esti-
mate this cyclic behaviour and define a seasonal shape function ϕS that represents the
seasonality. In order to achieve this, the following steps are performed. After removing
the trend T (tk ), the time series is smoothed using a non-parametric smoother LOWESS
(Locally Weighted Scatterplot Smoothing) [48] ’to remove noise’. Then the local minima
points (m j ) of the smooth time series are identified, see the upper plot in Figure 4.5.
Based on the identified local minima points the original detrended time series is split
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into yearly curves and the LOWESS smoother is applied again to estimate the seasonal
shape (center plot in Figure 4.5) separately for each scenarios.

In the LOWESS smoothing, the time window was chosen intuitively by plotting vari-
ous LOWESS curves and comparing the fits graphically to avoid over- or under-fitting.
The aim was to find a time window which allows us to obtain a seasonal curve with
sufficient details to describe characteristic features, such as the two “shoulders” in the
seasonal curve, but at the same time removing all noise. The fraction value found to
be most appropriate for the yearly seasonality was 0.1 (10% of the yearly data points)
meaning that the time window is roughly one month. Another option could have been to
choose a time window that optimizes the fit of the LOWESS curve through bias-corrected
Akaike information criterion (AIC) method, Generalized Cross-Validation (GCV) method
or similar. While these options might be more robust in other cases, we think that intu-
itively choosing the time window for the seasonal shape is preferable for the stochastic
generator methodology as it is more flexible and allows us to incorporate domain knowl-
edge and preferences. The averaged LOWESS smoothed seasonal shape (ϕS ) is depicted
in the lower plot in Figure 4.5.

Considering a time series with seasonal cycles (years) the seasonality S(tk ) in the
time series model is defined by

S(tk ) =
J∑

j=1
AS

jϕ
S (tk − j +1)1[ j−1, j )(tk ), (4.3)

where AS
j is a scaling factor for year j , and the seasonal shapeϕS : [0,1] →R. As an exam-

ple if tk = 1.5 then S(1.5) = AS
2ϕ

S (0.5) since it is in the second year. Note that 1[ j , j+1)(tk )
is an indicator function which is 1 for all elements within the interval [ j , j + 1) and 0
otherwise.

RESIDUALS AND SEASONAL SHAPE IN THE VARIANCE ϕV

Apart from the linear- and seasonal trends there is an additive residual term
√

V (tk )E(tk )
in the time series model. In this residual term the noise variables E(tk ), where 0 ≤ k ≤
K , are assumed to be independent and identically distributed (i.i.d) N (0,σ2) and the
variance term V (tk ) is defined similarly to the seasonal component in equation ((4.3)):

V (tk ) =
J∑

j=1
AV

j ϕ
V (tk − j +1)1[ j−1, j )(tk ) (4.4)

where AV
j is a scaling factor for year j and ϕV : [0,1] →R is the LOWESS smoothed vari-

ance of residuals. The seasonal shape of the variance ϕV depends on the specific sce-
nario, same as for the seasonal shape ϕS . The seasonal variance shape is depicted in
Figure 4.6. The lower panel of Figure 4.6 shows the comparison of the observed (in blue)
and modeled (in red) residual, which show good agreement, meaning that the time se-
ries model is capable of representing the input signal. The time series model refinement
process stops at this point when residuals are properly modeled.
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Figure 4.5: Deriving seasonal shape ϕS . Local minima points and smoothed dataset (top), comparison of
yearly data and smoothed curves (middle), average smothed curve as seasonal shape (bottom).
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Figure 4.6: Residuals and deriving seasonal shape in the varianceϕV . Seasonal signal and data (top), smoothed
shape of the variance (middle), residual term including variance and independent and identically distributed
noise (bottom). In the bottom panel the blue color represents the observed residuals while the red color rep-
resents the modeled residual.
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MODELLING LENGTHS OF PERIODS

In the radiation dataset the local minima points (upper panel of Figure 4.5) are not
equidistant, indicating that the seasonal cycle lengths have slight deviations over the
years. Since the variation in the length of seasonal periods is an important feature, it
should be incorporated in the stochastic generator. The deviations from the calendar
year d j are defined as:

d j = j −m j

where m j is the j-th local minimum location (in years). The upper panel of Figure 4.7
shows the deviations from the calendar year and their autocorrelation, while the middle
panel shows the distribution of these deviations. It can be observed that the deviations
are centered around zero and have a negative lag 1 autocorrelation meaning that most
positive deviations tend to be followed by negative deviations and vice versa. In this
way the yearly cycle lengths remain close to the ideal cycle length (one calendar year)
throughout the time series.

In order to account for these non-uniform cycle lengths when generating new syn-
thetic scenarios, a time change function τ(tk ) is introduced. For a visual representation
of τ(tk ) see the bottom panel of Figure 4.7.

When a new synthetic scenario is generated, for each year j a deviation value d j is
produced by sampling from the observed deviation distribution of that scenario. Then,
knowing the deviation for each year, we calculate the location of the end of the j-th pe-
riod m j . Plotting m j against the year j will result in a piecewise function as shown in
the bottom panel of Figure 4.7. When introducing τ(tk ) we essentially create a piecewise
linear function which provides for every time instance tk the new continuous time value
τ(tk ) assuming that between [m j ,m j+1] the time is linearly increasing. Mathematically,
the piecewise linear time change function is described as follows:

τ(tk ) =
(
m j + (m j+1 −m j )(tk − j )

)
1[ j , j+1)(tk ) (4.5)

where m j = j −d j , and the sequence {d j } is modeled as independent and identically
distributed random variables N

(
0,σ2

d

)
.

FULL TIME SERIES MODEL

In this section we write the introduced time series model in full form, extended to all
scenarios, without time change τ(tk ).

Recall that j indexes years and k indexes days. Let ` ∈ {1, . . . ,L} index the scenarios
(we have L = 8). For scenario ` we have measurements

y` =
[

y`(t0) · · · y`(tK )
]T

.

Define
ϕu
`, j ,k =ϕu

` (tk − j +1)1[ j−1, j )(tk ), u ∈ {S,V }

and set

ΦS
` =


1 t0 ϕS

`,1,0 · · · ϕS
`,1,K

...
...

. . . · · · ...
1 tK ϕS

`,J ,0 · · · ϕS
`,J ,K
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Figure 4.7: Deviations from the calendar year (a), together with their autocorrelation plot (b), and histogram
(c). Sub-figure (d) depicts the τ(tk ) time change piecewise linear function. This function is represented by
the j -th local minimum location (in years) m j on the y-axis, against the number of years j on the x-axis.
Differences between m j and the diagonal line are the deviations from the calendar years d j . Example shown
for one Euro-CORDEX scenario.
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along with

V` =σ2
`diag

(
J∑

j=1
ϕV
`, j ,0 AV

j`, . . . ,
J∑

j=1
ϕV
`, j ,K AV

j`

)
and

Au
` =

(
Au

1` · · · Au
J`

)
, u ∈ {S,V }

The conditional distribution for the observation vector for scenario ` is given by

y` | ξ` ∼ N
(
ΦS
`θ`,σ2

`V`
)

,

where
ξ` =

(
θ`, AV

`
,σ2

`

)
, with θ` =

(
α`,β`, AS

`

)
denoting the vector obtained by stacking all components of its elements.

4.3.4. PRIOR SPECIFICATION
We choose partially conjugate priors to simplify MCMC-sampling with the Gibbs sam-
pler. We denote the Normal, Inverse Gamma and Gamma distributions by N, IG and G
respectively. Moreover, we denote by N

(
x;µ,σ

)
the density of N

(
µ,σ

)
-distribution, eval-

uated at x. Similar notation is used for the Gamma- and InverseGamma distributions.
In the Appendix we specify the densities of these distributions to clarify the parametri-
sations used in their definitions. We take the following prior for ξ`

{α`} |σ2
α

iid∼ N
(
0,σ2

α

)
{β`} |σ2

α
iid∼ N

(
0,σ2

β

)
{AS

`} | {σ2
S`} ind∼

J⊗
j=1

N
(
0,σ2

S`

)
{AV

` } | {bV `} ind∼
J⊗

j=1
IG(aV ,bV `)

{σ2
`} | bσ ∼ IG(aσ,bσ)

for hyperparameters aV and aσ. To tie together the laws for different scenarios, we com-
plete the prior specification by another layer

σ2
α,σ2

β, {σ2
S`} iid∼ IG(δ1,δ2)

{bV `},bσ
iid∼ G(λ1,λ2)

for hyperparameters δ1,δ2,λ1,λ2.
Since climate scenarios originate from a common genealogy (e.g. similar computa-

tional schemes, description of similar physical processes) [190], our underlying idea is
that scenarios can be assumed exchangeable rather than independent. This induced the
well known phenomenom of “borrowing strength” where estimates for parameters over
different scenarios are combined (“pooled”), see Figure 4.8. This can correct outlier-like
behaviour and makes the estimates statistically more robust [76, 78].
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Figure 4.8: Illustration of the hierarchical Bayesian model structure. Scenarios are indexed by l .

In our case the reason to opt for a hierarchical setup is to enhance the Bayesian model
by using all the data (all scenarios) to perform inferences for each group (scenario). This
provides a trade off between the noisy within-group estimate, where parameters are esti-
mated independently from the other groups, and an oversimplified parameter estimate
that uses all data and ignores the presence of groups [78].

4.3.5. GIBBS SAMPLER FOR DRAWING FROM THE POSTERIOR DISTRIBUTION
Sampling from the posterior can be done using a blocked Gibbs sampler where for the
parameters in the second layer we sample from the following full conditionals

• θ` ∼ N
(
Σ(ΦS

`
)Tσ−2

`
V −1
`

y`,Υ`
)
, where

Υ−1
`

=Σ−1
`

+(ΦS
`

)Tσ−2
`

V −1
`
ΦS
`

, withV`=diag (σ2
α,σ2

β
,σ2

SL ,...,σ2
S`).

• AV
j`∼IG

(
av+|I j |/2,bV `+(2σ2

`
ϕV
`, j ,k )−1 ∑

k∈I j
(y`(tk )−µ`,k )2

)
,

with
I j = {k : tk ∈ [ j , j +1)} andµ`,k = rowk (ΦS

`)θ`.

• σ2
`
∼IG

(
aσ+K /2,bσ+ 1

2 (y`−ΦS
`
θ`)T V −1

`
(y`−ΦS

`
θ`)

)
Here, `= 1, . . . ,L, and j = 1, . . . , J . For the third layer we sample from

• σ2
α ∼ IG

(
δ1 +L/2,δ2 + 1

2

∑L
`=1α

2
`

)
• σ2

β
∼ IG

(
δ1 +L/2,δ2 + 1

2

∑L
`=1β

2
`

)
• σ2

S` ∼ IG
(
δ1 + J/2, 1

2

∑J
j=1(AS

j`)2
)
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• bV ` ∼ G

(
λ1 + Jav ,λ2 +∑J

j=1

(
AV

j`

)−1
)

• bσ ∼ G
(
λ1 +Laσ,λ2 +∑L

`=1σ
−2
`

)
Values of the hyperparameters were set to δ1 =λ1 = 2, δ2 = 1, and λ2 = 0.01.

Derivation of these updates is straightforward as the hierarchical model implies that the
posterior satisfies

p
(
{ξ`},σ2

α,σ2
β, {σ2

S`}, {bV `},bσ | {y`}
)

∝
L∏
`=1

{
N

(
y`;ΦS

`θ`,V`σ
2
`

)
N

(
α`;0,σ2

α

)
N

(
β`;0,σ2

β

)
× IG

(
σ2
`; aσ,bσ

) J∏
j=1

[
N

(
AS

j`;0,σ2
S`

)
IG

(
AV

j`; aV ,bV `

)]}
× IG

(
σ2
α;δ1,δ2

)
IG

(
σ2
β;δ1,δ2

)
G(bσ;λ1,λ2)

L∏
`=1

{
IG

(
σ2

S`;δ1,δ2
)

G(bV `;λ1,λ2)
}

.

Only derivation of the update for AV
`

is slightly tedious and requires bookkeeping that
any time tk is only in one year (indexed by j ). Note that the priors are chosen such that
all update steps in the Gibbs sampler are partially conjugate. Due to the random error,
generated values may fall below zero when radiation is low. In order to avoid this, results
are truncated at zero to comply with physics, as solar radiation cannot be negative. For
this reason, the above introduced model is an approximation. In the model formulation
we neglect the impact of truncation.

4.4. PROPAGATION OF UNCERTAINTY - DEMONSTRATION CASE
In this demonstration case, the generated radiation scenarios are used to drive a physi-
cally based model to investigate the effects on water quality (ecology) and further prop-
agate climate related uncertainties to better characterize the response of the ecological
system. The optimal number of stochastic generator realizations for environmental ap-
plications has been previously investigated [89, 7]. These studies assessed the impact of
output size of weather generators on statistical characteristics and indices as compared
to historical data and try to reach a predefined accuracy. Apart from accuracy, for prob-
abilistic impact studies one should also consider the impact of ensemble size on how
well the predictive distribution of a weather-related variable, such as radiation, can be
estimated [123]. Based on these studies the authors conclude that an ensemble size of
around 100 members is optimal for the demonstration case, while also computationally
feasible.

For the impact modelling, the water quality sub-module of the Delft3D integrated
modelling system, Delft3D-WAQ, is used with an existing model setup which has been
previously calibrated and validated for the location of our demonstration case [133]. The
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Figure 4.9: Demonstration case: Delft3D-WAQ model domain in the Southern North Sea and along the Dutch
coast.

spatial domain of the physical model covers the Southern North Sea with coarser hori-
zontal resolution offshore and finer resolution along the Dutch coast, as shown in Figure
4.9. The model comprises of twelve vertical layers, making it a three dimensional physi-
cal model.

Delft3D-WAQ is a comprehensive hybrid ecological model including an array of mod-
ules reproducing water quality processes that are then combined with a transport mod-
ule to calculate advection and dispersion. The model most importantly calculates pri-
mary production and chlorophyll-a concentration while integrating dynamic process
modules for dissolved oxygen, nutrient availability and phytoplankton species. Delft3D-
WAQ can include a phytoplankton module (BLOOM) that simulates the growth, res-
piration and mortality of phytoplankton. Using this module the species competition
and their adaptation to limiting nutrients or light can be simulated [133]. A graphical
overview of the modelled ecological processes can be seen in Figure 4.10. Without de-
scribing in details the formulation of these ecological processes we briefly introduce how
our variable of interest, chlorophyll-a, is calculated and how solar radiation influences
its concentration.

The chlorophyll-a content of algae is species specific. The total chlorophyll-a con-
centration is equal to the sum of the contributions of all algae species:

Cchlfa =
n∑

i=1
Calg,i (4.6)

where Cchlfa is the total chlorophyll-a concentration and Calg,i is the biomass concen-
tration for algae species type i . The mass balances for algae types are based on growth,
respiration and mortality which are influenced by factors such as nutrients (nitrogen,
phosphorus, silicon, carbon) and light in the water column. BLOOM uses linear opti-
misation to calculate the species competition and the optimum distribution of biomass
over all algae types. The goal of the optimization process is to maximize the net growth
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rate of the total of all algae types under nutrient availability, light availability, maximum
growth rate, and maximum mortality rate constraints.

Light availability, therefore, is an important driving factor for phytoplankton pro-
cesses, and this light availability is a function of solar radiation energy provided by the
RCMs and the stochastic generator. More specifically, the available light at a particular
water depth is calculated as a function of solar irradiation on the top layer and the light
attenuation in the water column caused by extinction (scattering and absorption). This
light extinction is modelled by the Lambert-Beer law (eq. (4.7)) which states that the light
intensity in the water layers is exponentially decreasing with the water depth:

Ib = It e(−K H) (4.7)

where Ib is the light intensity at bottom of the water column, It is the light intensity at
the top of the water column (solar radiation forcing), K is the light extinction coefficient
and H is the water depth. The extinction coefficient K is the sum of the background
extinction and the extinction of all other light absorbing suspended organic or inorganic
matter (the self-shading of phytoplankton, extinction of total suspended matter and the
dissolved humic substances).

Consequently, projected change in solar radiation at the water surface, which trans-
lates into light intensity in the water column, is an influential factor to determine future
changes in chlorophyll-a concentration. The demonstration case aims to showcase this
cause-effect relationship and quantify the associated uncertainties.
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4.5. RESULTS

4.5.1. RESULTS OF STOCHASTIC GENERATOR
Initial states and hyperparameters were specified, and the Gibbs sampler was run for
over a thousand iterations. Samples drawn from the posterior distributions for all sce-
narios are summarized in Figure 4.11 as violins plots. For the interpretation of the results
the reader is reminded that scenarios one to four are from different driving GCMs with
RCP4.5, and scenarios five to eight are from the same GCMs as the first four scenarios, re-
spectively, but with RCP8.5. It can be seen that the intercept and slope parameters of all
scenarios are similar and their ranges are overlapping, even though, scenario four shows
a slightly different behaviour. GCM number three (IPSL-CMSA-MR) and 4 (MPI-ESM-
LR) have higher variances than the other GCMs as indicated by the σ2 plot (see third
plot in Figure 4.11). It should be mentioned that before pooling was applied, through
an additional layer in the hierarchical model, scenario four showed stronger outlier be-
haviour. This behaviour is reduced in the hierarchical scheme as estimates get pulled
towards the overall mean of the various scenarios. We can also observe in the third panel
of Figure 4.11, where the σ2 estimates are shown for each scenario, that dissimilarities
between scenarios are dominated by driving GCMs. This is in line with previous finding
that uncertainty in the RCM projection scenarios are primarily influenced by the driving
GCMs while the impact of RCPs is less dominant [151].

Regarding the trend slope, it is a general expectation that RCP8.5 (scenarios 5-8) has
steeper slope than RCP4.5 (scenarios 1-4). This expectation was confirmed for the tem-
perature variable. While trend slopes for solar radiation under RCP8.5 are also slightly
steeper, with an average difference of 0.014, it is less pronounced. This unexpected fea-
ture could be explained by the complexity of projecting solar radiation for this region,
which has been previously discussed in literature. A study by [17] found remarkable
discrepancy between RCMs and their driving GCMs, since GCMs consistently indicated
increase in solar radiation over Europe until the end of the century, while most RCMs
detected general decrease. Moreover, the difficulty of projecting cloud cover and solar
radiation changes in coastal areas with sea-land-atmosphere boundaries, such as the
study site, has also been highlighted.

By sampling from the predictive distribution new synthetic scenarios are generated.
Posterior predictive checks [78] have been done visually by comparing the original and
sampled data, together with observations, as shown in Figure 4.14. It can be observed
that the seasonal shape is well reproduced and the ensemble band of the new scenar-
ios around the baseline scenario suggests the presence of uncertainties both in peak
concentrations and phase shifts. This indicates benefits of using a larger ensemble of
scenarios as input for ecological studies. Further validation of the stochastic generator,
and especially its ability to accurately represent long-term trends, has been done by fit-
ting it with the observations for the period between 1970 and 2020. The time series of
the observations and generated scenarios have been decomposed and their trend, sea-
sonal and residual components have been compared in Figure 4.12. We can observe that
the time series model performs as intended and able to closely reproduce the long-term
trend, seasonal and residual signals of the observations. Consequently, we can conclude
that the stochastic generator produces valid outputs including correct representation of
the climate change signal.
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Figure 4.11: Violin plots of parameter samples for the eight baseline scenarios. The top three plots show con-
stant values for the α, β, and σ2
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For the demonstration case an ensemble of 120 new scenarios were generated by
equally drawing from each baseline scenario (15 new scenarios of each type). The gen-
erated scenarios have been verified by comparing their empirical quantiles graphically
to the baseline scenarios for the entire projection period (2006-2090), depicted in Figure
4.13. The quantile-quantile plots of three example generated scenarios approximately
lie on the diagonal line and there are no obvious discrepancies, except for the tale, which
can be explained by the fact that we take normally distributed noise which is symmetric.

Finally, Figure 4.15 shows boxplots of the generated scenarios for each month, with
the corresponding monthly mean statistics of the baseline scenarios as solid lines. Since
the temporal evolution of baseline and generated scenarios are similar, there is no prob-
lem with the long-term linear trend differences and therefore the figure covers the entire
projection period (2006-2090). We can observe that each RCM climatological mean for
all the months are well captured by the generated synthetic scenarios, as they fall within
the interquartile range of the boxplots.

4.5.2. RESULTS OF PROBABILISTIC WATER QUALITY SIMULATION

The eight baseline Euro-CORDEX radiation scenarios and the 120 generated ones are
used as input for the Delft3D-WAQ numerical model to drive ecological processes which
calculate chlorophyll-a concentration, among others. The objective of this demonstra-
tion case is to illustrate the benefit of using a larger ensemble of radiation inputs and to
assess the impacts of different radiation intensities towards the end of this century, dur-
ing the early spring season when (solar) energy is the limiting factor to biomass growth.
Consequently, further analysis focuses on the early spring months. In order to simulate
ecological variables for the spring season the baseline Euro-CORDEX radiation scenar-
ios and the outputs of the stochastic generator were post-processed. Seasonal averages
of the first (2006-2015) and last (2081-2090) simulated decade were derived, thus ob-
taining a single year signal for each baseline and generated scenarios. These processed
radiation signals were then used to force the deterministic physical model. The simu-
lated chlorophyll-a concentrations therefore indicate the characteristic spring peak of
the beginning and the end of the century, not a single event.

A subset of the simulation results are shown in Figure 4.16 focusing on the spring
peak. The figure depicts the chlorophyll-a concentration ensemble members and their
medians derived from the baseline and generated scenarios for the first and last simu-
lated decade, as well as the prediction intervals that can be computed using the gener-
ated scenarios. The figure aims at comparing the evolution and peak of the character-
istic spring blooms. In the upper panel, it is visible that most of the baseline scenarios
are close to each other and only one or two scenarios behave slightly differently. In the
stochastic generator the parameter inference process favors the majority behavior as the
data drives the process. Therefore, when generating new radiation traces it is more likely
produce scenarios which are similar to the majority of the baseline scenarios rather than
the one(s) with outlier behavior. For this reason, it may happen that a baseline ensem-
ble member is outside of the generated ensemble band at few time steps. In addition to
this, it should be noted that the more synthetic scenarios we produce with the stochastic
generator, the larger the ensemble band will become since it can better cover the param-
eter space. Despite these facts, the generated ensemble has an uncertainty band which
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Figure 4.12: Time series decomposition of observations (black), and three example generated scenarios (col-
ored) for the time interval 1970 - mid 2020. The first panel depicts the time series, while the panels below show
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Figure 4.13: Quantile-quantile plots of three example generated scenarios compared to their baseline scenario
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Figure 4.14: Comparison of one baseline scenario (black), observations (red x) and the new generated scenarios
(colored). The number of generated scenarios is 1, 5, 15 respectively.
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covers well the baseline ensemble members.
Regarding climate change impacts, we can observe from the baseline scenarios that

the characteristic spring bloom of the end of the century (2081-2090) is consistently
lower than the one representing the beginning of the century (2006-2015). Generated
scenarios accurately reproduce this phenomena. This finding is in line with physical
expectations since radiation projections show mild negative long-term trend for almost
all scenarios (second panel of Figure 4.11), and during the energy limited spring period
radiation positively correlates with the chlorophyll-a concentration. It should be noted,
however, that in this experiment we only consider the effect of radiation and assume all
other climate forcing, such as temperature, unchanged. Consequently, this demonstra-
tion does not replace comprehensive climate change impact studies but rather show-
cases a possible use of the radiation generator.

In order to demonstrate the benefit of a larger ensemble, Figure 4.17 depicts the his-
togram of the pointwise predictive distribution at the time of the characteristic spring
peak concentration. One can argue that the eight baseline ensemble members may
be used to derive an ensemble mean and width of the ensemble band (or spread), but
not for full uncertainty characterization which also includes the predictive distribution.
Looking at the basic uncertainty metrics the baseline ensemble has a mean of 25.42
mg /m3, standard deviation of 3.7 mg /m3, and 11.33 mg /m3 wide uncertainty band.
The generated ensemble has comparable metrics with 25.58 mg /m3 mean, 3.13 mg /m3

standard deviation, and 14.13 mg /m3 uncertainty band. While the basic metrics remain
similar the added value is that the larger ensemble permits us to derive predictive dis-
tribution and better express confidence in the predictions. Having only few ensemble
members reduces the ability to resolve the unknown probability distribution that one
tries to estimate, hence, higher number of ensemble members providing sufficient reso-
lution in terms of probabilities is required [123].

4.6. CONCLUSIONS AND RECOMMENDATIONS
This chapter presents an approach to complement existing regional climate projections
by generating new synthetic scenarios with similar statistical properties. Due to the
Bayesian hierarchical (multi-level) setup the proposed method offers flexibility and al-
lows full characterisation of uncertainties. Thus, the main value of the proposed method-
ology is that we can compute predictive uncertainty conditional on all the data (consid-
ering all scenarios).

Moreover, the pre-processing step allows adaptability to other climate variables, such
as temperature, or potentially to other environmental variables, noting that adjustments
to the model formulation might be necessary as the current time series model was de-
fined for time series with seasonality. The underlying parameterized time series model
formulation therefore needs to be adjusted for non-seasonal signals with substantially
different characteristics.

In addition, there is a practical limitation to the number of generated scenarios in
cases when probabilistic simulations are performed using computationally expensive
physical models. The three dimensional physical model, used in the demonstration
case, covers a large spatial domain, hence, simulation times are long (approx. 12 hours
for one year simulation on a medium performance baremetal Linux computer cluster).
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Figure 4.16: Simulated chlorophyll-a concentrations. Ensemble members and median of the baseline scenar-
ios for the first and last simulated decades (top), ensemble members and median of the generated scenarios for
the first and last simulated decades (middle), and pointwise prediction intervals derived from the generated
ensemble (bottom). Orange dashed line indicates the time of the spring peak concentration.
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Based on this we can conclude that while the stochastic generator itself has no com-
putational time limitations, the subsequent model that is utilized to forward propagate
uncertainties may present such limitations. On the other hand, if the synthetic radia-
tion scenarios are used as input to surrogate models, this limitation on the number of
scenarios is reduced.

Moreover, for future research the authors recommend to extend the current Bayesian
hierarchical model to include spatial correlation (multi-site stochastic generator) and
to incorporate other climate variables, since currently only one location and variable is
considered. Extending the stochastic generator in this way would allow us to make use
of the multi-dimensional data structure.

Finally, we conclude that the demonstration case, in which the generated synthetic
radiation scenarios were utilized for probabilistic water quality simulation, could show-
case the potential of the presented approach to express future likelihoods of predicted
chlorophyll-a concentrations via pointwise predictive distributions. Since with smaller
ensembles one may only derive ensemble mean and spread as a proxy of uncertainty, it
is this added feature of simulating numerous chlorophyll-a concentration scenarios and
subsequently deriving the pointwise predictive distribution, which helps to achieve bet-
ter characterization of uncertainties. This enhanced uncertainty estimate in turn sup-
ports better informed and rational decision making which often brings socio-economic
and monetary benefits.
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This chapter aims to study the evolution of phytoplankton bloom dynamics in the Dutch
coastal waters, using a variety of historical data and projected future solar radiation and
air temperature trajectories from regional climate models as driving forces covering the
21st century. The main objective is to quantify climate induced uncertainties in future
coastal phytoplankton phenology stemming from important climate variables. The three
main methodological steps to achieve this goal include (1) developing a data fusion model
to interlace coastal in-situ measurements and satellite chlorophyll-a observations into
a single multi-decadal signal; (2) applying a Bayesian structural time series forecasting
model to produce long-term prediction of chlorophyll-a concentrations over the 21st cen-
tury; and (3) developing a feature extraction method to derive the cardinal dates (begin-
ning, peak, end) of the spring bloom to track the historical and the projected evolution of
its dynamics. Research findings indicate that at the study site location the spring bloom
characteristics are impacted by the changing climatic conditions. Towards the end of the
21st century climatic factors may shift spring blooms slightly earlier, resulting in longer
spring bloom duration. Moreover higher chlorophyll-a concentration peaks can be ex-
pected. Based on the ensemble simulation the largest uncertainty lies in the timing of the
spring bloom beginning and -end timing, while the peak timing has less variation.

Parts of this chapter have been published in Frontiers in Marine Science - Global Change and the Future Ocean
(2021) [149]
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5.1. INTRODUCTION
Phytoplankton and their seasonally occurring blooms are vital to marine ecosystems
as they are a major source of energy input for higher trophic levels [183]. Phytoplank-
ton blooms are natural phenomena occurring when phytoplankton growth exceeds the
losses (mortality, respiration, feeding, sinking and dispersive losses) and rapid accu-
mulation takes place when optimal abiotic and biotic conditions are present for the
growth. An early account of the bloom phenomenom is given by [194]. Phytoplank-
ton blooms can be identified through chlorophyll-a concentration, which is an indicator
for algal biomass, though concerns were raised [10] about using chlorophyll as phyto-
plankton biomass proxy in the North Sea. In the Dutch coastal zone, phytoplankton
mass seasonality is described by a prominent spring bloom (diatom dominated) and a
less pronounced late summer bloom. This is partly driven by increased riverine nutrient
loads (melting snow and spring rains) and intensified mixing by seasonal winds blow-
ing over the shallow shelf sea. The onset of spring blooms is usually initiated by corre-
lated changes in water temperature and the light availability [217] but coupled to and
controlled by thermal stratification, resource dynamics (e.g. nutrient availability) and
predator–prey interactions (e.g. grazing) [22]. Temperate marine environments, such
as the Dutch coastal waters, are particularly sensitive to changes in spring bloom initi-
ation due to the fact that higher trophic levels are greatly dependent on synchronized
planktonic production [64].

When studying the functioning of continental shelf ecosystems, such as the south-
ern North Sea, one should consider various influencing elements. Regarding the hy-
drodynamics, the southern North Sea is a tidally mixed region where tidal fronts occur
across the English Channel. The variability in the tidal fronts influence stratification and
mixing regimes and have ecological consequences, or may even be the driving force of
regime shifts in the North Sea ecosystem [129]. In addition to tidal fronts, along the
Dutch coast, other shallow water (e.g. Wadden Sea), coastal, and estuarine fronts are
impacting the system dynamics. These fronts are characterized by turbidity and salinity
gradients. Since the study location is situated at the boundary of the North Sea and the
shallower Wadden Sea, in the Mardiep tidal inlet, the coastal influence is an important
factor. In the Dutch coastal zone the observed gradients of phytoplankton biomass are
very steep and there is considerable natural variability in the chlorophyll-a concentra-
tion. In these shallower coastal waters the concentration of suspended inorganic matter,
which influences the extinction of light, is relatively high and dynamically varying. Ac-
cording to [131] in Dutch coastal waters 25 to 75% of the light extinction is caused by
suspended matter. Further coastal influencing factor affecting the spring bloom is the
riverine nutrient loads. In the North Sea rivers provide a significant portion of the total
nitrogen and phosphorus load [132]. Although the study site is not situated at a river
outflow, there are nine major rivers that affect the Dutch coastal waters based on the
nutrient composition matrix derived by [132]. The plumes of these major effluents, es-
pecially the Rhine, are significant influencing factors to phytoplankton dynamics.

Available climate models offer us a range of (atmospheric) climate variables that
could be considered as external drivers influencing phytoplankton seasonality. The cli-
mate variables include air temperature, precipitation, solar radiation, eastward and north-
ward wind, air pressure, humidity, and cloud cover. In this study we focus on air temper-
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ature and solar radiation that were found [148] to be the most influential atmospheric
variables affecting coastal chlorophyll-a concentrations in the Dutch coastal waters, along
with wind speed (in shallow systems). This conclusion was reached by applying various
statistical techniques to explore temporal, spatial, and functional correlations from the
historical atmospheric and chlorophyll-a time series at this location.

In its recent comprehensive study of the Wadden Sea eutrophication trends, [25] lists
the phytoplankton governing factors, both bottom-up (light, nutrient) and top-down
(grazing, filter feeding). Through the review of various studies, it was concluded that
light is the dominating limiting factor, which is present all year long, while nutrient lim-
itation occurs during summer and toward the end of the growth season. Moreover, a
cross correlation analysis was conducted by [31] in the North Sea between environmen-
tal variables (tidal mixing, wind mixing, solar radiation, air temperature, SST, salinity,
turbidity) and chlorophyll-a hourly time series, including various lags. At the site with
dynamics similar to our study area, the highest correlations were found with solar ra-
diation, air temperature, turbidity and tidal mixing. Additionally, [105] reports that sea
surface temperature is the best predictor of chlorophyll-a concentration in the North
Atlantic. In their climate impact study, [169] also opted to use only mean annual sea
surface temperature as an environmental driver since it acts as a useful proxy for other
physical processes and influences seasonal and regional changes in vertical stratifica-
tion, nutrients, and winds. We should also note that there is relationship between air
temperature, solar radiation and mixing. [31] indicated that in the North Sea air temper-
ature and solar radiation influences phytoplankton biomass through diurnal variation in
convective mixing and diurnal vertical migration of motile phytoplankton. Supporting
this, [207] reported that the diurnal variation in convective mixing is attributed to the
sinking of phytoplankton during daytime (thermal micro-stratification) and resuspen-
sion at night (surface cooling). [105] also confirmed that temperature is correlated with
stratification, mixed layer depth and nutrient availability and their temporal changes.

The thermal structure of the North Sea as a whole is characterized by a well-developed
thermocline during summer and well-mixed water column during winter [85]. Nev-
ertheless, there are important regional differences. In the central North Sea the water
column can be strongly stratified and the tidal-induced mixing is less important. In
these regions wind-driven mixing and convective cooling have a greater impact on phy-
toplankton biomass [31]. This seasonally stratified condition is in stark contrast with
the highly dynamic coastal systems where tidal mixing is the most dominant physical
factor. [143] also documented important differences between the offshore and coastal
North Sea regarding the impact of climatic conditions and nutrient availability. It was
found that inter-annual variability in phytoplankton dynamics of the offshore regions
was mainly regulated by temperature, Atlantic inflow, as well as co-varying wind stress
and North Atlantic Oscillation (NAO). Contrarily, in coastal waters solar radiation and
sea surface temperature, as well as Si availability was dominant [143]. In addition to the
regional differences, the influence of environmental drivers of phytoplankton biomass
also differs at different temporal scales [31]. At short time scales, the physical transport of
phytoplankton cells by wind-driven or tidal mixing is the dominant. On the other hand,
focusing on the seasonal time scales it is solar radiation and air temperature, together
with associated changes in thermal stratification, nutrient availability and grazing, that
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dominate phytoplankton dynamics [194, 189, 31]. Finally, at longer inter-annual and
decadal time scales climatic variation and long-term human impacts on the eutrophi-
cation status will become influential [169, 31]. Consequently, we acknowledge that in
other regions physical processes play a dominant role in coastal chlorophyll-a concen-
trations, especially through the mixing (e.g. wind-driven) of nutrients into the euphotic
layer during stratified conditions. Although this is particularly important in oligotrophic
regions where solar energy is abundant and phytoplankton dynamics is mainly limited
by nutrient availability [223], it is less influential in our case.

Our study is motivated by the fact that climate-induced regime shifts reportedly took
place in the North Sea [9, 18]. Consequently, seasonal variability of phytoplankton biomass
in relation to light and temperature is particularly important aspect in the North West
Shelf Seas [127, 202]. The interactive effects of temperature and solar irradiance on phy-
toplankton have been extensively studied without clear consensus. This may be partly
due to the fact that phytoplankton response to temperature change greatly varies be-
tween individual and aggregate level. Considering the individual level phytoplankton re-
sponses to temperature are exponentially or linearly increasing until the optimum, and
declining above that [63]. On the other hand, looking at the aggregate level, species can
replace one another along a temperature gradient via competition resulting in mono-
tonically increasing growth rates. However, temperature also influences predator-prey
interactions, not only phytoplankton growth. The intensity of grazing (or zooplankton
ingestion) is partly determined by temperature, along with the available phytoplankton
biomass and the zooplankton biomass [200].

Due to the complex interactions of physical forcing conditions with food web pro-
cesses, phenological responses of phytoplankton to climate change are not trivial to es-
timate. Nevertheless, according to [172], focusing on the spring season may help to re-
duce the complexity. It was suggested that in temperate marine systems the impact of
physical environment and the response of the biological system can be best studied in
spring. During spring, the physical limiting factors like temperature, light availability,
and mixing are more prominent than the non-physical ones, such as trophic interac-
tions (e.g. grazing). While in the spring period trophic interactions may not be limiting,
later on in the year, they become more important and may dominate over the physical
factors [187, 189]. Thus, we acknowledge the complexity of physical and trophic interac-
tions and do not dismiss their influence on the phytoplankton phenology. Nevertheless,
this study aims to focus on the physical drivers, or more precisely on the climatic ones.
Consequently, to limit the masking effect of trophic interactions, as far as this may be
possible, we focus on the spring phytoplankton bloom to study the impact of changing
climatic conditions in the Dutch coastal zone.

Changing climatic conditions directly affect the photosynthetic metabolism of phy-
toplankton, but also indirectly impact them by modifying their physical environment
[52]. Climate change impacts on phytoplankton are manifested as shifts in seasonal dy-
namics, species composition, and population size structure [217]. Since in the current
study we only use chlorophyll-a concentration as response variable, we can only draw
conclusions on the seasonal dynamics of the aggregate level, not on species composi-
tion or population structure. As an indicator of climate change impacts on seasonal
phytoplankton dynamics, we selected the long term changes in spring bloom dynam-
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ics. There is, however, no single definition of phytoplankton blooms in the literature
or in policies, for instance based on the rate of change or the threshold of concentra-
tion, as this is highly dependent on the type of ecosystems (e.g. inland or marine, local
species, climate, bathymetry). In this study we describe the spring bloom dynamics by
their cardinal dates (bloom initiation, -peak and -ending) using log-concave regression.
Alternatives methods of deriving cardinal dates and the benefits of using log-concave
regression are presented in the Section 5.2.4.

A range of studies investigating climate change induced shifts in phytoplankton bloom
dynamics in the North Sea already exist. Most of these studies derive their findings from
historical chlorophyll-a data, measured either by in-situ sensors or remote sensing [59,
100, 161, 64, 73], or from laboratory experiments [124, 218]. Climate impact studies
which focus on future developments of phytoplankton bloom dynamics generally use
few climate change scenarios from global or regional climate models and traditionally
use physically-based models [74, 101, 102, 163, 179]. We acknowledge that previous pa-
pers already introduced ways to characterize phytoplankton blooms [215, 161, 100, 172,
124]. Nevertheless, uncertainty quantification in the shift of phytoplankton dynamics in
these studies is not a central topic.

There are, however, existing studies that address uncertainty in bloom detection. [49]
investigates the impact of missing data on phytoplankton phenology metrics (threshold-
based definition) using satellite observed chlorophyll-a; [68] compares the accuracy and
precision of three bloom metrics (biomass-based threshold method, cumulative biomass-
based threshold method, rate of change) on biogeochemical model outputs and satel-
lite observed chlorophyll-a; while [84] performs probabilistic phytoplankton phenology
characterisation using Bayesian harmonic regression and a threshold-based definition
of bloom metrics based on satellite observed chlorophyll-a. Major advantage of these
studies is the quantification of errors or uncertainties in the computation of the bloom
metrics. Our research deviates from these studies in that we do not focus on historical
data but aim to quantify future projected uncertainties in spring bloom dynamics. In
fact, in our analysis the bloom detection algorithm is the only step where "model uncer-
tainties" are not quantified and instead all other steps involve uncertainty estimates. The
reason for this is that in future climate change studies the main source of uncertainty
does not arise from the derivation of the bloom metrics but from the climate forcings
and from the projection of the chlorophyll-a signal. Our method does provide uncer-
tainty ranges for the bloom metrics but that is derived from the ensemble of generated
chlorophyll-a projections. The benefit of reconstructing a range (> 100) of full seasonal
cycles is therefore to obtain predictive uncertainty estimates on bloom metrics from the
input data rather than from the bloom detection itself.

Considering the above, the novelty of our work lies in the following features. In our
research we make use of both in-situ and satellite observations jointly by applying a data
fusion algorithm to get a more complete, more accurate and longer data record. While a
range of possibilities already exist to describe phytoplankton blooms, in our research we
propose a new way of extracting the cardinal dates of the phytoplankton spring blooms.
We use non-parametric shape constrained (log-concave) regression, which provides a
flexible formulation without tuning parameters and assumptions on the distribution
patterns and can be directly applied on the annual bi-modal time series without any
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pre-processing. Consequently, our proposed method is less sensitive to bloom ampli-
tude, missing data, and observational noise.

Moreover, we augment existing climate change scenarios with synthetically gener-
ated ones, thus supplying numerous (> 100) trajectories for air temperature and solar ra-
diation development. In addition to this, our proposed method complements the com-
putationally expensive numerical models for chlorophyll-a simulation with a data driven
approach, using a Bayesian structural time series model. Complementing physically-
based prediction models with statistical ones allows us to compute a large number of
simulations and achieve better characterization of predictive uncertainties. These method-
ological advances enable the combination of different chlorophyll-a data sources, the in-
corporation of climate covariates and the propagation of uncertainty from observations
to nonlinear estimates of projected changes in spring bloom metrics under an enriched
number of climate change scenarios (associated to future development and emission
pathways).

5.2. MATERIALS AND METHODS

In this chapter we describe the data sources and introduce the main methods that were
developed and/or applied within the framework of this study. When new methods are
proposed, such as the data fusion model and the shape constraint model to derive bloom
metrics, we aim to sufficiently document those to allow replication studies.

Figure 5.1 presents the methodological framework and summarizes the connections
between elements. Our research aims to study changes in phytoplankton phenology
based on historical data and future climate projections. Given the historical records of
chlorophyll-a concentrations obtained from various data sources, one can extract the
cardinal dates of the spring bloom for the past decades using the proposed feature ex-
traction technique. Furthermore, changes in the spring blooms may be projected for
the future by utilizing the correlation between climatic factors, represented by air tem-
perature and solar radiation, and the ecological response, indicated by the chlorophyll-a
concentration. This correlation can be inferred from past records since air temperature
and solar radiation were measured by field sensors for the past decades. Though future
chlorophyll-a concentrations are not available to us, we attempt to make projections us-
ing the trends and seasonality from historical observations and taking into account the
correlations with projected air temperature and solar radiation, produced by regional
climate models. While this methodological framework allows us to investigate past and
projected spring bloom dynamics, we note that there are several sources of uncertain-
ties, both data and model related ones, which are propagated through the steps. These
uncertainty sources (+/- U) are marked in Figure 5.1. In order to address this issue, we
aim to use transparent statistical approaches that allow us to quantify intrinsic uncer-
tainties. Noting that the projected trends in bloom metrics constitute the main findings
of the research, the importance of the uncertainty quantification framework should also
be emphasized, which should always go hand-in-hand with climate change impact stud-
ies.
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Figure 5.1: Methodological framework including three main elements with causal and temporal relations: (1)
climatic factors, (2) ecological response, and (3) spring bloom dynamics

5.2.1. DATA SOURCES
This research is based on a multitude of data sources from sensors and numerical models
of various types. The environmental and climate variables in this study are chlorophyll-a
concentration, air temperature, and solar radiation. In order to investigate past trends
and obtain the correlation between these variables, we make use of historical measure-
ments, whereas to anticipate future climate change impacts, climate model outputs are
used.

CHLOROPHYLL-A CONCENTRATION MEASUREMENTS

Available historical chlorophyll-a data includes field observations at Marsdiep Noord
station (see Figure 5.2), from the Dutch Directorate-General for Public Works and Wa-
ter Management (Rijkswaterstaat), covering more than forty years from 1976 to 2018,
but measured rather sparsely. To complement these field measurements, processed and
validated satellite observed chlorophyll-a concentration (extracted at the same location)
was used from the Copernicus Marine Environment Monitoring Service (CMEMS) from
1997 to 2019. We should note that satellite observation of phytoplankton biomass in the
Dutch coastal waters is complex since the chlorophyll-a signal may be mixed with the
relative distribution of suspended matter and CDOM instead of phytoplankton biomass
[129].

The specific product in use is the North Atlantic Chlorophyll-a, daily interpolated
and reprocessed product with one km spatial resolution (OCEANCOLOUR_ATL_CHL_L4
_REP_OBSERVATIONS_009_098). The satellite product is limited to the surface depth.
This chlorophyll-a product is produced using multiple sensors (multi-sensor product),
multiple chlorophyll-a algorithms and a daily space-time interpolation scheme [178].
The interpolation scheme includes a combination of a water-typed merge of chlorophyll-
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Figure 5.2: Location of the study area and the monitoring point together with the pixels of the matching Euro-
CORDEX climate model output and CMEMS satellite measured chlorophyll-a

Figure 5.3: Overview of data sources. The description includes variable name, data type, data source, data
frequency, and spatial resolution.
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Figure 5.4: Historical chlorophyll-a concentrations measured in the Dutch Wadden Sea using in-situ data be-
tween 1976-2018 (A) and satellite images between 1997-2019 (B). Climatological median (solid black line) per
calendar is also shown.

a estimates and kriging interpolation method with regional anisotropic covariance mod-
els at the shore, as described in [178]. This product uses the Copernicus-GlobColour
processor and it is obtained by merging the following sensors: SeaWIFS, MODIS Aqua,
MODIS Terra, MERIS, VIIRS NPP, VIIRS-JPSS1 OLCIS3A and S3B. For coastal waters the
product uses the standard OC3-OC4 [13, 156, 155] and OC5 [81] algorithms. The latest
product validation results against in-situ measurements show an r 2 of 0.73 with N =
11502 data points [77]. For a more in-depth description of this satellite product the
reader is referred to the QUality Information Document (QUID) [77].

The chlorophyll-a concentration seasonality from in-situ observation is shown in
Figure 5.4A, and from satellite observations in Figure 5.4B. Naturally these data sources
have different sampling methods and associated uncertainties. The in-situ observations
are point samples taken by the Dutch national in-situ monitoring programme (MWTL)
https://waterinfo-extra.rws.nl/monitoring/. It should be noted that the sam-
ples are taken close to the water surface, usually in the upper 3-5 meters of the water col-
umn. These observations are often considered as ground truth and are the most reliable,
however, in the case of chlorophyll-a concentration the temporal frequency of the ob-
servations is relatively low, around 10-20 observations per year. This amount of field ob-
servations poses a limitation to assess annual phytoplankton bloom cycles [216]. Thus,

https://waterinfo-extra.rws.nl/monitoring/
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the more frequently sampled satellite images are also used to complement the in-situ
measurements for a better assessments of bloom characteristics. This complementary
data source is used noting that satellite derived chlorophyll-a is only available at the wa-
ter surface (lack of vertical resolution), has a coarse one km resolution and suffers from
algorithmic and interpolation errors, consequently having a higher level of associated
uncertainty.

Since the two types of chlorophyll-a measurements describe the same underlying
process, we propose a data fusion model to combine them. This data fusion model in-
terlaces the in-situ and satellite observations into a single chlorophyll-a concentration
signal, which is more complete then the individual observations and covers a longer time
period. The data fusion model is described in Section 5.2.2.

SOLAR RADIATION AND AIR TEMPERATURE MEASUREMENTS

The historical daily solar radiation and air temperature records are obtained at the near-
est weather station (De Kooy) from the Royal Netherlands Meteorological Institute (KNMI)
for the matching period (1976-2019). Apart from historical data, future projected values
of air temperature and solar radiation are acquired from the high resolution 0.11 de-
gree (∼ 12.5 km) EURO-CORDEX Coordinated Regional Downscaling Experiment [106],
which uses the Swedish Meteorological and Hydrological Institute Rossby Centre re-
gional atmospheric model (SMHI-RCA4). In order to produce various regionally down-
scaled scenarios, EURO-CORDEX applies a range of General Circulation Models (GCMs)
to drive the above mentioned Regional Climate Model (RCM). In addition to the driving
models, further scenarios are obtained by considering different socio-economic changes
described in the Representative Concentration Pathways (RCPs). RCPs are labeled ac-
cording to their specific radiative forcing pathway in 2100 relative to pre-industrial val-
ues. The EURO-CORDEX scenario simulations use the RCPs defined for the Fifth Assess-
ment Report of the IPCC. In this study we include RCP8.5 (high), and RCP4.5 (medium-
low) [214] and four driving GCMs.

In the upcoming Sixth Assessment Report new scenarios and pathways will also be
included, which are called Shared Socioeconomic Pathways (SSPs) [2]. SSPs describe
five alternative socioeconomic pathways (SSP1 to SSP5) for future society enhancing the
existing RCPs with socioeconomic challenges to adaptation and mitigation. Such so-
cioeconomic challenges are population, economic growth, urbanisation or technologi-
cal development for instance [154]. It should be emphasized that SSPs are not replacing
but complementing RCPs. In the Sixth Assessment Report the RCP-based climate pro-
jections and SSP-based socioeconomic scenarios are combined to achieve an integrative
framework for climate impact and policy analysis [2]. From the SSP scenarios SSP5-8.5
corresponds to RCP8.5 and represents the high end of the range of future forcing path-
ways, while SSP2-4.5 represents the medium part and corresponds to RCP4.5 [1].

Together the four different driving GCMs and two RCPs that are applied in this study
provide us with an ensemble of eight future solar radiation and temperature trajectories.
Since the RCM simulations are subject to climate model structural error and bound-
ary errors from the driving GCMs [153], they should be bias corrected before applying
them in impact studies [136]. For this reason, quantile mapping bias correction [11] was
applied using the RCM simulations for the reference period (1976-2005) and daily his-
torical field measurements from KNMI for the same period, as described in [148]. The
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Figure 5.5: Eight EURO-CORDEX (darker solid line) and 120 generated synthetic (shaded dashed line) climate
change projections for solar radiation (A) and air temperature (B), grouped by RCP scenarios (blue - RCP4.5,
red - RCP8.5). Plot of the yearly averages based on the daily data.

quantile-quantile mapping transfer functions were established for the reference period
and separately for each RCM simulation. The transfer functions were then applied for
the bias correction of each future projections (2006-2100) separately.

This ensemble of climate trajectories is used to simulate a range of possible phyto-
plankton seasonality shifts and the associated uncertainty described by the predictive
distribution of the phytoplankton bloom cardinal dates. It should be noted that apply-
ing only eight climate projections reduces the ability to adequately resolve the unknown
predictive distribution that one tries to estimate, hence, higher number of climate tra-
jectories providing sufficient resolution in terms of probabilities is required [123]. Con-
sequently, to better characterize uncertainties, an enriched set of climate change projec-
tions is employed. This set of air temperature and solar radiation projections was pro-
duced using a Bayesian stochastic generator [148], which builds on the above mentioned
Regional Climate Model scenarios provided by the EURO-CORDEX experiment and gen-
erates further synthetic scenarios using a hierarchical Bayesian model. The generated
ensemble of air temperature and solar radiation projections include 120 members and
their statistical properties are similar to the input projections. Both the EURO-CORDEX
and synthetic projections are shown for air temperature in Figure 5.5A and for solar ra-
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diation in Figure 5.5B. At this specific location we can observe a consistently increasing
temperature trend over the 21st century and a slightly decreasing solar radiation trend.
While increasing air temperatures are in line with expectations, decreasing solar radia-
tion trends may need further explanation. The main cause of this negative trend is the
fact that total cloud cover at this site is projected by EURO-CORDEX to increase, hence,
limiting surface downwelling shortwave radiation. This is a region specific feature, and
the difficulty of projecting cloud cover and solar radiation changes in coastal areas with
sea-land-atmosphere boundaries, such as the study site, has been previously highlighted
by [17], along with discrepancy between RCMs and their driving GCMs in their solar ra-
diation projections over Europe.

5.2.2. DATA FUSION OF CHLOROPHYLL-A MEASUREMENTS

STATISTICAL MODEL

In order to describe the chlorophyll-a concentration, we assume that there is a continu-
ously evolving latent signal (X t , t ∈ [0,T ]) that satisfies the stochastic differential equa-
tion (sde)

dX t =−α(X t −µ(t ))dt +σdWt . (5.1)

The underlying idea is to model a stochastic process that is mean reverting (with strength
α) towards the deterministic signal t 7→ µ(t ). We will take µ to be periodic with period
1. We start off from a continuous time description as in-situ measurements are not col-
lected at regular times. Observations can be of three types

1. Yi ∼ N (X ti ,ψ1);

2. Yi ∼ N (X ti ,ψ2);

3. Yi ∼ N2

([
1
1

]
X ti ,

[
ψ1 0
0 ψ2

])
.

This reflects having two types of measurements (in-situ and satellite) with different accu-
racies. Sometimes one measurement is obtained, sometimes the other one, and some-
times both are available. We take Yi to be the log of the measured concentration (component-
wise) to ensure the model only predicts non-negative concentrations. While we ac-
knowledge that there are other mapping functions to achieve non-negativity, taking the
log of chlorophyll-a concentration is often used in practice [41].

Assuming successive observations are obtained closely in time, i.e. ∆i := ti − ti−1 be-
ing small for all i , we have

X ti ≈ X ti−1 −α(X ti−1 −µ(ti−1))∆i +σ
√
∆i εi ,

where {εi }i is a sequence of independent standard Normal random variables. Ignoring
discretisation error, the resulting equation can be rewritten and combined with the ob-
servation scheme:

Xi = (1−α∆i )Xi−1 +αµ(ti−1)∆i +σ
√
∆i εi

Yi = N (Li Xi ,Υi ),
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where Xi ≡ X ti . For numerical stability, it is better to discretise (5.1) using an implicit
scheme on the deterministic part. This leads to the dynamical system

Xi = Xi−1 +αµ(ti )∆i

1+α∆i
+σ

√
∆i εi

Yi = N (Hi Xi ,Ri ),

We write the model in state-space form, sticking to the notation in Särkka [177]

Xi = Ai−1Xi−1 +ai−1 +N (0,Qi−1)

Yi = Hi Xi +N (0,Ri )
(5.2)

Here

Ai−1 = (1+α∆i )−1 ai−1 = α∆i

1+α∆i
µ(ti ) Qi−1 =σ2∆i ,

Ri =


ψ1 if only in-situ measurement

ψ2 if only satellite measurement[
ψ1 0

0 ψ2

]
both in-situ and satellite measurements

and

Hi =


[
1
]

if only 1 measurement is available at time ti[
1 1

]′
if both measurements are available at time ti

.

Note that (5.2) specifies a linear Gaussian state-space model. The equation for Y is the
observation equation, that for X the state-equation. We will parametriseψ1,ψ2 by taking

ψ1 = ηψ̄ψ ψ2 =ψ,

where η ∈ (0,1) is fixed and ψ̄ will get assigned a prior distribution supported on (0,1).
This reflects apriori knowledge that the in-situ measurements are believed to be more
accurate. The in-situ chlorophyll-a observations are obtained from sampling campaigns
(bucket water samples from a sampling jetty) and therefore considered as the true val-
ues (ground truth). While the satellite product is calibrated with many in-situ observa-
tions in the North Sea, it does not produce perfect match with the in-situ observations
at the study location. Moreover, the number of satellite observations is much higher
than the in-situ observations. This over-representation is counter balanced by the fu-
sion model otherwise the reconstruction would be mostly determined by the satellite
measurements.
We model the mean trend using the series expansion of the form

µ(x) =
K∑

k=1
ξkϕk (x),

where K is fixed, and ξ := (ξ1, . . . ,ξK ) ∼ NK (0,σ2
ξ

I ). This term allows us to account for a
varying shape of the seasonal cycle. The functions ϕk are taken as follows: ϕ1 = 1[0,1]

and for j ∈ {1, . . . , J }

ϕ j k (x) = j−1ϕ0(2 j−1x −k), with k ∈ {0, . . . ,2 j−1 −1}.
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We take

ϕ0(x) = 9

2
x21[0,1/3](x)+

(
3

4
−9(x −1/2)2

)
1[1/3,2/3](x)+ 9

2
(1−x)21[2/3,1](x),

which is the quadratic B-spline function scaled to have support [0,1]. Note that ϕ0 is
continuously differentiable. The hierarchical structure of the basis is exactly like the
Schauder basis, but uses a smoother basic element than the traditional “hat”-function.

INFERENCE

Let θ = (α,ξ,σ2,ψ,ψ̄). Inference can be carried out by initialising θ and iterating the
following steps [171]:

1. conditional on θ,Y1, . . . ,Yn , run the Forward Filtering Backwards Sampling (FFBS)-
algorithm (see Appendix) to reconstruct X1, . . . , Xn ;

2. draw from the posterior of θ, conditional on X1, . . . , Xn and Y1, . . . ,Yn (note that the
likelihood is simple, once we know the latent path X1, . . . , Xn).

For updating parameters we use Gibbs sampling. Note that the updates for ψ̄ andψ only
depend on Y1, . . . ,Yn and updates for all other parameters only depend on X1, . . . , Xn .

• The updates steps forσ2 andψ are trivial when using independent InverseGamma
distributions as prior due to partial conjugacy.

• For ψ̄we assume the Uni f (0,1)-prior. A Metropolis-Hastings step is implemented
where we use random-walk type proposals [171] of the form

log
ψ̄◦

1− ψ̄◦ := log
ψ̄

1− ψ̄ +N (0,τ2
ψ̄),

which implies that the proposal ratio equals

q(ψ̄ | ψ̄◦)

q(ψ̄◦ | ψ̄)
= ψ̄◦(1− ψ̄◦)

ψ̄(1− ψ̄)
.

Note that ψ̄◦ = ψ̄/(ψ̄+ (1− ψ̄)τψ̄Z ), where Z ∼ N (0,1).

• For updating α we use a Metropolis-Hastings step of the form logα◦ := logα+
N (0,τ2

α).

• The “full” conditional density for ξ is proportional to

exp

(
− 1

2σ2
ξ

‖ξ‖2 − 1

2σ2

n∑
i=2
∆−1

i

(
Xi − Ai−1Xi−1 − α∆i

1+α∆i

K∑
k=1

ξkϕk (ti )

)2)

= exp

(
− 1

2σ2
ξ

‖ξ‖2 − 1

2σ2

n∑
i=2

(
Ui − ᾱi

K∑
k=1

ξkϕk (ti )

)2)
,
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where

Ui =∆−1/2
i (Xi − Ai−1Xi−1) ᾱi = α

p
∆i

1+α∆i
.

This is proportional to

exp

((
−1

2
ξ′(σ−2V +σ−2

ξ IK )ξ+σ−2v ′ξ
))

with

v k =
n∑

i=2
Ui ᾱiϕk (ti ) Vk` =

n∑
i=2

ᾱ2
i ϕk (ti )ϕ`(ti ).

Hence, the update step for ξ boils down to sampling from a multivariate normal
distribution with precision σ−2V +σ−2

ξ
IK and potential vector σ−2v (the potential

vector is the product of the precision matrix with the mean vector).

Details on the prior specification: for both σ2 and ψ we took (independently) In-
verseGamma priors, parameterized with shape and scale, with both parameters equal
to 0.1. For α we took the Exponential distribution with mean 10. We took σ2

ξ
= 10 and

tuned the step-sizes τψ and τα such that the corresponding random-walk Metropolis-
Hastings steps were accepted with probability in between 25% and 50%. In the series
expansion we took a fixed value for K=5. We took η= 658/8005, which is the ratio of the
in-situ and satellite measurements.

5.2.3. LONG TERM PROJECTION USING BAYESIAN STRUCTURAL TIME SE-
RIES MODELS

After the fused historical chlorophyll-a concentration signal has been derived, it is used
to train the time series model for scenario analysis. It was previously argued that vari-
ability in the spring bloom dynamics occur due to changing environmental conditions.
Consequently, apart from historical trends and seasonality in the observed chlorophyll-
a concentration time series, projected solar radiation and air temperature are also used
to drive future chlorophyll-a concentration trajectories. These simulated trajectories are
then utilized to extract the bloom characteristics applying the feature extraction method-
ology described in section 5.2.4.

In this study an existing Bayesian structural time series modelling framework is cus-
tomized to our purpose, which is the Prophet forecasting model [196]. This is a decom-
posable time series model with trend, seasonality and additional regressor component,
as well as error term as the main model components:

y(t ) = g (t )+ l (t )+ε(t ).

where, at time t , y(t ) is the response variable (chlorophyll-a concentration), g (t ) is a
piecewise linear trend model, l (t ) is a linear component representing seasonality and
additional regressors, and ε(t ) is the error term (independent and identically distributed
noise). In order to avoid negatively predicted values, the natural logarithm of the re-
sponse variable was taken in the model, and the prediction was then transformed back to
its original scale by using the exponential function. An advantage of the Prophet model
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is that it can handle irregular intervals, which is important as our fused chlorophyll-a
observations are not regularly spaced. Prohpet is similar to other decomposition based
approaches to time-series forecasting except that it uses generalized additive models in-
stead of a state-space representation to describe each component. Using state space
models would offer a more generic model formulation, whereas this approach explicitly
models features common to the chlorophyll-a time series at hand, such as multi-period
seasonality. The structural time series model could alternatively be put into state-space
format, but rewriting it into that form would not alter the results.

Bayesian structural time series models possess further key features for modelling
time series data that are favorable for long-term chlorophyll-a scenario analysis studies.
The main feature is uncertainty quantification, as they allows us to quantify the poste-
rior uncertainty of the individual components, control the variance of the components,
and impose prior beliefs on the model. This is crucial as uncertainties increase over
time in the future, especially in long-term projections. The second key feature is trans-
parency, since the model is decomposed into simple time series components, which can
be visually inspected. Moreover, they do not rely on differencing or moving averages,
which make them more transparent than other autoregressive moving average models.
The third key feature is the ability to incorporate regressors (covariates) as explanatory
variables in the model. This feature is beneficial to include climate change impacts on
chlorophyll-a trajectories from solar radiation and air temperature.

Here we briefly introduce the model without aiming completeness; for the full model
formulation the reader is referred to [196]. We use a piecewise linear model with a con-
stant rate of growth and change points. Suppose there are S change points, over a his-
tory of T points, at times s j , j = 1, . . . ,S. We define a vector of rate adjustments δ ∈ RS ,
where δ j is the change in rate that occurs at time s j . The rate at any time t is then the
base rate k, plus all of the adjustments up to that point, which is represented by a vector
a(t ) ∈ {0,1}S such that

a j (t ) =
{

1, if t ≥ s j ,
0, otherwise.

The piecewise linear trend model with change points is then

g (t ) = (
k +a(t )Tδ

)
t + (

m +a(t )Tγ
)

where k is the growth rate, a(t ) is a change point indicator as defined above, δ is the vec-
tor of rate adjustments, m is the offset parameter, and to make the function continuous,
γ j is set to −s jδ j . We employ the following prior on δ= (δ1, . . . ,δS ).

δ j ∼ Laplace(0,τ)

where τ controls the flexibility of the model in alternating its rate. While the model au-
tomatically detects change points and allows the trend to adapt appropriately, we have
control over the trend flexibility by adjusting the strength of the sparse prior using the
change point prior scale τ. In this application trend flexibility is significantly reduced
by decreasing the change point prior scale to one fifth of its default value. The value
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was fined tuned by balancing between the training error (which is lower with more flex-
ibility) and the prediction error, while keeping the width of the projected uncertainty
interval reasonable.

When the model is used for forecasting, the trend has constant rate and the uncer-
tainty in the forecast trend is estimated. Future rate changes are simulated that emulate
those of the past. In a fully Bayesian framework this can be done with a hierarchical prior
on τ to obtain its posterior. In long-term projections, which is our purpose, one of the
most influential factors is the uncertainty in the future trend. In this model, the uncer-
tainty in the forecast trend is estimated by assuming that in the future the same average
frequency and magnitude of rate changes will occur as observed in the past:

for all j > T,

{
δ j = 0 with probability T−S

T
δ j ∼ Laplace(0,λ) with probability S

T .

Once λ has been inferred from the data, we use this model to simulate possible future
trends and to compute uncertainty intervals. Due to the assumptions in the trend fore-
casting (matching historical frequency and magnitude) the trend intervals may not be
exact, nevertheless they provide an indication of the level of uncertainty and also reveals
trend model overfitting.

In the seasonality model we approximate seasonal effects with a standard Fourier
series expansion with chosen periodicity P , and Fourier order n. The seasonality model
is:

s(t ) =
N∑

n=1

(
an cos

(
2πnt

P

)
+bn sin

(
2πnt

P

))
.

In this model the following periods are used, P = 3652.5 for decadal periodicity, P =
365.25 for yearly periodicity, P = 182.625 for half-yearly periodicity, and P = 91.3125 for
quarterly periodicity (in days). The Fourier order was chosen as N = 10 after tuning such
that under-fitting and over-fitting is avoided by minimizing the test error. The linear
component then becomes

l (t ) = X (t )β

where X (t ) = [
cos

( 2π1t
P

)
, sin

( 2π1t
P

)
, . . . ,cos

( 2πN t
P

)
, sin

( 2πN t
P

)
,R1(t ), . . . ,R J (t )

]
is a matrix

of seasonal components s(t ) and additional vectors of regressors, while

β = [
a1,b1, . . . , aN ,bN ,r1, . . . ,r J

]T includes the 2N parameters of the Fourier series ex-
pansion and the R regression coefficients of the additional explanatory variables. The
following β∼ N (0,σ2) prior is imposed independently on each component of β. By de-
fault the linear component of the model only contains features for modeling seasonality
but through specifying covariates ("regressors") we can include additional arbitrary vec-
tors to X (t ) whose regression coefficients will be inferred. Combining the trend, season-
ality and error components the final model becomes:

y(t ) m,δ,β,σ∼ N
(
g (t )+ l (t ),σ

)
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Figure 5.6: Pair plots of the log transformed response variable (fused chlorophyll-a), and the explanatory vari-
ables (log transformed radiation and temperature). Scatter plots are shown together with Kernel Density Esti-
mates (black) and linear regression (red).

In order to construct an appropriate structural time series model, the selection of model
components was facilitated by exploratory analysis steps, such as seasonal shape ex-
traction, investigating the correlation of explanatory and response variables (Figure 5.6),
produce periodogram and wavelet analysis to explore periodicity, and perform time se-
ries decomposition. Apart from chlorophyll-a, the solar radiation regressor data is also
log transformed, since that produces a correlation structure to log chlorophyll, which is
closer to linearity (see Figure 5.6). The temperature data could not be log transformed
as it contains negative values. The continuous wavelet power spectrum revealed a per-
sistent 12-month periodicity, which explained the largest amount of variability over the
sampling period, while the rest of the variability is attributed to 6-month and 3-month
periodicity. This is in line with previous research findings of wavelet analysis for the same
observation station [216].

In the current structural time series model implementation the following components
are used. Linear trend with change points (change point prior scale is defined), multi-
period seasonality: decadal, yearly, half-yearly, and quarterly (periodicity, Fourier order,
and prior scale are defined), as well as four additional regressors (air temperature, solar
radiation, and their lag1). It should be noted, that adding more than lag1 of the regres-
sors did not improve the prediction further. The parameter inference can be either done
by optimization, using Limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm
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(L-BFGS) to find a maximum a posteriori estimate, or through full posterior inference to
include model parameter uncertainty in the forecast uncertainty.

5.2.4. TRACKING PHYTOPLANKTON SPRING BLOOM DYNAMICS

In order to track phytoplankton spring bloom dynamics, the last step of the methodolog-
ical framework focuses on deriving spring bloom metrics obtained from the chlorophyll-
a concentration time series. We must emphasize that uncertainty in the previous method-
ological steps (data fusion and long term projection) is being propagated to the estimates
of cardinal dates and bloom magnitude. Although efforts have been dedicated to quan-
tify these uncertainties, propagated uncertainty carries implications for the accuracy of
the calculated cardinal dates.

Several existing methods are available to characterize phytoplankton blooms. [107]
provides an exhaustive list of timing indices for quantifying phytoplankton phenology
with advantages and disadvantages. These can be classified as biomass-based threshold
methods, rate of change methods, and cumulative biomass-based threshold methods
[40]. One might use the number of consecutive days that exceed a given threshold (el-
evated assessment level) defined by the literature. In the case of Dutch coastal waters
this is around 12-15 mg /m3 and 22-24 mg /m3 for the Wadden Sea [160]. Alternatively,
a low-pass method could be used for determining the start of the bloom [215], which
is a temporal averaging algorithm acting as a low-pass filter, reducing the short-term
fluctuations. [161] suggested using the date of the maximum and minimum values of
daily change rates in the interpolated chlorophyll-a concentrations for the timing of the
annual onset and breakdown of the phytoplankton bloom. The timing of the bloom
can also be represented by another quantity, the center of gravity (COG) of the carbon
content within the typical spring bloom period period [100]. Another possibility to char-
acterise the spring bloom is to derive the cardinal dates of the mass development [172].
The cardinal dates are the beginning of the spring phytoplankton mass development, the
maximum of the spring bloom (bloom peak), and the end of the spring mass develop-
ment. Mathematical methods of describing cardinal dates were proposed by [172], such
as finding the points of inflexion in the smoothed, log transformed, and differenced (1-
week lag) data, deriving them from four linear segments (constant - increasing - decreas-
ing - constant) fitted to the logarithmic values, or extracting the cardinal dates from the
quantiles of a fitted parametric function (Weibull function). Similarly, [124] transformed
phytoplankton biomass according to standard normal variation and took the first and
third quartiles as cardinal dates, the beginning and the end of the spring bloom, respec-
tively.

Several of the above mentioned methods (or listed by [107]) cannot properly deal
with bi-modal data (require separation of the spring bloom) or large fluctuations in am-
plitude, some methods need parametric fitting (e.g. [209]), and most methods cannot
deal with noisy data, hence require smoothing to pre-process the seasonal data before
deriving the cardinal dates. As summarized by [107] if the seasonal time series is uni-
modal, from densely sampled and without noise, most methods will perform well. This is
rarely the case, unless the data is interpolated and denoised. If that is not the case, more
flexible approaches perform better which use less assumption on distribution patterns.
For this reason to track long term changes in phytoplankton spring blooms we propose
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to derive the cardinal dates using a non-parametric shape constrained method, namely
log-concave regression [60, 87, 86]. Log-concave regression meets this flexibility require-
ment as it does not require any tuning parameters and can be directly applied on the
annual bi-modal time series without any pre-processing. Consequently, our proposed
method is less sensitive to bloom amplitude, missing data, and observational noise.

In summary, determining a mode of a unimodal (part of a) function, sometimes
called ‘bump hunting’ is classically done using smoothing techniques, assuming some
level of smoothness (which is reasonable) of the function. The advantage of using log-
concave regression compared to techniques based on smoothing, is that it does not re-
quire tuning parameters (such as bandwidths) that heavily influence the outcome of the
analysis. An alternative method one could use, would be unimodal regression, where
no smoothness is used at all, resulting in discontinuous unimodal step functions as es-
timate of the regression function. The large class of log-concave functions contains uni-
modal functions that are continuous. Moreover estimation of these can be done in a
stable manner.

In order to track long term changes in phytoplankton spring blooms we propose to
derive the cardinal dates using a non-parametric shape constrained method, namely
concave regression [60, 87, 86]. The concave or convex regression setup for a data set of
size {n : (xi , yi ) : i = 1, . . . ,n} where x1 < x2 < . . . < xn is the following:

Yi = r0(xi )+εi

for a concave function r0 on R, where {εi : i = 1, . . . ,n} are independent and identically
distributed random variables and Yi is the log chlorophyll-a concentration. Then, we
apply concave regression on the log chlorophyll-a concentration data. We assume that
the target of the estimation, r0 : R → R, is concave. Writing K for the set of concave
functions on R, the least squares estimate of r0 is

argmin
r∈K

Φ(r ), where Φ(r ) = 1

2

n∑
i=1

(
yi − r (xi )

)2

Utilizing this concave regression setup, the following two methodological steps are taken
to identify the spring bloom cardinal dates (see Figure 5.7). The cardinal dates are the
spring bloom beginning (B), -peak (P), and -end (E) dates expressed as the day of the
year.

ISOLATING THE SPRING BLOOM

We take yearly time series of log chlorophyll-a concentrations (yt ), and assume that it is
bi-modal separated by a boundary point tb . In order to reduce computation time of the
first step, we omit the first two months (t1 = 60) and last two months (t2 = 300) of the
dataset since we know that the boundary that separates the spring and summer bloom
will not be found there. It should be noted that omitting a portion of the yearly time
series is only done in the first step during the identification of the boundary point. In
the latter step, during the derivation of the spring bloom cardinal dates all dates on the
"left side" of the boundary point are used [0, t opt

b ]. Omitting a portion of the yearly time
series is optional. Then we fitΦ(t ) on the data:



5.2. MATERIALS AND METHODS

5

113

Φ(t ) =
{
ϕtb (t ) t ≤ tb

ϕ̃tb (t ) t > tb

where ϕtb (t ) is the concave regression of (xi , yi ) : xi ≤ tb on [t1, tb], the "left side", and
ϕ̃tb (t ) is the concave regression of (xi , yi ) : xi > tb on [tb+1, t2], the "right side". Therefore

bothϕtb (t ) and ϕ̃tb (t ) are concave. The optimal boundary t opt
b is found where the mean

squared error ofΦ(t ) is minimal:

t opt
b → argmin

tb

MSEtb + ˜MSEtb

MSEtb = 1

tb

tb∑
j=t1

(
y j −ϕtb (t j )

)2

˜MSEtb = 1

t2 − tb

t2∑
j=tb+1

(
y j − ϕ̃tb (t j )

)2

This process of determining the boundary of spring and summer bloom is visually de-
picted in Figure 5.7A and Figure 5.7B.

DERIVE CARDINAL DATES OF THE SPRING BLOOM

After finding the boundary (t opt
b ) only the spring bloom ("left side") of the data is con-

sidered for further analysis where t ∈ [0, t opt
b ]. Then we take a continuous functionΦ∗(t )

which is defined as follows:

Φ∗(t ) =


cl = mean

(
yt : t ∈ [0, tl ]

)
t ≤ tl

ϕ(t ) tl < t ≤ tr

cr = mean
(
yt : t > tr

)
t > tr

where cl and cr are constant and ϕ(t ) is the concave regression of (xi , yi ) : tl < xi ≤ tr .
The points where the left constant function ends and the right constant function starts
(tl and tr ) will become the beginning and the end of the bloom (cardinal dates B and E).
The third cardinal date, the peak of the bloom, is where ϕ(t ) takes its maximum. The
points tl and tr are found where the mean squared error ofΦ∗(t ) is minimal:
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(tl , tr ) → argmin
tl ,tr

MSEcl +MSEcr +MSEϕ

MSEcl =
1

tl

tl∑
j=0

(
y j − cl (t j )

)2

MSEcr =
1

t J − tr

t J∑
j=tr

(
y j − cr (t j )

)2

MSEϕ = 1

tr − tl

tr∑
j=tl

(
y j −ϕ(t j )

)2

This final methodological step to identify tl and tr is shown in Figure 5.7C and Figure
5.7D. Finally, the cardinal dates together with the concave regression and the chlorophyll-
a time series (transformed back to original values by taking their exponential function)
are depicted in Figure 5.7E.

5.3. RESULTS

5.3.1. FUSED CHLOROPHYLL-A CONCENTRATION SIGNAL

The fused chlorophyll-a concentration signal, together with satellite observations, is de-
picted in Figure 5.8A and with in-situ observations in Figure 5.8B. One can observe that
the fused signal almost perfectly follows the in-situ ("water") observations over the pe-
riod in which only that type of measurements are available. From the moment that both
in-situ and satellite date are available (1998), the fused signal lies between the two types
but being closer to the in-situ observations according to the model formulation, since we
have higher confidence in the field data. This is also reflected in the quantile-quantile
plot and scatter plot of the fused signal compared to the in-situ data in Figure 5.8C-D,
which lies almost perfectly on the diagonal, whereas the plot of the fused signal against
the satellite observations deviates more from the diagonal. This enhancement of the
historical chlorophyll-a signal has benefits for the projection step. Since the long-term
projection is largely based on the observed correlations, if the input chlorophyll-a con-
centration time series is less accurate the statistical model will misrepresent the pro-
cesses.

5.3.2. LONG TERM CHLOROPHYLL-A PROJECTION

The Bayesian structural time series model (introduced in Section 5.2.3) was trained (1976-
2010) and tested (2010-2018) on the fused chlorophyll-a concentration signal and the
historical measured solar radiation and air temperature data. Figure 5.9 visually depicts
the validation of the in-sample forecast (1976-2010) and the forecast (2010-2018) against
the fused data. The figure shows that most measurements (75%) lie within the predic-
tive uncertainty band, indicating the model’s reliability. The scatter plot of predictions is
shown in Figure 5.10 whereas the performance metrics can be found in Table 5.1.
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Figure 5.7: Steps to derive the cardinal dates of phytoplankton spring blooms: (1) Determining the boundary
(tb ) for isolating the spring bloom (A-B), and (2) concave regression to spring bloom (C-D). The cardinal dates
of the spring bloom are shown in (E).
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Figure 5.8: Data fusion results. The mean fused chlorophyll-a concentration signal (green) with uncer-
tainty (grey) compared with satellite observations (blue) in (A), and in-situ "water" observations (red) in (B).
Quantile-quantile plot of the fused signal compared to both in-situ and satellite observations in (C) and scatter
plot in (D).
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Figure 5.9: Time series forecasting validation against fused observations. Model fit between 1976-2010 (blue)
and forecast between 2010-2018 (red). Predictive uncertainties in shaded area.

Table 5.1: Time series forecasting validation metrics against fused observations. Model forecast between 2010-
2018 with N=3287 data points.

Performance metric Value

N 3287.00
MAPE 0.38
RMSE 3.78
R2 0.51
% of obs in uncertainty band 75.63

While long-term data driven chlorophyll-a concentration prediction for climate im-
pact assessment is not widespread, there have been few studies conducted on both in-
land water systems ([46, 114, 126, 137]) and marine systems ([105, 118, 31, 58]) that per-
formed short term predictions. [31] predicted chlorophyll-a in the North Sea at different
sites applying Generalized Additive Models (GAMs) with accuracies (R2 values) ranging
from 0.25 to 0.51 for hourly time scale, 0.15−0.22 for daily time scale, and 0.27to0.63 for
bi-weekly time scale. Higher accuracy (R2 = 0.83) was obtained in the North Atlantic, us-
ing a spatial GAM to predict month-to-month variation [105] or in a recent study by [58]
where an R2 value of more than 0.7 was achieved for a longer-term prediction (multi-
year) with three different algorithms: Support Vector Machine Regressor (SVR), Random
Forest, and Multi-layer Perceptron Regressor (MLP). SVR performed the best (R2 = 0.78)
with 17 predictor variables. Similar accuracies (R2 values) were achieved in short-term
prediction studies for lakes or reservoirs using Random Forest algorithm on monthly
(0.2-0.6) and daily (0.6-0.8) data [126], as well as using Multiple-Layer Perceptron Neural
Network (MLPNN) and Adaptive Network-based Fuzzy Inference System (ANFIS) 0.52-
0.85 [137]. In comparison with these studies, we conclude that our model has acceptable
accuracy, especially considering that we predict on a daily scale and eight years ahead,
while most of the cited work focuses on much shorter prediction time frame. It should
be noted that model comparability with other studies is hampered not only by the differ-
ences in ecosystem types (fresh water or open ocean instead of coastal waters) but also
due to the fact that the predictor variables differ, and so as the experimental setup such
as data splitting strategies, and prediction time frames.

After the calibration of hyperparameters and initial validation, the time series model
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Figure 5.10: Scatter plot of predicted chlorophyll-a concentration against fused observations. Model forecast
between 2010-2018 with N=3287 data points.

was retrained using the entire historical period (1976-2018), to better capture histori-
cal trends, and used for long-term chlorophyll-a concentration projection (2019-2089).
Since the model contains log transformed solar radiation and air temperature as re-
gressors, they need to be provided for the entire projection period. Consequently, after
2019 the bias corrected climate change projections are applied instead of the field ob-
servations. Given the numerous generated climate change projections (120 were used),
the same number of future chlorophyll-a concentration trajectories were simulated, as
shown in Figure 5.11. One can observe that the predictive uncertainty increases over
time as we get farther from the projection start date. This predictive uncertainty origi-
nates from the trend component as explained in Section 5.2.3, and the modelling choices
(e.g. changepoint prior scale) will influence it. We should emphasize that such long term
projection is only a simplified approximation of the future chlorophyll-a signal, which
follows a piecewise linear trend and continues to repeat its multi-seasonal behaviour,
learnt from the past data, moreover includes linear effects of the two climate variables.
These assumptions guarantee fast computation time, thus allowing numerous simula-
tions for uncertainty quantification, which is the objective of this study. Nonetheless, it
does not replace complex physically-based numerical models that are capable of simu-
lating a wide range of ecological processes.

5.3.3. CHANGES IN PHYTOPLANKTON BLOOM DYNAMICS

The feature extraction step to derive the spring bloom cardinal dates (see Section 5.2.4)
is first applied to the mean fused chlorophyll-a data to obtain the historical changes in
spring bloom dynamics. Unfortunately, the cardinal dates could only be derived starting
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Figure 5.11: Long term chlorophyll-a concentration time series projection with radiation and temperature ex-
planatory variables from generated climate projections (based on EURO-CORDEX). 120 solar radiation and air
temperature projection scenarios were used to produce the 120 chlorophyll-a trajectories. Model fit between
1976-2018 (blue) and projection between 2019-289 (red). Predictive uncertainty in shaded area.

from 1998. This is due to the fact that between 1976 and 1998 only in-situ measure-
ments were available which had a sparse temporal sampling frequency (10-20 per year).
As previously argued, this number of yearly data points is insufficient to extract the car-
dinal dates. The historical phytoplankton bloom dynamics from 1998 to 2018 is depicted
in Figure 5.12. The figure displays the three cardinal dates (beginning - green, peak - red,
end - blue), the bloom duration (shaded blue area), and the bloom duration anomaly
from the long-term mean bloom duration (bar chart). It can be observed that for certain
years (2002, 2012, 2013) the bloom peak and bloom end cardinal dates lie very close to
each other. These instances were visually confirmed. It was found that for 2002 and 2012
the feature extraction algorithm was accurate as a fast decay followed the bloom peak.
On the other hand, in 2013 there was visibly no spring bloom observed, only a dominant
summer bloom. This led the algorithm to falsely identify the spring bloom peak and end.
This finding suggests that years where no spring bloom is observed should be removed
from the dataset prior to applying the spring bloom cardinal detection algorithm. A pos-
sible extension of the method could be to report the type of seasonality (spring bloom,
summer bloom, bi-modal, no bloom) [84] since changes in the type of seasonality are of
interest, nevertheless, this is not part of the current implementation.

The feature extraction steps are then repeated on the projected future chlorophyll-
a concentration between 2019-2089. The projected future spring bloom cardinal dates
are depicted as boxplots in Figure 5.13A and as histograms in Figure 5.13B. The results
indicate a relatively small variation, ∼ 6 days, in the projected bloom peak timing (see
Figure 5.14B), while a much higher level of uncertainty is observed for the bloom begin-
ning, ∼ 25 days, (see Figure 5.14A) and end timing, ∼ 20 days (see Figure 5.14C). Bloom
beginning and -peak resemble normal distributions, in the case of the bloom peak with
a lower variance (higher peakedness). On the other hand, the bloom end resembles a
right skewed log-normal distribution with relatively heavy tale due to the high number
of outliers.

The bloom beginning is projected to slightly but consistently shift earlier, resulting
in longer bloom duration towards the end of the century (see Figure 5.15A). The earlier
spring bloom as an effect of climate change is in line with previous findings by [124] and
[218] in laboratory trials (mesocosm experiments), by [59, 100, 161, 64] using histori-
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Figure 5.12: Historical spring bloom cardinal dates (beginning - green, peak - red, end - blue) and bloom
duration (shaded blue area). The bar chart shows the yearly deviation (anomaly) from the long-term mean
bloom duration.

cal data, or by [74] using numerical (hydrodynamic and ecological) prediction models
forced by future climate change scenarios. Many of these studies found an even higher
rate of spring bloom forward shift but in our case the accelerating effect of temperature
rise might be moderated by the decreasing solar radiation trend. Despite the consider-
able uncertainty in the bloom end timing, no apparent trend can be observed. We em-
phasize that the actual day of the year of the derived cardinal dates may not be compara-
ble to other findings in literature, since we used another method to obtain these cardinal
dates. Thus, the projected trends and uncertainties carry the most value. We should also
point out that the projected earlier spring blooms may not be a simple climatic response
but could be the result of complex processes (physical and non-physical). Further inves-
tigation of these processes is necessary to fully understand the underlying mechanisms
causing shifts in phytoplankton dynamics [100].

Apart from the cardinal dates, the chlorophyll-a concentration magnitude was also
investigated. As Figure 5.15B shows, at the end of the 21st century higher spring bloom
peak magnitude can be expected. Considering the ensemble mean values, a 0.4%year−1

trend is projected. This trend magnitude is comparable with the latest findings on
chlorophyll-a historical trends in the North-West Shelf regions (0.4−0.96%year−1) [92],
noting that this estimate was considering offshore marine waters, not coastal zones. It is
also comparable to [221] who found nearly 20-30 % chlorophyll increase in the same
study area between 1987-2012. Various numerical studies using climate models also
project moderate increase in daily mean net primary production between 1980–1999
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Figure 5.13: Range of projected future bloom cardinal dates (A) and their distributions (B) under 120 generated
radiation and temperature projections (based EURO-CORDEX) (2019-2089). The statistics are grouped based
on the generated projections corresponding to RCP scenarios (G-RCP4.5 and G-RCP8.5).
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Figure 5.14: Projected future phytoplankton spring bloom beginning (A), peak timing (B), and end (C) under
generated (G) radiation and temperature projections (based EURO-CORDEX) (2019-2089). The cardinal dates
are grouped based on all generated projections (G), and generated projections corresponding to RCP scenarios
(G-RCP4.5 and G-RCP8.5).
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and 2080–2099 in the shallower southern North Sea [101, 102, 163]. We must emphasize
that increasing chlorophyll concentration due to climate change is highly region specific
(only occurring in some coastal areas) and very much debated [221]. In fact, some stud-
ies only report shift in spring bloom timing and species composition, but not in mag-
nitude. In our study the projected positive trend is most probably driven by the linear
trend component of the time series model and the rising air temperature as regressor,
which have positive correlation to chlorophyll, based on the historical data. It should be
noted, that in reality the correlation between air temperature and chlorophyll-a is non-
linear and seasonally varying, moreover, it is different on a species or aggregate level. As
the time series model could not incorporate non-linear correlations, it is assumed linear,
hence, simulated interactions are only approximations of the real conditions. Neverthe-
less, in the season of interest (spring), when air temperature and solar radiation values
did not reach their peak, this correlation is positive and the linearity assumption is a
good approximation (see Figure 5.6). Furthermore, with chlorophyll-a concentration as
a proxy we aim to describe aggregate level response, rather than species level response.
We also emphasize that bloom magnitude is heavily influenced by nutrient concentra-
tion in the mixed layer depth [194, 21]. Although nutrient concentration was not used as
an explanatory variable in this study we may expect that the correlation between air tem-
perature and chlorophyll-a captured in historical data may include indirect effects such
as thermal stratification, which influences nutrient availability in the mix layer depth.

The projected cardinal dates in Figures 5.13-5.15 are also grouped based on the gen-
erated projections corresponding to RCP scenarios. One observed difference is that in
the last two decades bloom peak magnitudes are somewhat higher for RCP8.5. Perhaps
counter intuitively, no other structural differences are visible between the RCP scenarios.
The similarity between projected cardinal dates corresponding to RCP scenarios could
be attributed to few reasons. Firstly, we must investigate the differences in solar radi-
ation and air temperature projections between the RCP scenarios from Euro-CORDEX.
As Figure 5.5 depicts, these differences for solar radiation are not apparent. For air tem-
perature projections we see similar behaviour until the end of the century and differ-
ences in the last two decades become more articulate (RCP8.5 being higher), although
few GCMS from both RCPs remain entangled and only one GCM from the RCP8.5 scenar-
ios presents more extreme behaviour. This leads us to the second reason which might
explain the lack of difference in cardinal dates between RCPs. The generated scenar-
ios have been produced with a Bayesian stochastic generator introduced in [148]. This
model assumes that Euro-CORDEX scenarios are exchangeable rather than indepen-
dent, due to the fact that they originate from a common genealogy [190]. Consequently,
the model formulation induces the phenomenom of “borrowing strength” where esti-
mates for parameters over different scenarios are combined (“pooled”). This can correct
outlier-like behaviour and makes the estimates statistically more robust [76, 78]. Thus,
synthetic projections from this stochastic generator relax some of the distinct character-
istics that input Euro-CORDEX RCP scenarios had. Although, new synthetic scenarios
are generated per Euro-CORDEX scenario, due to the intentionally propagated uncer-
tainty, the differences between synthetic scenarios of different RCP "families" may be
less prominent. Additionally, the lack of clear response to the evident temperature dif-
ference increase in the past two decades may be attributed to a delayed feedback caused
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Figure 5.15: Projected future phytoplankton spring bloom duration (A) and peak magnitude (B) under gener-
ated radiation and temperature projections (based EURO-CORDEX) (2019-2089).

by ecosystem resilience [15]. Finally, and perhaps most importantly, it should be empha-
sized that generated scenarios serve as input into the structural time series model, which
then feeds into log-concave regression step to derive the bloom metrics. As mentioned
above, this adds further layers of uncertainties and the impacts of the various non-linear
transformations may not be easily explained.

5.4. DISCUSSION
This paper presents an approach to study observed past and projected future marine
phytoplankton phenology making use of statistical techniques, rather than physically-
based models. The Bayesian setup in the data fusion and time series prediction models
offer flexibility in model formulation and allow characterisation of predictive uncertain-
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ties, which is crucial in climate change impact studies. In addition, for the extraction
of phytoplankton cardinal dates we proposed a non-parametric regression model un-
der shape constraints which has not been used before for such purposes, to our knowl-
edge. Regarding the applied data, we aimed to make best use of the cross-disciplinary
and multi-sourced measurements, covering marine biogeochemistry and atmospheric
variables from field measurements, satellite imagery, numerical models, and synthetic
generated scenarios.

We acknowledge the various sources of uncertainties in the data and models, which
are considered and statistically quantified where possible. Firstly, uncertainty in the fu-
sion of chlorophyll-a observations is quantified by the posterior distributions obtained
through Bayesian parameter inference. Secondly, uncertainties in the climate projec-
tions are addressed using a large ensemble of generated stochastic scenarios, which
cover numerous possible trajectories. Thirdly, in the Bayesian time series model we
quantify uncertainties in two ways. On the one hand, uncertainty intervals of the fu-
ture trend are computed individually for each projection, and on the other hand, this
is repeated for a large number of projections, resulting in predictive uncertainty bands
for each trajectory and for the entire ensemble. Lastly, uncertainty quantification in the
feature extraction step is not possible explicitly, nevertheless, thanks to the ensemble
approach a range of potential phytoplankton phenologies are simulated over the course
of the 21st century.

The main findings regarding phytoplankton phenology, the projected uncertainties
in the beginning and the end of the spring bloom, as well as the prolonged bloom dura-
tion, increased peak magnitude and its forward shift (earlier bloom), may have repercus-
sions on the marine food web. [73] found the same trends and attributed them to pheno-
logical mismatch between bloom timing and grazing pressure. When grazing pressure is
shifted and predator-prey interactions are perturbed the phytoplankton loss by grazing
is reduced resulting in higher bloom magnitude [26]. The forward shift in phytoplank-
ton bloom phenology may also be explained by several other factors. These include in-
creased early spring temperatures that accelerate phytoplankton cell division rates [19,
202, 104], change in stratification driven by temperature and/or wind trends, or change
in the underwater light climate. Although, in our study slightly negative radiation trends
are projected light availability can also be influenced by turbidity.

A consequence of these projected trends could be that energy transfer to higher trophic
levels is disrupted as there is a tight coupling between the plankton trophic levels in ma-
rine pelagic ecosystems [169]. Such consequences are often described with the trophic
match-mismatch hypothesis of [51]. Based on this hypothesis the reproductive success
of higher trophic levels will be best when the phytoplankton phenology matches their re-
quirements. Phenological shifts may therefore cause a temporal mismatch between zoo-
plankton consumption (grazing) and phytoplankton production peak leading to higher
mortality of the zooplankton, causing cascading effects towards the higher members of
the food web [169, 202, 189, 31]. This has been documented in the North Sea [20], and
other parts of the North Atlantic [162, 117]. The severity of these adverse effects in tem-
perate productive systems is, however, debated [15]. Due to already high natural vari-
ability in the timing of predator consumption and its prey in temperate marine systems,
compensating mechanisms may exist that could potentially reduce the impact of the
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projected planktonic phenological shift [15, 59].

Our study aimed to quantify how uncertainty in environmental forcing, that influ-
ences the formation mechanism of spring blooms (through thermal stratification, mixed-
layer temperatures, phytoplankton metabolic rates, and grazing) will impact the uncer-
tainty in spring blooms dynamics. Since uncertainties in the spring bloom dynamics
(especially timing [200]) are closely tied to uncertainties in secondary production, in the
survival of larval populations, and ultimately in the recruitment to the adult stock [129],
our results can inform further studies that attempt to propagate phytoplankton phenol-
ogy related uncertainties to ecosystem response in higher trophic levels. An enhanced
understanding of the variability of phytoplankton blooms is therefore a crucial step to
estimate the impact on marine ecosystem functioning [216].

For future research the authors recommend to merge three components of the method-
ological framework into a single model. Integrating the Bayesian stochastic climate gen-
erator, the Bayesian data fusion model, and the Bayesian structural time series model
would provide a consistent Bayesian hierarchical model that eliminates redundancies
and offers a more elegant solution. It is worth noting that this integrated solution would
be harder to re-use for researchers who are interested to take advantage of only a part of
the model (stochastic generator, data fusion or projection) rather than the full chain. A
further recommendation is to extend the approach to include spatial correlations, since
currently only one location is considered. Extending the methodology in this way would
allow us to make better use of the multi-dimensional data structure and include spatial
gradients from coast to offshore locations.

As previously mentioned, chlorophyll-a concentration may not be an accurate proxy
of phytoplankton biomass in the Southern North Sea [10]. In order to address this short-
coming, a potential avenue would be to apply novel satellite-derived products that con-
sider phytoplankton functional types [220] or use phytoplankton carbon [23] instead of
chorophyll-a. Although less frequently measured phytoplankton historical in-situ data
is available in the North Sea, that could complement satellite derived indicators. In fu-
ture research it should be evaluated if these indicators could better assess phytoplank-
ton response to climate change. Another natural extension of the research is to further
propagate uncertainties in spring bloom metrics to ecosystem behaviour. This could be
achieved using statistical techniques or numerical models for predictive habitat distri-
bution modelling (e.g. artificial neural networks, classification and regression trees).

An important limitation of the study is to only use air temperature and solar radia-
tion as environmental covariates. Even though we confirmed that air temperature and
solar radiation are the most dominant predictors for the study area and for the targeted
temporal scale, inclusion of additional environmental factors impacting vertical mixing
and bloom formation, such as nutrients, wind, salinity, dissolved oxygen, or mixed layer
depth could improve the scenario analysis. Noting that the availability of long-term cli-
mate projections of any additional covariate is a prerequisite. Precipitation as a process
related to ocean salinity has not been included for the following reason. According to [5]
the salinity in the Wadden Sea is determined by fresh water input and its mixing with the
North Sea and the influence of local climatic variations in precipitation can be ignored.
Long-term variability of the salinity in our study area is in fact due to climatic variations
in the precipitation over the river catchment areas (particularly the river Rhine) along
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with other human induced changes and operation of waterways and sluices. Therefore,
precipitation data at this site was not considered. Nevertheless, the air temperature and
solar radiation variables indirectly impact ocean salinity through evaporation rates. Ex-
cluding vertical mixing processes such as wind can also be justified. While vertical mix-
ing indeed affect nutrient conditions for phytoplankton blooms, the impacts depend
on whether the area is already stratified [202]. According to [88], at the study location
the water column is usually vertically well-mixed due to strong tidal mixing processes
(strong flood and ebb currents) and persistent wind, which is a common feature here.
This makes wind less relevant at this particular location. This was confirmed by both
literature and our own data analysis.

Along with these points, we should also mention another important source of un-
certainty in future climate studies focusing on the coastal zone, which is the role of an-
thropogenic interventions. Such interventions in the southern North Sea include coastal
zone management efforts, aquaculture activities, sand mining, oil drilling, or fishing. Es-
pecially, large dredging and replenishment activities, like the major extension of the Port
of Rotterdam (Maasvlakte 2) cause resuspension of buried inorganic nutrients into the
water column and alter phytoplankton seasonality. In shallow coastal locations these
uncertainties from anthropogenic impacts may outweigh the climate change induced
ones, while moving towards transitional and offshore waters the effects are less promi-
nent. Nonetheless, in this research human impacts are not addressed, only climatic
ones.

Finally and most importantly, we recognize that our results related to climate change
impacts on spring bloom dynamics will not resolve the ongoing debate on the complex
and often contradictory findings. Especially, given the fact that the proposed data driven
approach neglects the complicated and often non-linear ecological processes on species
level. We reduced the marine biogeochemical response to climate change into a simple
cause-effect relationship between two climate variables and chlorophyll-a concentra-
tion. As a consequence, our results are only an extrapolation of the observed correlations
given projected changes in the climate using statistical models and giving appropriate
attention to uncertainty quantification.

Despite the limitations, we believe that our proposed approach contributes to an
integrated understanding of ecological responses to variable climate change through
expressing future likelihoods of projected spring bloom dynamics and through the en-
hanced characterization of uncertainties associated to data and statistical methods.
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CONCLUSIONS AND DISCUSSION

6.1. OVERARCHING CONCLUSIONS
This thesis presents a multi-disciplinary research where statistical techniques are ap-
plied to problems at the interface of marine and atmospheric processes. The keywords
of the journals, in which the different chapters are published, demonstrate well the vari-
ety of topics where this thesis contributes to the scientific community:

• Hydroinformatics

• Coastal Environmental and Ecological Data Analysis

• Stochastic Environmental Research and Risk Assessment

• Marine Ecological Applications of Earth System Models and Regional Climate Mod-
els

The thesis contributes to these topics by providing statistical tools to understand the
multi-dimensional climate and environmental datasets (and their relationships), as well
as by offering ways for quantifying the uncertainties in the coastal ecological responses
that are driven by the climatic variation. Due to the nature and scope of this research, the
main conclusions are not related to the predicted trends and changes of coastal ecolog-
ical response but instead they relate to the quantification of uncertainties, more specif-
ically the necessary "way of thinking" as well as the statistical tools to derive those. The
research conducted in the framework of this thesis will of course allow us to draw some
conclusions on climate change induced trends and changes, such as the ones presented
in Chapter 5, but the main value certainly lies elsewhere. The main value of this the-
sis lies in the delicate balance of choosing our statistical and numerical techniques
well to arrive at uncertainty quantification, sometimes making practical "engineer-
ing" assumptions and sometimes allowing room for more "elegant", transparent and
integrated (but undoubtedly often mathematically more challenging) statistical solu-
tions. After all, that is the greatest benefit of statistics applied to environmental prob-
lems. While from the statisticians’ point of view the research might be quite applied
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and from the marine environmental scientists’ point of view quite theoretical, it is the
balancing of those two perspectives and making compromises (from both sides) that
improves both scientific fields. If there must be one, this is the main conclusion of this
thesis. Nevertheless, revisiting the main objectives presented in Chapter 1, the following
practical conclusions were reached per research question:

Research Question 1: What is the value of probabilistic predictions for the coastal
ecosystem state?

In other scientific fields, meteorology and hydrology for instance, using probabilistic
predictions has been a common practice for a long while. For ecological modelling, how-
ever, deterministic predictions are still the standard, even more so in marine and coastal
applications. While most efforts concentrate on improving the coastal water quality
models for better deterministic predictions, in addition to these efforts (or instead of
them) we should apply more probabilistic techniques to this field. Naturally, the most
important value of probabilistic predictions for the coastal ecosystem state is that we at-
tach predictive uncertainty to our mean prediction instead of trusting the best estimate,
which is often rather erroneous due to the complexity and non-linearity of the modelled
coastal ecological processes, the highly variable system dynamics and gradients, and the
influence of land, to name a few. Obtaining prediction intervals (as shown in Figure 2.8,
Figure 4.16, or Figure 5.11) gives the potential to express future likelihoods of predicted
quantities (in our case chlorophyll-a concentrations) via pointwise-in-time predictive
distributions. In a deterministic case we only have a single prediction (our best esti-
mate) and with smaller ensembles we may derive ensemble mean and spread as a proxy
of uncertainty, but it is the added value of fully probabilistic simulations to also derive
the predictive distribution, which helps to achieve better characterization of uncertain-
ties (e.g. distribution shape). This enhanced uncertainty quantification in turn supports
better informed and rational decision making which often brings socio-economic and
monetary benefits. In addition to this qualitatively defined value of using probabilis-
tic simulations, the performance of deterministic and probabilistic predictions is also
compared quantitatively in the thesis (in Chapter 2). A range of verification metrics that
describe the goodness-of-fit, accuracy, reliability, and discrimination properties shows
moderate improvement in the Dutch coastal waters when using a probabilistic model
setup. The value of probabilistic predictions is therefore showcased in both statistical
(derivation of pointwise-in-time predictive distribution) and "engineering" sense (im-
provement of verification metrics).

Research Question 2: How can we analyse, interpret and extract latent processes from
complex multi-dimensional climate and environmental datasets to support coastal
ecological impact studies?

When working with multi-sourced (model, satellite, in-situ) and multi dimensional (vari-
able, time, space, scenarios) data we do have to dedicate sufficient attention to data ex-
ploration as applying or constructing statistical models based on such "multi-way" data
is not trivial. The processes underlying the variations in these datasets are complex, the
data may be noisy, and not all modelled variables are relevant to the studied processes.
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In order to explore and reduce the data we propose a structured way of applying a set of
dimension reduction techniques to incorporate spatial correlation via multi-way meth-
ods, temporal correlation through Dynamic Factor Analysis, and functional variability
using Functional Data Analysis. This set of techniques was applied and evaluated in
Chapter 3 and it can be concluded that they are indeed useful to guide the climate vari-
ables selection in coastal ecological impact studies. More specifically, with multi-way
methods (particularly N-PLS) we were able to construct parsimonious models while in-
cluding spatial correlation in the data structure. The dynamic factor model proved to be
an appropriate tool to acquire information about underlying common trends in multi-
variate environmental time series, and to investigate the effects of atmospheric explana-
tory variables with the inclusion of temporal structure when constructing unobserved
factors. Moreover, the functional PCA analysis found underlying functions that char-
acterize the general shape of the environmental time series (mean function) and ex-
plain their functional variation, thereby reducing data complexity, and aid the interpre-
tation of the underlying variability sources. While these dimension reduction methods
have been separately already well documented in the literature (in fields such as chemo-
metrics, econometrics and mathematics), structured and combined use of them for the
multivariate analysis of atmospheric-ocean interactions to informing ecological impact
studies is a novelty to the marine scientific community.

Research Question 3: How can we enrich existing climate projections to shift from
scenario studies towards fully probabilistic climate impact studies?

Euro-CORDEX and other regional climate modelling experiments provide the users of
their projections with a range of scenarios. These scenarios originate from a set of Rep-
resentative Concentration Pathways and General Circulation Models. At present, most
coastal climate impact studies only use these ensemble members to anticipate poten-
tial climate trajectories. While using around a dozen of scenarios is already helpful to
show the variability in our future estimates, it does not produce proper uncertainty in-
formation. This thesis offers a paradigm shift from such scenario studies towards fully
probabilistic studies by proposing a Bayesian stochastic climate generator that allows
us to produce numerous climate trajectories around the existing ones. The main value
of our proposed multi-layered (hierarchical) Bayesian climate generator is that it com-
bines different climate scenarios into one model (rather than separately treating them),
making model parameter estimates statistically more robust. This enhanced parameter
uncertainty characterization permits us to represent the full range of plausible climate
scenarios and subsequently the full range of impacts, once climate input is propagated
through process-based models.

Our further conclusions and recommendations about enriching available climate
projections include that: (1) simulated trajectories should directly incorporate long-
term trend avoiding the common practice of simulating residuals which are then added
to climatology (historical or climate change adjusted); (2) high-resolution Regional Cli-
mate Model ensembles (e.g. Euro-CORDEX) should be used as input to these genera-
tors as they describe local processes the best; and (3) a hierarchical Bayesian model can
provide the necessary flexibility in model formulation. Even though some of these con-
ceptual elements separately exist in the field of stochastic weather generators or more
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broadly in the field of climate sciences and/or environmental sciences, the combination
of these elements into one model is innovative. They provide the possibility to generate
synthetic but representative Regional Climate Model scenarios, which saves the "cost"
of producing further simulations with the climate models.

Research Question 4: How can we quantify climate change induced uncertainties in
coastal phytoplankton spring bloom dynamics?

In order to answer this important last research question, which leads us closest to the ti-
tle of this thesis and concludes the entire research, we build on the knowledge and results
of previous chapters and make use of the statistical tools developed in those chapters. In
fact, this question has several components.

• What drives climate related changes and uncertainties in coastal phytoplankton dy-
namics? (link to Chapter 3)

It is very hard to comprehensively answer the first sub-question. Nevertheless, imposing
well-defined boundaries to this problem, such as focusing only on atmospheric drivers
and limiting ourselves to the variables that have the largest influence on coastal
chlorophyll-a concentration variability on daily to seasonal time scales, Chapter 3 con-
cluded that we should use solar radiation and air temperature as proxies of climate re-
lated changes in this specific coastal area.

• How to represent climate related uncertainties and statistically quantify those? (link
to Chapter 4)

Regarding the representation of climate related uncertainties, we should generate suffi-
ciently many synthetic solar radiation and air temperature long-term trajectories (based
on the methodology described in Chapter 4), that can be used as input to the fully prob-
abilistic climate impact assessment. Since with this approach the predictive uncertain-
ties of the synthetic solar radiation and air temperature time series are well character-
ized, the subsequently applied methods can use both the generated trajectories them-
selves and their statistical properties (e.g. mean, median, standard deviation, distribu-
tion shape), depending on the method.

• How can we simulate long term evolution (an entire century) in phytoplankton dy-
namics? (link to Chapter 5)

Due to the computational limitations of using physics-based numerical models to sim-
ulate long-term (century scale) chlorophyll-a trajectories for hundreds of scenarios, we
have to employ fit-for-purpose model emulators. Chapter 5 has shown that a Bayesian
structural time series is a good candidate for that. Its ability to produce a simplified
approximation of the future long-term chlorophyll-a signal, which follows a piecewise
linear trend and continues to repeat its multi-seasonal behavior learnt from the past
data, and also includes linear effects of the two climate variables, makes it indeed fit-
for-purpose for this objective. Training such a data-driven model with sufficient dataset
is of paramount importance. In order to address this issue, we advise to make use of
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multi-sensor data and fuse those complementary historical measurements into an en-
hanced signal. We have proposed a data fusion model for this purpose in Chapter 5 that
combines the positive features of in-situ and satellite measurements, longer historical
records and reliability on one side and higher frequency data on the other.

• How do we relate phytoplankton spring bloom dynamics to quantities that can be
simulated (chlorophyll-a)? (link to Chapter 5)

Although deriving predictive uncertainties in long-term chlorophyll-a trajectories is use-
ful in itself, the interest of the scientific community seems to concentrate on phytoplank-
ton spring bloom dynamics. For this reason, Chapter 5 proposed a new feature extrac-
tion method to derive yearly spring bloom cardinal dates (beginning, peak, end) from
chlorophyll-a concentrations as a proxy for spring bloom dynamics. The existing liter-
ature concludes that existing methods for this purpose perform well if the time series
is uni-modal, densely sampled and without noise, but if this is not the case (as in most
field- and remotely sensed data), more flexible approaches perform better which use less
assumptions on distribution patterns. Our conclusions in this respect are that the previ-
ously mentioned difficulties can be overcome using a non-parametric shape constrained
method, such as log-concave regression, as it meets this flexibility requirement, does not
require any tuning parameters and can be directly applied on annual bi-modal time se-
ries without any pre-processing. Consequently, our proposed method is less sensitive to
bloom amplitude variability, missing data, and observational noise.

6.2. MAIN LIMITATIONS
First of all, as already mentioned in Chapter 1, not all uncertainty sources were ad-
dressed in the thesis. We primarily focus on knowledge uncertainties related to input
data and model parameters. We quantify (and attempt to reduce) uncertainty in the
chlorophyll-a data by fusing in-situ and satellite observations, and in the climate data
by generating synthetic climate projections. We also quantify uncertainty in the models
used to generate synthetic climate projections, in the numerical or data-driven models
to simulate chlorophyll-a projections, and in the feature extraction step to derive phyto-
plankton cardinal dates. All of these steps help us to express confidence in our simula-
tions and provide likelihoods of the possible simulation outcomes. We do not consider
how decisions will be adapted after having access to these likelihood estimates, however.
Therefore, the decision uncertainty (how uncertainty estimates will be interpreted and
incorporated into decisions) is neglected. We also neglect the impact of anthropogenic
interventions. These interventions, such as coastal zone management efforts, aquacul-
ture activities, dredging, oil drilling, or fishing, alter phytoplankton seasonality. In shal-
low coastal systems these uncertainties from anthropogenic impacts may outweigh the
climate change induced ones. Nevertheless, in this research human impacts are not ad-
dressed, only climatic ones.

Secondly, throughout the thesis the ecological response is simplified into a single
indicator, chlorophyll-a concentration, although in Chapter 5 features of the chlorophyll-
a signal are extracted to derive phytoplankton spring bloom dynamics. The decision to
focus only on chlorophyll-a concentration, which is a proxy for phytoplankton biomass,
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was made to study changes in a primary indicator. Phytoplankton is the base of the
marine food web and the higher trophic levels (on the predatory chain) depend on it.
The main limitation with chlorophyll-a concentration as response variable is that we can
only draw conclusions on phytoplankton dynamics at the aggregate level, not on species
composition or population structure. Chlorophyll-a is therefore a very useful aggregate
indicator to describe the ecosystem state, without having to consider the complex non-
linear ecosystem processes within the trophic levels, but also limits the depth of conclu-
sions we can make on phytoplankton populations. In the literature there are even de-
bates that chlorophyll-a concentration may not be an accurate proxy of phytoplankton
biomass in the Southern North Sea. Potential avenues would be to apply novel satellite-
derived products that consider phytoplankton functional types or use phytoplankton
carbon instead of chorophyll-a. While these new monitoring methods may better as-
sess phytoplankton response to climate change in the future, at present chlorophyll-a
concentration is used most prominently by the scientific community as it is historically
measured and modelled by all monitoring types (in-situ, satellite, model). This relative
abundance of data is crucial for the development and testing of the employed statistical
techniques.

A further limitation is that the study only uses atmospheric variables as climate sig-
nals. Due to the complex interactions of climate forcing conditions with marine ecolog-
ical processes, responses of phytoplankton to climate change are not trivial to estimate.
In reality, apart from atmospheric climate variables there are other marine physical and
non-physical factors impacting phytoplankton biomass, such as nutrients, salinity, dis-
solved oxygen or grazing. We have tried to limit the masking effect of trophic interac-
tions, as far as this may be possible, by focusing on the spring phytoplankton bloom
in Chapter 5. This is due to the fact that in temperate marine systems during spring
the physical factors like temperature, light availability, and mixing are more prominent
than the non-physical ones (e.g. grazing). We should note again that the availability
of long-term historical data and future projections of any additional driver mentioned
above is a prerequisite. Unfortunately most of those are not as extensively recorded and
modelled as air temperature and solar radiation. Finally, the fact that the considered
atmospheric drivers indirectly influence the formation mechanism of spring blooms in
many ways (through thermal stratification, mixed-layer temperatures, phytoplankton
metabolic rates, and grazing rates), reduces the importance of this limitation.

Another issue is the relative fragmentation in the methods developed in Chapter 4
and Chapter 5. Integrating the three main uncertainty quantification tools: the Bayesian
stochastic climate generator, the Bayesian data fusion model, and the Bayesian struc-
tural time series model would provide a consistent Bayesian hierarchical model that
eliminates redundancies and offers a more elegant solution. Although, apart from the
additional effort that would be required to combine these methods, it is worth noting
that this integrated solution would be harder to re-use for researchers who are inter-
ested to take advantage of only a part of the model (stochastic generator, data fusion or
long-term projection) rather than the full chain.

Finally, a practical barrier to the uptake of the large number of generated synthetic
climate scenarios offered by this thesis is the computational time limitation of the sub-
sequent models that use those data as input. We have reduced this limitation by intro-
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ducing a model emulator to replace the computationally expensive three dimensional
physics-based model with a data-driven one. The construction, calibration and valida-
tion of such data-driven models takes considerable effort, however.
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APPENDIX

CHAPTER 4

X ∼ N (µ,σ2) if the random variable X has density

f (x;µ,σ2) = 1

σ
p

2π
e
−(x−µ)2

/
2σ2

whereµ andσ2 are the mean and variance parameters

respectively.

X ∼G(a,b) if the random variable X has density

f (x; a,b) = ba

Γ(a)
xa−1e−bx

where a is the shape and b is the rate parameter.

X ∼ IG(α,β) if the random variable X has density

f (x;α,β) = βα

Γ(α)
x−α−1e−

β
x

whereα is the shape andβ is the scale parameter.

CHAPTER 5
The Forward Filtering Backwards Sampling (FFBS)-algorithm steps [43, 177] are defined
as follows, where the dynamic and measurement models are:

xk = Ak−1xk−1 +ak−1 +N (0,Qk−1)

yk = Hk xk +N (0,Rk )

where xk ∈ Rn is the state, yk ∈ Rm is the measurement, N (0,Qk−1) is the process
noise, N (0,Rk ) is the measurement noise, Ak−1 is the transition matrix of the dynamic
model, Hk is the measurement model matrix, and the prior Gaussian x0 ∼ N (m0,P0).
The model can be written in probabilistic terms:

p(xk xk−1) = N (xk Ak−1xk−1 +ak−1,Qk−1)

p(yk xk ) = N (yk Hk xk ,Rk ).

This implies that there exist vectors m−
k and mk , and matrices P−

k , Pk , S−
k such that
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p(xk y1:k−1) = N (xk m−
k ,P−

k )

p(xk y1:k ) = N (xk mk ,Pk )

p(yk y1:k−1) = N (yk Hk m−
k ,S−

k )

Then the prediction and update steps are the following, where the the recursion is started
from the prior mean m0 and covariance P0.

For k ≥ 1

Prediction steps

m−
k = Ak−1mk−1 +ak−1

P−
k = Ak−1Pk−1 AT

k−1 +Qk−1

Update steps

vk = yk −Hk m−
k

Sk = Hk P−
k H T

k +Rk

Kk = P−
k H T

k S−1
k

mk = m−
k +Kk vk

Pk = P−
k −Kk Sk K T

k

Backward sampling:

Gk = Pk AT
k [P−

k+1]−1

ms
k = mk +Gk [yk+1 −m−

k+1]

P s
k = Pk −Gk P−

k+1GT
k



CURRICULUM VITÆ
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