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Abstract
This study aims to provide insights in applying dif-
ferent data augmentation techniques to the input
data of a convolutional neural network that esti-
mates gaze. Gaze is used in numerous research
domains for understanding and predicting emotions
and actions from humans. Data augmentations con-
sists of techniques to increase the size, variance
and quality of training data to create better deep-
learning models. Data augmentation is a widely
used technique to reduce overfitting and increase
accuracy of deep learning models. This research
combines those two fields by first applying differ-
ent individual data augmentations on the task of
gaze estimation and after that combining the most
useful methods to decrease the mean angular error
even further. The results show that small geomet-
ric transformations, such as translating the image
a portion of 15% or flipping the image horizontally
50% of the time give the most significant reductions
in mean angular error. For individually applied
data augmentation methods flipping got the best
improvement, with 33% and 35% for both models
in comparison to the baseline model. The best re-
sult is obtained by combining flipping with transla-
tion which got a mean angular error of 1.396 and
1.389 for both models. For obtaining the results
a lot of training is necessary, which was the main
limitation to conduct the experiments.

1 Introduction
This section will first go into the background of the subjects
related to this paper and then elaborate on the gap between
the existing research and the research question.

1.1 Background
The current progression of machine learning gives many ad-
vancements in various scientific fields. Gaze estimation is
one of these fields. The gaze of someone indicates the di-
rection they are looking at, but it also has numerous other
applications. A gaze can help detect the emotions of a per-
son [1] and expresses features of someone, such as desires
and needs. These qualities make gaze estimation useful for
various applications. Gaze estimation can improve applica-
tions that use eye-tracking by helping to develop better ways
to measure where people are looking. Eye-tracking technol-
ogy can aid in identifying the importance of different objects
in websites [2] and help improve websites by providing in-
formation about what aspects hold the attention of a user [3].
Human-robot interaction has also gained significant impor-
tance due to the quick developments in robotic technologies.
In this context, gaze estimation can assist by teaching the
robots how and when to react [4] and identifying roles of peo-
ple [5] through introducing implicit communication [6]. Fur-
thermore, gaze estimation can help in processing social sig-
nals from humans [7], conducting psychological research [8;
9], predicting actions of humans [10], and various other tasks.

Therefore it could be very beneficial to explore this field and
seek improvements.
The research question of this paper combines gaze estima-
tion with data augmentation. Data augmentation is already a
widely used technique to improve the efficiency, accuracy or
computational cost in various applications of convolutional
neural networks (CNNs). Data augmentation is also often
used to solve the problem of having limited data because aug-
mentation can increase the size and quality of the data and use
that to improve the model [11; 12]. In the same context, it can
also help decrease the computational cost by relying on less
training data [13]. Data augmentation in CNNs is often used
on images but also proves useful in various other media, such
as audio [14].

1.2 Related work
Much research has been done on data augmentation and
deep-learning-based gaze estimation. This subsection will
elaborate on three papers that proved important in these
research fields.
Paper [15] studies the influence of using full-face images on
the accuracy of gaze estimation. They describe a method
using spatial weights CNN to estimate the gaze, which
proved more robust when there was much variation in head
pose and illumination. The paper highlights the importance
of using full-face images for training the convolutional neural
network. Full-face images will also be used in this research.
Gaze estimation is becoming more applicable in the world
by enabling gaze estimation from from captured facial
images from general-purpose cameras. This enables people
with standard desktop webcams without additional camera
equipment to utilize gaze estimation as described in [16].
This paper studies if people without expensive software or
hardware could reliably track gaze from webcam images of
one person. They concluded that when using only images
from one person, the gaze could be estimated for full-face
images with a minimum angular error of 1.14 degrees. This
shows that nowadays gaze can be estimated from pictures
taken by people without expensive equipment and highlights
the importance of methods to increase the size and variation
of input data.
Data augmentations can be beneficial to increase the variation
and reduce the problem of overfitting as described in paper
[17]. This paper studies the effects of different data aug-
mentations on image classification, semantic segmentation
and object detection tasks. They test the augmentations on
many tasks with different models and datasets and see that
using augmentations almost always increases the accuracy of
the models. This paper shows that using data augmentations
can increase the accuracy of many tasks, and our paper
will investigate if they can also enhance the task of gaze
estimation by decreasing the mean angular error.

1.3 Research questions and main contributions
In section 1.1, many useful applications of gaze esti-
mation are shown. The importance of gaze makes it
useful if we could find ways to improve gaze estima-
tion. Convolutional neural networks are often used on



tasks involving images, such as gaze estimation [15;
18]. The previous subsections showed the importance of
gaze estimation, how to use CNNs to estimate gaze and the
benefits of data augmentation on CNNs, but not all three
subjects combined. This paper combines those three subjects
by using data augmentation to alter the mean angular error
of CNNs used for gaze estimation. Data augmentation can
do this by increasing the variation of the training set and
using this to reduce overfitting. The paper will use data
augmentation methods proven to work or not work on other
problems and compare them to the results of using them on
gaze estimation.
The problem tackled in this paper can be described in a
single research question: What effect do different data
augmentations on images have on the mean angular error of
gaze estimation using convolutional neural networks?

The following provides an overview of the structure of the
rest of this research paper. Section 2 provides an overview of
the methodology followed by this research. It will explain the
preliminary knowledge to understand the research and pro-
vide an overview of the used data augmentations. Section 3
will then go more in-depth on the specific setup to conduct
the methodology, so the parameters used and the division of
the dataset. Section 3 also evaluates the results obtained by
following the methodology. After section 3, the responsible
research is elaborated on in section 4. This section will con-
tain, among others, how to reproduce the experiments and
possible ethical issues. Based on the obtained results and the
methodology, the discussion (section 5) explains the main ob-
stacles, discusses the obtained results and gives ideas for fu-
ture work. Lastly, section 6 contains a summary of the com-
pleted research.

2 Methodology
Researching the effects of data augmentation on gaze estima-
tion requires multiple steps, outlined in this section. Subsec-
tion 2.1 explains the needed preliminary knowledge to under-
stand the research and subsection 2.2 explain all applied data
augmentations.

2.1 Preliminaries
The two main definitions used in this research are convolu-
tional neural networks and data augmentation. This subsec-
tion explains those definitions.
Convolutional Neural Network (CNN): Many machine
learning models exist to solve all kinds of problems. CNNs
are a subset of these models commonly used to solve image-
related tasks. They have multiple features which are useful
for problems regarding images. Images are taken as input
data and then passed through multiple convolutional layers,
which extract specific features of the images important for the
task that needs to be solved and reduce the dimensions with-
out losing important data. This reduction of the dimensions
of images makes a CNN efficient for images which consist of
many pixels and thus much input data. Because of their prac-
ticality on images, CNNs are used to conduct the experiments
for this research.

(a) Rotation with 30 (left) and
-30 (right) degrees

(b) Normal image (left) and
flipped image (right)

(c) Circular shift with horizontal (left) and ver-
tical (right) shift

Figure 1: Images with applied geometric transformations with orig-
inal labels (blue) and changed labels (red)

Data Augmentation: Data augmentation is a technique that
consists of applying different transformations and augmen-
tations on a dataset to create new samples from the existing
dataset. It creates new samples useful for increasing the di-
versity or size of the dataset. This research uses data augmen-
tation to increase the diversity of the dataset and see if it can
alter the mean angular error of the used CNN.

2.2 Data augmentation

To study the effects of data augmentation, different data aug-
mentation methods are applied to the images of the dataset.
Data augmentation in CNNs can reduce overfitting, make
the network more robust and improve the performance [17].
Several data augmentation methods are chosen, outlined
below, to study their effect on the mean angular error of
gaze estimation. Most methods have some randomization
to generalize the augmentation, such as randomizing the
degree of rotation in the case of rotation augmentation. Each
randomization is applied to one image and passed to the
neural network for training. This randomization ensures that
the network is trained for the general augmentation method
and not just a specific instance of the augmentation. For data
augmentations that could potentially distort the labels, the
model is trained on the instance of the images with corrected
labels for the augmentation and trained with labels that are
not changed. Training on both instances shows if the effect
of the data augmentation changes when correcting the labels.
This is particularly interesting for the task of gaze estimation
because it is a regression problem where the labels depend
on many aspects of the input image. If the images change
even the slightest, they could suddenly represent a different
gaze, harming the training. The augmentation is generally
not applied during testing because we want to research if
data augmentation helps the gaze estimation task on the
original images. It is also essential to keep the other values
constant between the baseline training and training on the
different augmentations to get a truthful result not caused by
coincidence.



(a) Erasure with three different possible randomizations

(b) Cropping with three different possible randomizations

Figure 2: Images with applied random erasure and random cropping
with their labels in blue

2.2.1 Geometric transformations
Geometric transformations are transformations that change
the geometry of the image without changing the pixel
values. The pixel positions, however, can change in these
transformations.

Flipping & rotation: The first augmentations tested
are rotating the image a random number of degrees and
flipping the image randomly. These two methods increase
the performance of a model by reducing the impact of
overfitting of image classification tasks [19] by adding
variation to the dataset. Both augmentation methods use
some randomization. Rotation is applied with a random
number of degrees within -30 and 30, as seen in figure 1a,
because too high rotations will not represent the images that
could happen in the test set. Flipping will also be only done
horizontally for the same reason as the low range of degrees
for the rotation augmentation. Randomization on flipping
decides if there will be a flip in the images, as seen in figure
1b. The random factor is 0.5, so 50% of all images will be
flipped. Training is done two times for these two methods,
once with correcting the labels and once without.

Circular shift: The next geometric transformation applied
is a circular shift proposed by the paper [20] and shown in
figure 1c. The method divides an image into seven parts and
shifts the image horizontally or vertically a random number
of parts and puts the removed part on the other side of the
image. As seen in [20], this method increases the accuracy
of all the used datasets and CNNs on the image classification
task. For this research, we will test if this method also works
for the regression problem of gaze estimation.

Random erasure & random cropping: Occlusion on
images means that some parts of the image, which can be
useful for the task, are hidden. Strong CNN models should
be able to do the task even when some image features are
occluded. When occluding facial images in the training set,
the model might learn the importance of all features in the
image and not learn on specific parts of the image, such as

Figure 3: Images with three possible translations according to the
translation augmentation and their labels in blue

only the eyes or nose. Occluding parts of the images can
generalize the model and reduce overfitting. This paper
researches three methods are researched random erasure,
shown in figure 2a, random cropping, shown in figure 2b,
and combining these as described in [21]. Random erasure
is actually not a geometric transformation but still included
in this section due to the effectiveness together with random
cropping as seen in paper [21]. Random erasure will use
the hyperparameters and method proven to work best for
the image classification task in [21]. Cropping is performed
randomly between a scale of 0.4 and 1 because cropping
too much will remove certain features, such as whole eyes,
making it harder to predict the gaze, resulting in worse
results. The aspect ratio is kept at one because if the image
gets a different aspect ratio, the label will probably also
change, resulting in higher mean angular error and less
meaningful results.

Translation: Images of full faces can contain different
face positions. People can have their heads slightly to the
left, right, down or up while still having most of their face in
the view of the camera. This research applies a translation
operation to the images to account for these changes. 75%
of the images will have a random translation of -15% -
15% both horizontally and vertically. The experiments use
75% to ensure a greater number of complete images than
translated images in the training data because complete
images represent the test set better. The translated images
represent small changes in the test set for people who shift
slightly to a specific direction, so the model can still learn
from people even when specific features of one side of the
images are not in the picture. 15% keeps the visible portion
in the images large enough so that important features like
the nose and eyes are always in the picture, even with the
greatest possible translation. The part that is shifted away is
filled with pixel value 0, which gives a black colour as seen
in figure 3.

2.2.2 Appearance transformations
Appearance transformations affect the appearance of the
input images. Images often consist of 3 channels for RGB
values. With these channels, we can do several augmenta-
tions, like removing channels, converting to grayscale or
changing the brightness and contrast.

Colour jitter & gaussian blur: For this paper, we tested
the methods described in [22]. This involved colour jitter
with a strength of 1 using the algorithm from appendix A of
[22] and from the same appendix Gaussian blur. In the paper,



(a) Blurred images with three possible strengths

(b) Images with four different possible color jitters

Figure 4: Images with different possible appearance transformations
and their labels in blue

Figure 5: Images with applied noise injection with variance 0.005
(left), 0.01 (middle) and 0.1 (right) and their labels in blue

they defaulted to combining those two augmentations, so this
is tested to see if that has more effect on the mean angular
error even when applying them individually does not give a
positive result. These data augmentations are shown in figure
4.

Noise injection: Images often contain imperfections,
like black spots, poor camera quality, etc. Noise injection
can simulate these imperfections [23] to prevent overfitting.
When adding noise, the images become more general,
making the network less prone to overfitting. There are many
noise injection methods with all different performances on
tasks for different CNNs [24]. However, the one that will
be applied and tested here is Gaussian noise because it is
the most common method for noise injection. The Gaussian
distribution has two parameters, the mean and the variance.
The mean will be 0 because otherwise, there will be a bias
towards increasing or decreasing the pixel values. The
variance will be tested with three different values, 0.1, 0.01
and 0.001, shown in figure 5, to see if adding more or less
will result in a different mean angular error.

3 Experiments
This section explains the experimental setup, which others
can use to replicate the experiments, the results obtained by
running the models and the evaluation of those results.

3.1 Experimental setup
This subsection describes the experimental setup. The first
part elaborates on the baseline implementation of the models,

(a) Version of AlexNet used to train the models

(b) Version of ResNet18 used to train the models

Figure 6: Models used to train and test the network

such as parameters used, training time and used models. Sub-
section 3.1.2 explains the dataset used and the division of the
data. Together they give a thorough guide for reproducing the
experimental setup.

3.1.1 Implementation details
A baseline model for the convolutional neural network is nec-
essary to research the effects of data augmentation on the re-
sult of gaze estimation. Altered versions of AlexNet [25] and
ResNet18 [26] are used to train and test the data as seen in fig-
ure 6. AlexNet is used due to the low computational cost and
proven effectiveness on image datasets [25]. AlexNet works
well for problems with large image datasets as input, and this
research extends this model to make it useful for a regression
task, by removing the softmax for the output. The task of gaze
estimation is a regression task that takes an image as input and
returns a 2-dimensional output. This network takes in images
of people with three colour channels (RGB) and a width and
height of 224 pixels and returns a 2-dimensional vector of the
pitch and yaw of the gaze. The output has only two channels
instead of the 1000 in the original AlexNet model. So, the
number of hidden layers is lowered to one with 1024 neurons
compared to the two hidden layers with 4096 neurons each
in the AlexNet model [25]. Lowering the number of neurons
and hidden layers decreases the computational costs, which
is necessary to train all the networks with different data aug-
mentations within the allocated time of the research. Low-
ering the neurons also decreases overfitting and reduces the
mean angular error of the model.
The second model used to study the effect of the data aug-
mentations is an altered version of ResNet18 [26]. The model
used in this research has a lower the number of neurons in
the dense layer compared to the original ResNet18 reducing
the mean angular error and the training time. The number of
neurons in the dense layer is reduced to 512 with two output
channels for pitch and yaw.
The selected models have several hyperparameters which in-
fluence their outcomes. These hyperparameters and other



choices for the models are described below. In all the ex-
periments, the Adam optimizer is used [27] with an initial
learning rate of 0.0001 and a batch size of 64. Training takes
ten epochs, after which calibration goes on for 200 epochs.
These values are chosen through trial and error. A higher
learning rate prevented the ALexNet model from learning for
some data augmentations, and a lower calibration would give
suboptimal results for both models. The training uses ten
epochs because after 2-3 epochs, the training without calibra-
tion does not decrease the mean angular error anymore, and
ten epochs gives a great margin to consider the slower conver-
gence of some data augmentation methods. The loss function
used is the L1 loss function, which is the sum of the abso-
lute differences between predicted and actual labels. Seeds
keep the randomized starting weights and the shuffled train-
ing data constant between the baseline model and the mod-
els with augmented images as input. Three iterations with
three different seeds are done to see if the augmentation has
an effect and that it is not a coincidence based on randomized
weights or other random factors, which ensures that the re-
sults are valid and robust.
The task of the research question is not to optimize the model
for gaze estimation [15], so a perfect model with the lowest
test error is unnecessary. The models used are thus not opti-
mized for the task, which saves time. That ensures that there
is enough time to train all the models while still demonstrat-
ing the effects of the data augmentation on the mean angular
error of the network.

3.1.2 Dataset
The dataset used in this research is the normalized version of
the MPIIFaceGaze dataset [15], which is based on the MPI-
IGaze dataset [18]. MPIIFaceGaze is a dataset used specifi-
cally to conduct research for gaze estimation. It consists of 15
persons, with each 3000 images resulting in a total of 45000
images and a label describing the gaze for each person. The
images consist of 3 channels, Red, Green and Blue (RGB),
with 448 × 448 pixels each. The labels consist of 2 values,
yaw and pitch, which describe the rotation in radians around
the y and x-axis of the image.
This data is not used in the original form. All the images are
reduced to 224 × 224 pixels using bicubic interpolation, so
training and testing require less computational time. After re-
ducing the size of the images, the data needs to be divided
into training and testing data. Training is done on the first
14 persons and then calibrated on 10% of the 15th person to
improve the model [28]. We considered two methods for cal-
ibration. The first method first trains on the first 14 persons
for ten epochs and then calibrates the trained model for 200
epochs on the 300 images of the 15th person. 200 epochs are
chosen due to the slower convergence to the optimal results
for some data augmentation methods. The second method de-
scribed in [28] does the calibration during training and adds
the 10% of the 15th person to the training data and trains on
the whole training data for 20 epochs instead of 10 to make
sure the models converge to their optimal results. The first
method is chosen for this research as it has a lower mean an-
gular error for the test set of the baseline model than the first
method shown in table 1.

Calibration Model Angular error

True AlexNet 2.146±0.015
ResNet18 2.516±0.038

False AlexNet 3.148±0.132
ResNet18 3.101±0.042

Table 1: Angular error with and without calibration on Alexnet and
ResNet18

3.2 Results
Many results are achieved while doing the research. This
subsection explains how the results compare to the baseline
model (3.2.1), how to decide that the results have a signif-
icant difference to the results of the baseline model (3.2.2)
and shows the results of applying different data augmentation
methods and their evaluation (3.2.3).

3.2.1 Comparison baseline
A baseline model is necessary to compare the effects of dif-
ferent data augmentations on the performance of a neural net-
work. When comparing the results of both models from sec-
tion 3.1.1 the main difference is that ResNet18 starts with
a higher error but converges a lot quicker. The sample vari-
ance of AlexNet is 0.0004, with a mean angular error of 2.146
for the test set and 0.116 for the training set. Moreover, the
sample variance of ResNet18 is 0.0027, with a mean angular
error of 2.516 for the test set and 0.093 for the training set.
Despite the low mean angular error, the models are still over-
fitting quite a bit with a difference of more than 2 degrees for
both models. We want to solve this using data augmentations
on the input data. The following sections show the results
of applying the different data augmentation techniques from
the methodology to see if they reduce the overfitting problem
and reduce the mean angular error. The comparison uses the
angular error between the actual and predicted labels. The
angular error is calculated from the yaw and pitch values by
first converting them to x, y and z values using equation 1, 2
and 3.

x = −cos(pitch) + sin(yaw) (1)
y = sin(pitch) (2)

z = cos(pitch) + cos(yaw) (3)

The angular error uses these coordinates in 4 with v1 as the
predicted coordinates and v2 as the actual coordinates.

Angular error = arccos
v⃗1 · v⃗2

|v⃗1| × |v⃗2|
× 180

π
(4)

Each model trains for three iterations, and the final angular
error used to compare the results is the mean of the angular
errors of the three iterations. In each table with results the
± symbol means the mean absolute difference between the
mean of the angular error of the three iterations and the angu-
lar error of the three iterations individually.

3.2.2 Significance of results
As seen in section 3.2.1, the final angular error is obtained by
taking the angular error from each of the three iterations and
averaging those results. The significance is determined using



Augmentation Model Variable Angular error Imprvovement (%) p-value

Baseline AlexNet - 2.146±0.015 0 1
ResNet18 - 2.516±0.038 0 1

Flipping AlexNet gaze unflipped 11.585±0.053 -439.862 <0.0001
gaze flipped 1.445±0.016 32.650 <0.0001

ResNet18 gaze unflipped 13.194±0.136 -424.385 <0.0001
gaze flipped 1.623±0.06 35.494 <0.0001

Rotation AlexNet
gaze unrotated 1.925±0.039 10.319 0.0023

gaze rotated 1.868±0.046 12.945 0.0017
test rotated 4.674±0.032 -117.801 <0.0001

ResNet18
gaze unrotated 2.076±0.070 17.503 0.0019

gaze rotated 2.065±0.058 17.931 0.0015
test rotated 4.568±0.039 -81.545 <0.0001

Noise Injection

AlexNet Var(0.1) 4.958±0.283 -131.023 0.0003
Var(0.01) 2.551±0.020 -18.887 <0.0001

Var(0.001) 2.278±0.167 -6.174 0.3579

ResNet18 Var(0.1) 5.901±0.192 -134.535 <0.0001
Var(0.01) 2.671±0.034 -6.165 0.0180

Var(0.001) 2.587±0.015 -2.810 0.0914

Circular Shift AlexNet - 2.110±0.019 1.663 0.1183
ResNet18 - 2.222±0.037 11.697 0.0052

Erasing AlexNet - 2.205±0.068 -2.738 0.3531
ResNet18 - 2.464±0.080 2.066 0.5054

Cropping AlexNet - 1.843±0.061 14.139 0.0031
ResNet18 - 1.868±0.053 25.735 0.0002

Blur AlexNet - 1.980±0.038 7.742 0.0080
ResNet18 - 2.404±0.046 4.451 0.0815

Color Jitter AlexNet - 2.131±0.023 0.709 0.5225
ResNet18 - 2.536±0.055 0.0794 0.7324

Translation AlexNet - 1.809±0.065 15.702 0.0014
ResNet18 - 1.868±0.041 25.751 0.0001

Table 2: Angular error of the applied data augmentation methods and improvement in comparison to the baseline model

the p-value under the null hypothesis that the data augmenta-
tion does not affect the mean angular error of a model. For the
null hypothesis, the mean of the baseline models is compared
to the means of the different data augmentation methods to
see if the changes are significant enough to discard the null
hypothesis. A p-value lower than 0.05 is used to consider
whether a result is significant because this value is generally
used in scientific research to determine significance [29]. An
unpaired two-tailed t-test computes the p-value with the three
iterations as the independent samples.

3.2.3 Influence of data augmentations
This subsection will outline and evaluate the results of the
applied data augmentations.

Flipping (F): The results for flipping are interesting be-
cause all p-values are lower than 0.05 and have significance.
Flipping the input data but leaving the gaze unchanged gives
a significantly worse mean angular error. This is likely
since flipping some images will result in similar images
with completely different gazes, which confuses the model.
Flipping the labels accordingly gives a significantly better
result. Images of faces of people are not symmetrical due
to lighting, setting and facial features, meaning that flipping

increases the variation of the input data and the generality of
the models. This reduces overfitting and reduces the mean
angular error, as seen in table 2. With 28 and 34 percent
improvements, we can conclude that flipping the input data
while flipping the labels can help predict the gaze.

Rotation (R): Rotation gives interesting results. Both
rotating with and without the labels gives a significant
reduction in mean angular error. Applying rotation together
with changing the labels increases the variation of the dataset
and reduces overfitting. People who typically look slightly
down will now also have images that make them look in
a different direction, increasing their ability to learn from
these images. We would expect that rotating without rotating
the labels accordingly would worsen the results because the
gaze direction would not correspond with the rotated image
anymore. This is not the case, as in row four of table 2. The
models can most likely learn from the amount of black space
inserted when rotating images because test images have no
black space, and images in the training set without black
space have correct labelling. To test this, the test images are
also rotated, with their labels accordingly, while the training
labels are unrotated. This increases the mean angular error
for both models by more than 80% because now images



Combination Model Angular error Improvement (%) p-value

F + C AlexNet 1.657±0.037 22.785 <0.0001
ResNet18 1.830±0.100 27.257 0.0013

F + R AlexNet 1.519±0.018 29.220 <0.0001
ResNet18 1.695±0.078 32.626 0.0002

F + T AlexNet 1.396±0.039 34.927 <0.0001
ResNet18 1.389±0.070 44.794 <0.0001

T + R AlexNet 1.987±0.046 7.395 0.0183
ResNet18 1.994±0.064 20.737 0.0011

J + B AlexNet 2.218±0.032 -3.362 0.0662
ResNet18 2.579±0.037 -2.499 0.2104

C + E AlexNet 2.169±0.018 -1.088 0.2665
ResNet18 2.260±0.195 10.160 0.1649

F + S + R AlexNet 2.066±0.073 3.706 0.2298
ResNet18 1.945±0.174 22.680 0.0178

F + T + R AlexNet 1.749±0.079 18.497 0.0030
ResNet18 1.887±0.161 24.999 0.0085

Table 3: Angular error of the applied combinations of data augmentation methods, with the codes taken from table 2

which look the same have different labels.

Noise injection: Injecting noise gives varying results
depending on the variance used for injecting noise. More
variance gives a higher difference between the original and
augmented images. Too high variance, as seen in table 2,
increases the mean angular error because the training set is
not representative for the test set anymore. Lowering the
variance gives results similar to the baseline model because
the image will look more similar to the original image.

Circular shift (S): Circular shifting got interesting
results because we can see from table 2 and 3 that only
ResNet18 significantly improves from applying circular
shift. This shows that different models react differently to
the circular shift operation. Circular shifting is basically
the same as translation, with a higher portion shifted away
and a different fill value. This could explain why ResNet18
does give an decrease as translation reduces the mean
angular error of both models. The main difference between
AlexNet and ResNet18 is the number of convolutional layers,
so it could be that more convolutional layers are needed
to extract useful information from the circular shift operation.

Random erasing (E): Erasing does not give a significant
increase or decrease in mean angular error. Erasing deletes
random parts of the images and does reduce overfitting, but it
also increases the mean angular error of the training set. The
mean angular error on the training set is 1.357 for AlexNet
and 1.108 for ResNet18, so while the overall angular error
does not change, we do see less overfitting due to the smaller
difference between training and testing error. This is likely
since erasing can hide features important for learning but
also keeps the images more general by hiding different parts
for each image.

Translation (T): As seen in table 2, the translation method
described in section 2.2 significantly decreases the mean

angular error of both models. It increases the variation of
the training set by 75% of the time removing small portions
of all sides of the images. The model now learns on images
without those sides and can better predict images that are
shifted to a side due to head position.

Random cropping (C): As seen in table 2, cropping
significantly reduces mean angular error for both trained
models. With around 14% and 26% increase, this method is
useful to reduce overfitting for the task of gaze estimation.
Erasing deletes certain parts of the image, while cropping
enhances certain parts by making them bigger. This adds
variation to the training data, decreasing the mean angular er-
ror of the test data. People have different sizes for nose, eyes,
head, chin, cheeks, etc., due to genetics, camera position or
head pose, which can be more accurately represented in the
training data by cropping. The model learns more variation
in the size of certain features or whole faces, which helps the
model generalize for the test data.

Blur (B): Blurring the images according to the method-
ology described in section 2.2 has a small but significant
impact on the AleNet model. This could be because AlexNet
is less complicated than ResNet18 due to the smaller number
of convolutional layers.

Color Jitter (J): Applying colour jitter to the input images
does not result in significant outcomes. This can be because
the test set has similar colour features as the training set.
The colour features that are important to identify the gaze
are most likely already generalized in the training data, so
adding more difference by increasing brightness, contrast,
hue, saturation or converting to grayscale will not decrease
the mean angular error of the test set.

Combinations: Table 3 shows the results of applying com-
binations of data augmentation methods. Some data augmen-
tation methods are chosen to study because they significantly



increase accuracy for other tasks, such as classification, as
described in section 2.2. Those papers also gave insights into
combining specific methods, which are also tested here for
gaze estimation. These include J + B, C + E and F + CS +
R. We see from table 3 that methods that did not work indi-
vidually, such as colour jitter, blurring or erasing, also do not
work in combination. For other combinations, we tried com-
bining methods that, when applied individually, have a high
impact on the mean angular error. Flipping had the greatest
decrease in mean angular error, so it would make sense that
combining this method with another would result in the best
result in mean angular error. Table 3 shows that combining
methods with flipping reduces the mean angular error signif-
icantly, but flipping alone is still better, except for combining
flipping with translation. Other combinations add too much
variation and change in the input data, making it less repre-
sentative for the test data. Flipping together with translation
gives the lowest mean angular error, with 1.396 for AlexNet
and 1.389 for ResNet18.

4 Responsible Research
This section gives insights in the scientific integrity (4.1), re-
producibility (4.2) and the ethical aspects (4.3) of the research

4.1 Scientific Integrity
This research involved collaboration with students C. Feng,
Y. Reda, T. Nguyen and T. Penning. Each person researched
a subject in the field of deep-learning-based gaze estimation.
Baseline model architectures and parameters were shared
to make sure everybody got similar results for the baseline
model. Furthermore, to avoid plagiarism, all used literature
is cited.

4.2 Reproducibility
The reproducibility of the research is achieved by providing
all the information necessary in the different sections and ref-
erences in this paper. Section 2 explains the different data
augmentation methods in detail. Section 3 can then be used to
set the parameters and architecture for the models. For hard-
ware requirements it would be recommended to use a GPU to
avoid long training times.

4.3 Ethics
The dataset used contains images of whole faces from 15
different subjects. These images can be considered sensitive
information, but the work is licensed under a Creative
Commons Attribution-NonCommercial-ShareAlike 4.0
International License. The license allows the material to be
freely shared, copied, redistributed, and built upon. Except
for the dataset, no personal or privacy-sensitive information
was used for this research.

5 Discussion
This section will discuss the research by explaining the limi-
tations and obstacles, giving an explanation of the result and
providing possibilities for future work.

5.1 Limitations
The main limitation and bottleneck of the experiments was
the training time. A network trains for all augmentation tech-
niques and some combinations, which could not be done on
the laptop available. DelftBlue is chosen to the experiments
due to the high processing power and access to GPUs. How-
ever, these GPUs need to be allocated to run experiments on
them, which can take much time when many other people
also want to access the GPUs. Running the experiments and
waiting for the results took much time, which resulted in sub-
optimal use of available time. This is not ideal for conducting
research in the 8-9 weeks allocated. This also prevented run-
ning more iterations of the models. It would be ideal to have
at least 5 or more iterations to base the conclusions on, but
this was not possible due to the long training times.

5.2 Results
If we look at the results and their evaluation from section
3.2.3, we see that geometric transformations have the highest
impact on the mean angular error. The reason for this could
be, that most geometric transformation represent changes in
the images that could also happen coincidentally when taking
pictures. Cropping represents head being closer to the camera
or bigger facial features, rotation represents tilting the head,
flipping gives variation in facial features happening on both
sides for a person and translation and circular shifting repre-
sents people that are shifted a bit to a side in an image.
Appearance transformations do add variation but do not have
a high impact on gaze estimation. This could be because they
do not add variation that didn’t already happen in the training
set. Colour jitter for example adds many colour features but
the colour features useful for generalizing the model, such as
changing the colours to other skin colours, already happens
by using 15 different persons. We can conclude that small
changes using geometric augmentations give the best results
for decreasing the mean angular error for gaze estimation.
Another noticeable aspect of the results is the better decrease
in mean angular accuracy of the ResNet18 model compared
to the AlexNet model. For almost all significant reductions
we see that ResNet18 has much more improvement than
AlexNet. AlexNet only seems to have a better performance
for the blurring augmentation method.

5.3 Future work
For future work, one thing that can be considered is the effect
of other data augmentation techniques. Not all techniques
and combinations are researched in this paper, so it would be
interesting to see combinations with more complicated tech-
niques, such as combining images.
For the data augmentations that were applied, many parame-
ters could be changed. The parameters used for this research
were mostly taken from other related research or were found
by trial and error. However, they are not optimized to get
the best parameter values for the mean angular error of gaze
estimation. Future work could delve deeper into the effect
of changing the parameters of data augmentation methods on
the task of gaze estimation, such as changing the rotation de-
gree or the level of blurring.



A question that arises from this work is the difference in ef-
fect on different convolutional neural networks. This research
studies two different CNNs, and they have different results as
discussed in the previous subsection. The reason could be the
number of convolutional neural layers or some other underly-
ing feature of the CNN. Future work could study the effect of
convolutional neural network features on the results obtained
by this research.

6 Conclusion
The main goal of this research is to study the effect of differ-
ent data augmentation methods on the mean angular error of
gaze estimation using a convolutional neural network. Data
augmentation methods alter input data to increase the size
and variation. This research uses data augmentation to study
its influence on the mean angular error of gaze estimation to
find some insights that could be useful for this task. There
are many data augmentation methods, but based on past
research, the augmentation methods of flipping, cropping,
rotation, translation, colour jitter, blurring, noise injection
and circular shifting are chosen to study their effects. The
mean angular error over three training iterations is used to
study the results. They showed that small changes using
geometric transformations give the best results for decreasing
gaze estimation mean angular error. With flipping over
30% increase, rotation over 10%, cropping between 10%
and 30% depending on the model and translation around
20% compared to the results of the trained model without
augmentations.
After analyzing the results, combinations were chosen to
improve the mean angular error of the models further. Com-
binations of methods that individually decrease the mean
angular error, such as flipping and cropping or translation
and rotation do also decrease the model when combined, but
not by more than when applied individually. Only flipping
in combination with translation gives a better result than
applying flipping or translation alone. This combination
gives the best result with a improvement of 35% for AlexNet
and 45% for ResNet18 resulting in mean angular errors of
1.396 and 1.389.
From the results we see that applying data augmentation
on gaze estimation using convolutional neural networks
can benefit the performance when correct augmentation
methods are used. This could be useful for many applications
using gaze estimation, such as human robot interaction or
eye-tracking technologies.
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