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Abstract

Local Climate Zone (LCZ) classification plays a crucial role in understanding and managing
urban environments, particularly through the lens of Land Surface Temperature (LST) be-
havior. This study investigates the effectiveness of a Convolutional Neural Network (CNN)
with U-net architecture for classifying urban LCZs using spatio-temporal thermal imagery.

The research addresses several key sub-questions, including the creation of a representable
training dataset, optimizing hyperparameters for the U-net model, and assessing the impact
of temporal factors on classification performance. An unsupervised clustering approach
was adopted to label the training data, utilizing the Iterative Self-Organizing Data Analysis
Technique (ISODATA) algorithm on stacks of thermal images to generate clusters based on
thermal behavior, which were then manually refined and validated. Through experimenta-
tion, optimal hyperparameters were identified: a learning rate of 0.001, a patch size of 64,
and the SparseCategoricalCrossentropy loss function. The study also highlights the signifi-
cant influence of temporal factors, when using daytime and Spring/Summer thermal images
for training and testing the model better classification outcomes were obtained compared to
nighttime and Autumn/Winter images.

The research contributes to the LCZ classification by incorporating both spatial and temporal
dimensions of LST patterns, providing valuable insights for urban planning. The findings
demonstrate that a CNN with U-net architecture is highly suitable for classifying urban LCZs,
particularly when the dataset captures diverse seasonal and extreme conditions. This ap-
proach offers a robust and adaptable framework for urban environmental monitoring and
planning. This thesis has explored the utilization of a new source for LCZ classification,
providing a useful starting position for further enhancement of standardized LCZ classifi-
cation. Future work is therefore recommended to focus on integrating additional geospatial
data sources, refining classification categories, and integrating the standardized LCZ classifi-
cation system by Stewart and Oke [2012].
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1. Introduction

In recent decades, urbanization has been rapidly transforming the global landscape, with
a significant proportion of the world’s population now living in urban areas [Zhang et al.,
2022]. This urban growth has given rise to numerous challenges, including the negative
effects on urban micro-climates and the well-being of urban inhabitants. Understanding
and characterizing the urban climate is crucial for mitigating these challenges and creating
sustainable urban environments [Ren et al., 2022]. To this end, the concept of LCZs has
emerged as a valuable framework for urban climate classification and analysis [Stewart and
Oke, 2012].

Recent advancements in remote sensing technologies, together with the power and devel-
opment of Deep Learning (DL) algorithms, has provided promising opportunities for au-
tomated and data-driven LCZ classification. Among the various remote sensing modalities,
thermal imagery stands out as a rich source of information for capturing the spatio-temporal
thermal dynamics of urban areas. Thermal imagery enables the observation of thermal pat-
terns within different LCZs. To harness the potential of thermal imagery for LCZ classifi-
cation, this research aims to explore the suitability of the CNN architecture, specifically the
U-net model. In this approach, stacks of thermal images will serve as input data, enabling
the model to effectively capture temporal relations while maintaining spatial coherence. In
previous LCZ-LST studies only one snapshot, or diurnal, seasonal and annual patterns were
analyzed [Liu et al., 2018]. This thesis aims to classify urban LCZs based on underlying LST
patterns.

Incorporating temporal thermal heat imagery, and taking spatial relations into account, LCZ
classification methods can potentially achieve higher accuracy and objectivity in defining
LCZs. Where thermal heat imagery can capture fine-scale temperature variations within an
urban area [Zhao et al., 2021], LCZ classification methods based on multi-spectral satellite
imagery may not capture the micro-climate variations accurately. The aim of this thesis is to
optimize an urban LCZ classification using temporal thermal imagery.

1.1. Motivation

As mentioned before, the rapid urbanization experienced globally has significantly impacted
urban climates, influencing both environmental conditions and human well-being [Ren et al.,
2022]. The need for accurate and efficient methods to classify and analyze urban climates
is pressing. The concept of LCZs offers a structured framework for this purpose, yet the
accuracy and scalability of LCZ mapping remain challenging. The integration of advanced
remote sensing technologies and deep learning algorithms, particularly the use of thermal
imagery, presents a novel approach to address these challenges. This research is motivated
by the potential to improve urban climate management and contribute to sustainable urban
development through enhanced LCZ classification methods.
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1. Introduction

1.2. Objective and Scope

The primary objective of this thesis is to develop and optimize an urban LCZ classification
method using temporal thermal imagery with a CNN with U-net architecture. The scope of
this research includes:

• Collecting and pre-processing a representative dataset of thermal images, together
with their manually created ground truth labels,

• Designing and training a U-net based CNN for LCZ classification,

• Evaluating the model’s performance in different temporal contexts (day-night, sea-
sonal).

The goal of the thesis is to gain insight in enhancing the process of LCZ classification, by ex-
ploring a new source. The ultimate goal is to create a versatile LCZ classification framework
that can be applied to various urban settings globally, providing planners and policymakers
with reliable tools for urban climate management.

1.3. Research questions

The main research question for this thesis is: To what extent is a CNN with U-net architecture
using spatio-temporal thermal imagery suitable for the classification of urban LCZs?

In order to assess the performance of the U-net network, the different contributing factors
need to be considered. The training data and architecture of the deep learning network
can significantly influence the accuracy of the model. Therefore the following research sub-
questions need to be addressed to provide an exploration of the main research question:

• How can a representable training data set be collected?

• When it comes to the architecture of U-net, what values for the hyperparameters of
the deep learning network lead to the best classification result?

• What is the impact of temporal frequency (day-night, seasonal) on the classification
performance?

1.4. Thesis outline

The thesis consists of 6 chapters. In Chapter 2 a literature review is provided. This chapter
provides a comprehensive review of existing literature on LCZ classification, remote sensing
technologies and the necessary DL theory. Chapter 3 details the steps of the methodology.
In Chapter 4, a technical implementation of the methodology is provided. In Chapter 5,
the results of the different experiments are presented. Chapter 6 the key findings are sum-
marized, together wiht the implications of the findings, potential limitations, and areas for
future research.

2



2. Theoretical background and related
work

2.1. Local Climate Zone Classification

2.1.1. The LCZ classification system

In 2012, the LCZ classification system was introduced by Stewart and Oke [2012]. Climate
classifications were typically formulated to describe climate zones at larger scales, making
them ineffective when applied to smaller, micro-scale areas. Sites in cities with very different
physical and climatological features were usually described only as “urban” or “rural”. The
LCZ system aims to overcome this [Aslam and Rana, 2022]. Within this system, there are
17 distinct zones, each characterized by its unique combination of surface structure, cover,
and human activity. By considering these factors, the LCZ system provides a more accurate
and detailed representation of the climate within specific areas. The different LCZs and their
definition are shown in Figure 2.1. LCZ 1-10 are different built-up classes, and LCZ A-G
different land cover types [Stewart and Oke, 2012].

2.1.2. LCZ and Land Surface Temperature

LST represents the radiant skin temperature of the Earth’s land surface, as determined by
the absorption, reflection and emission of solar radiation [Khan et al., 2021].

The relationship between LCZs and LST is that the physical characteristics of each LCZ type
influence the LST within that zone. The composition and arrangement of land cover types di-
rectly influence the distribution of energy absorbed and emitted at the land surface, thereby
establishing a correlation with LST variations. Understanding these correlations has impor-
tant potential for managing urban heat islands, improving urban microclimates, addressing
climate change impacts, and assessing environmental and ecological aspects of urban areas,
and has therefore been the subject of numerous studies. The research by Cilek and Cilek
[2021] shows differences in the mean LST values and differences per LCZ in Adana City in
Turkey. Figure 2.2 shows a box plot of the different LST values per LCZ on the 13th of August
in Adana City. For example: LCZs with high proportions of impervious surfaces, such as
urban centers or compact high-rise areas, tend to have higher LSTs due to the absorption and
retention of solar radiation by buildings and pavement. LCZs with more vegetation, such as
parks or forests, generally have lower LSTs due to the cooling effect of vegetation through
evapotranspiration and shading. Some LCZs do not show considerable differences in LST
values when using one thermal image [Lotfian et al., 2019]. Another study by [Zhao et al.,
2021] shows differences in seasonal LST variabilities per LCZ. A general trend found is that
the diurnal LST variation increases with the urbanization index Chen et al. [2017].

3



2. Theoretical background and related work

Figure 2.1.: Local Climate Zone system by Stewart and Oke [2012]

Nevertheless, despite the demonstrated differences between LCZs and the observed thermal
patterns, all these studies have concluded that more information and detailed investigations
are needed to eliminate the gap between the LCZ and LST relationships. This gap arises due
to several factors. Firstly, some LCZs do not show considerable differences in LST values,
highlighting the complexity of thermal behavior within and between different urban forms.
Secondly, studies are often limited to one city, which restricts the generalizability of the
findings across different urban contexts. Lastly, many studies rely on one or a few thermal
images, which may not capture the full variability of temperature patterns over time.

4



2.1. Local Climate Zone Classification

Figure 2.2.: Boxplot with LSTs in LCZs for Adana City by Cilek and Cilek [2021]

2.1.3. LCZ classification methods

The methods used in literature to create LCZ classifications can be summarized into two
main categories:

• Manual sampling,

• Geospatial data analysis.

Manual sampling involves field surveys, where direct observation and measurement of LCZs
are conducted in situ. It also includes expert judgment, where classification is based on the
expertise and manual interpretation of local urban landscapes. Manual sampling is time-
consuming and can be prone to biased results due to variations between different surveys.
Geospatial data analysis techniques utilize geospatial data in various formats to classify
LCZs. These techniques include vector data analysis, which involves using shapefiles and
boundary data, and raster data analysis, which employs gridded datasets such as satellite
imagery. Also, a combination of both vector and raster data can be used in spatial analysis to
comprehensively examine urban morphology. Multiple geospatial data sources in different
formats are used in the literature to create LCZ classifications. A few important data sources
include:

• Multi-spectral satellite imagery,

• Ground-level imagery,

• Aerial imagery,

• Light Detection and Ranging (LiDAR) data,

• Derived geospatial data.

5



2. Theoretical background and related work

Derived geospatial data refers to urban planning information generated from other geospa-
tial data sources. For instance, the parameters building height, mean street width and build-
ing surface fraction can be derived from a LiDAR point cloud dataset.

An example of using ground-level imagery for LCZ classification is performed by Xu et al.
[2019]. A CNN is trained with ground-level images from Google Street View. The utiliza-
tion of different data sources for LCZ classification offers unique advantages and limitations.
Several LCZ classification studies also utilize a combination of geospatial data sources. Spa-
tial analysis techniques with Geographical Information System (GIS) software can be used
to integrate multiple datasets. Utilizing a combination of data sources along with derived
geospatial data using GIS software is more data-intensive than other methods, but it can take
into account numerous characteristics of LCZs. For example, Cilek and Cilek [2021] created
a LCZ classification in Adana city, Turkey using five parameters including building height,
building surface fraction, aspect ratio, pervious and impervious surface fraction. Using the
parameters, a vector-based analysis was performed using GIS software and the LCZs were
selected based on a decision tree. Another study by Zheng et al. [2018] created a LCZ clas-
sification of Hong Kong with the same parameters and method, but also using areal mean
Sky View Factor (SVF) of non-building areas of the sample site and mean street width.

At larger scales, classification using multi-spectral satellite imagery can be used. Demuzere
et al. [2019] mapped Europe into LCZs using tools and techniques developed as part of
the World Urban Database and Access Portal Tools (WUDAPT) project. The Random Forest
classifier in Google Earth Engine was used for training, enabling a LCZ classification based
on Landsat satellite imagery. LCZ classification using remote sensing is fast, cost-effective
and can therefore be applied to larger scales. However, classification approaches based on
satellite images have limitations regarding the characterisation of three-dimensional features
such as building heights. In summary, while primary data sources provide essential infor-
mation, the integration of multiple geospatial data sources and derived data enhances the
detail and accuracy of LCZ classifications, accommodating various spatial and structural
characteristics.

2.2. Thermal remote sensing

Thermal satellite imagery offers a valuable window into the thermal behavior of urban
environments [Zhao et al., 2021]. Thermal images are obtained through specialized sen-
sors onboard Earth-observing satellites. Unlike traditional optical imagery, that uses visible
light, thermal sensors detect long-wavelength infrared (LWIR) radiation (8-14 µm) emitted
by objects based on their temperature. This range of the electromagnetic spectrum is sig-
nificant because it is where the Earth’s surface and atmosphere emit most of their thermal
energy. The surface emissivity measurements are translated and converted to LST, taking
into account the atmospheric properties, zenith and azimuth angle of the satellite. The
temperature values enable the depiction of thermal contrasts, allowing to distinguish tem-
perature gradients within urban areas [Briottet et al., 2016]. Figure 2.3 shows objects in an
urban environment with different LWIR values detected by a thermal sensor.

Thermal remote sensing has a wide range of applications. It is used to map land and ocean
surface temperatures, which is essential for studying climate change, weather patterns, and
ocean currents. In urban areas, it helps analyze temperature variations to understand the
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Figure 2.3.: LST measurements using remote sensing by Singh et al. [2024]

effects of human activities and improve urban planning. Environmental monitoring applica-
tions include detecting thermal anomalies to monitor forest fires, volcanic activity, and other
environmental changes. For agriculture, it is used to assess crop health, soil moisture levels,
and water stress by examining temperature variations in fields [Prakash, 2000].

Satellites like Landsat, Moderate Resolution Imaging Spectroradiometer (MODIS), Advanced
Spaceborne Thermal Emission and Reflection Radiometer (ASTER), and ECOsystem Space-
borne Thermal Radiometer Experiment on Space Station (ECOSTRESS) provide crucial ther-
mal imagery data. Landsat offers thermal images with a spatial resolution of 120 meters.
MODIS, mounted on the Terra and Aqua satellites of National Aeronautics and Space Ad-
ministration (NASA), provides data with a spatial resolution of 1 kilometer at nadir and high
temporal resolution, capturing images every 1-2 days, making it ideal for large-scale envi-
ronmental monitoring. ASTER, on the other hand, provides high-resolution thermal infrared
data with a spatial resolution of 90 meters, useful for detailed geological and environmental
studies. ECOSTRESS, mounted on the International Space Station (ISS), provides thermal im-
agery with a spatial resolution of 70 meters and a high temporal resolution, capturing data
at different times of the day due to the orbit of ISS, which is particularly beneficial for moni-
toring diurnal temperature variations. For this thesis, the thermal imagery of the ECOSTRESS
mission will be used, because of its high spatial and temporal resolution.

2.3. Unsupervised Clustering methods

2.3.1. K-means Clustering

K-means clustering stands as a widely adopted unsupervised Machine Learning (ML) tech-
nique that subdivides a dataset into k unique, non-overlapping clusters. The objective func-
tion of K-means clustering is to minimize the the sum of squared distances from every point
within a cluster to its centroid, also referred to as the within-cluster variance, given by Equa-
tion 2.1. First a pre-defined number (k) of cluster centroids are randomly initialized. After
which every data point is assigned to the nearest centroids. The centroids will then be up-
dated as the mean of the data points that were assigned to each cluster. This will be repeated
until convergence occurs [Bishop, 2006].
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k

∑
i=1

∑
x∈Ci

||x − µi||2 (2.1)

where:

• k is the number of clusters,

• Ci is the i-th cluster,

• µi is the centroid of the i-th cluster, and

• ||x − µi||2 is the squared Euclidean distance between data point x and centroid µi.

2.3.2. ISODATA Clustering

ISODATA is a variant of the K-means algorithm, but it dynamically adjusts the number of
clusters based on the distribution of data points. It is useful when the number of clusters
is unknown or fluctuates over time. ISODATA does not have a specific objective function
like K-means clustering, as the number of clusters and cluster parameters are dynamically
adjusted during the iterative process.

Initially, a starting number of clusters k is initialized, together with a merging threshold
and splitting threshold. The merging threshold defines the maximum allowable distance
between cluster centroids for clusters to be merged. If the distance between any two cluster
centroids is less than this threshold, the clusters are combined. This helps in reducing the
number of clusters when they are too close to each other, ensuring well-separated clusters.
The splitting threshold determines the maximum allowable variance within a cluster. If
a cluster’s variance exceeds this threshold, the cluster is split into two smaller clusters.
Splitting helps to break down large, heterogeneous clusters into smaller, more homogeneous
clusters, improving clustering quality. During the same iterative process as for K-means
clustering, clusters are repeatedly merged and split based on these thresholds until a stable
clustering configuration is achieved [Ball and Hall, 1965].

2.3.3. Unsupervised clustering methods on time series data

With an increase in temporal data mining research, there has been expanding interest in
clustering time series. Clustering time series comes with challenges because of temporal
dependencies and potential high dimensionality [Aghabozorgi et al., 2015]. Despite the
challenges, unsupervised clustering methods like K-means and ISODATA can be applied to
timeseries data. When these methods are used, the resulting cluster centroids are themselves
timeseries, with each centroid providing a representative value for each time step.

When it comes to time series data of thermal satellite imagery, Liu et al. [2018] applied
spatio-temporal clustering using K-means to thermal imagery, effectively characterizing 17
homogeneous geographical clusters with thermal patterns over time.
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2.4. Deep learning architecture

2.4.1. Machine learning

Artificial Intelligence (AI) represents a scientific advancement wherein machines are devel-
oped to execute tasks that align with human intelligence, including teaching, reasoning and
self-correction. The primary objective of AI is to delegate human-like responsibilities to com-
puters [Aggarwal et al., 2022]. ML is a domain dedicated to the learning aspect of AI through
the creation of algorithms that effectively model a given dataset [Choi et al., 2020]. The three
terms AI, ML and DL are frequently used interchangeably, despite their different natures.
Figure 2.4 shows the relationship between the different terms, where ML is a narrower area
of study within AI.

Figure 2.4.: Umbrella of select data science techniques [Choi et al., 2020]

2.4.2. Deep learning

As shown in Figure 2.4, DL is a branch of ML. DL represents a transformative approach to ML
that aims to develop a model that matches the level of the human brain in solving complex
problems. The human brain consists of a group of neurons. DL tries to mimic the struc-
ture and function of the human neural connections through ANN techniques. An ANN with
multiple layers is capable of learning hierarchical representations of large datasets, where
it autonomously learns to extract intricate patterns and features, enabling to make accurate
predictions, classifications or decisions on new, unseen data [Suzuki, 2013]. DL has revolu-
tionized numerous domains, ranging from computer vision to natural language processing
[Aggarwal et al., 2022]. Figure 2.5 shows a human neuron and synapse in comparison to
an artificial neuron and synapse. Section 2.4.3 will provide a more detailed exploration of
ANNs.

2.4.3. Artificial Neural Networks

ANNs are the fundamental building blocks of DL. They are computational models composed
of interconnected nodes (neurons) organized in layers: an input layer, a variable amount of
hidden layers, and an output layer. Each neuron performs simple mathematical operations
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Figure 2.5.: A biological neuron in comparison to an ANN: (a) Human neuron, (b) Artificial
neuron, (c) Biological synapse, (d) ANN synapses [Suzuki, 2013]

on its inputs and passes the result to the next layer. The output of the neuron y is given from
processing a in a non-linear activation function f (). There are different activation functions
used in ANN studies [Bishop and Bishop, 2023].

y = f (a) (2.2)

Where a is given by Equation 2.3. xi is a set of input variables, which are multiplied by
parameters wi, called weights. The weights are comparable to the synaptic strength of a
biological neural network. All the weighted input signals are summed. The offset parameter
w0, also known as bias, is added to this result [Bishop and Bishop, 2023].

a =
M

∑
i=1

wixi + w0 (2.3)

Through a process called backpropagation, ANNs adjust their internal parameters (weights
and biases) iteratively during training to minimize the discrepancy between their predictions
and the actual targets in the training data. This iterative learning process allows ANNs to
learn complex relationships and representations within the data, facilitating tasks such as
classification, regression, and pattern recognition [Suzuki, 2013]. In computer vision, an
image is an input for an ANN, with its pixels considered as input neurons, fully connected
to a series of hidden layers. The output layer exists of neurons indicating the probability of
the image or every pixel belonging to a possible class.
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Activation function

As previously explained, there are different nonlinear activation functions used in ANN
studies. The activation function activates nodes that meet certain criteria, and de-activates
nodes that do not. This ensures that the model can focus on ”useful” nodes that will be
further used in the deeper layers of the network. One of the most commonly used activation
functions is the Recified Linear Unit (ReLU), because of its computational efficiency and fast
convergence. The function returns zero if it receives any negative input, but for any positive
value x it returns that value back. The graph of the ReLU activation function is shown in
Figure 2.6.

Figure 2.6.: Graph of ReLU activation function [Bishop and Bishop, 2023]

2.4.4. Convolutional Neural Networks

A CNN is a special type of an ANN that has proven to be efficient for processing and analysing
visual data, such as images and videos [Ajit et al., 2020]. Traditional ANNs consist of inter-
connected layers of neurons, where each neuron is connected to every neuron in the adjacent
layers. For image data, each pixel is considered as an input neuron with its own input pa-
rameters. The challenge that comes with this, is that the number of trainable parameters
grows quickly when using image datasets with multiple bands. This complexity is highly
limited to computational power. Additionally, the spatial context of the attributes in the
image is overlooked. In an image, nearby pixels likely share stronger correlations than those
situated far apart. However, a traditional ANN does not take this into account [Choi et al.,
2020].

CNNs overcome this challenge by maintaining the spatial coherence among pixels in an
image. In mathematics, particularly in functional analysis, a convolution is an operation on
two functions that produces a third function, representing the amount of overlap between
the two original functions as one is shifted over the other. This operation is widely used in
signal processing, probability theory, and various branches of engineering and mathematics
[Bracewell, 1999]. In CNNs, nodes in one layer are only connected to a subset of nodes in
the previous layer, instead of all the nodes. This grid-like data processing of CNNs is made
possible with the presence of convolutional layers, pooling layers, and fully connected layers
[Hossain and Sajib, 2019]. A basic architecture example of a CNN is shown in Figure 2.7. The
different layers will be further explained in the following sections.
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Figure 2.7.: A basic architecture example of a CNN [Gu et al., 2019]

Convolutional layer

Convolutional layers apply filters to input data to extract features. Instead of inputting in-
dividual pixels, CNNs supply image patches to specific nodes in the next layer of nodes,
conserving the spatial context. These patches of nodes are called convolutional filters. These
filters enable CNNs to leverage the inherent structure of image data, leading to a reduction in
calculations and enhancement of feature extraction capabilities [Choi et al., 2020]. Convolu-
tions find extensive application in image processing, serving purposes like image blurring,
sharpening and edge detection [Bradski and Kaehler, 2008]. An example of a convolutional
filter is shown in Figure 2.8.

Figure 2.8.: Example of a convolutional filter with input image of size 7×7 and a filter kernel
of size 3×3 [Baskin et al., 2017]

Pooling layer

Following a convolutional layer, pooling layers downsample the feature maps to reduce
dimensionality. The number of parameters to be computed is reduced by a pooling layer,
but the important features are still present [O’Shea and Nash, 2015]. Pooling layers can also
prevent overfitting of the model [Hossain and Sajib, 2019]. Different pooling operations can
be applied: maximum, sum or average pooling. Figure 2.10 shows an example of a max and
average pooling operation.
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Figure 2.9.: Example of max pooling and average pooling operations [Hossain and Sajib,
2019]

Fully connected layer

Following a pooling layer, there is often a fully connected layer found at the end of the
architecture of a CNN. Fully connected layers integrate the extracted features by convolutions
and pooling layers and produce class scores for classification or regression tasks. This is the
same behaviour as layers in standard ANNs [Hossain and Sajib, 2019].

Figure 2.10.: Example of a fully connected layer [Hossain and Sajib, 2019]

2.4.5. U-net architecture

For this thesis, a U-net architecture will be used. The U-net architecture is a variant of a
CNN, based on a Fully Convolutional Network (FCN) specifically. The FCN is an architecture
developed by Long et al. [2014] that outputs a pixel-wise class labels of the input image,
called semantic segmentation. This is achieved by replacing fully connected layers at the
end with convolutional layers, and by incorporating upsampling layers, creating an output
with the same pixel density as the input image [Garcia-Garcia et al., 2017].

Building upon the FCN architecture, the U-net was developed by Ronneberger et al. [2015] for
biomedical image segmentation. The U-net modifies and extends the FCN to enable working
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with fewer training images and to yield more precise semantic segmentations. The architec-
ture’s name, U-net, is derived from its distinctive U-shaped structure. The model consists
of two symmetric paths, being the arms of the U shape. The left arm is the contracting path
that captures context, where the right arm is the expansive path that upsamples and enables
precise localization. The U-net architecture developed by Ronneberger et al. [2015] is shown
in Figure 2.11.

Figure 2.11.: U-net architecture by [Ronneberger et al., 2015]

The contracting path, also called the encoder, operates similarly to traditional CNNs. It in-
volves repeated applications of two 3×3 convolutions (without padding), each followed by a
ReLU and a 2×2 max pooling operation with stride 2 for downsampling. At each downsam-
pling step, the number of feature channels doubles, allowing the network to capture more
complex features while reducing the spatial dimensions of the input. At the bottom part of
the U, known as the bottleneck, the architecture includes two convolutional layers followed
by ReLU activations. At this location, the image size is at its smallest, and the number of fea-
ture channels is at its highest. The expansive part, also called the decoder path, is designed
to upsample the feature maps and restore the original image size. Each step in this path
involves upsampling the feature map using a 2×2 transposed convolution (up-convolution)
which halves the number of feature channels. This upsampled feature map is then concate-
nated with the correspondingly cropped feature map from the encoder path, which helps
to retain high-resolution features. Following the concatenation, two 3×3 convolutional lay-
ers with ReLU activations are applied. These skip connections are essential for preserving
fine-grained details and ensuring precise localization. In the final layer, a 1×1 convolution
is used to map each 64-component feature vector to the desired number of output classes.
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This produces an output feature map that is the same size as the input image, with each
pixel containing the classification scores.

Overall, the U-Net architecture excels in combining contextual information from the encoder
with high-resolution features from the decoder, making it effective for precise semantic seg-
mentation tasks for images.
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This chapter provides an overview of the steps involved in the research for this thesis. A
summary of the steps is illustrated in Figure 3.1. In this chapter, the purpose of the steps
will be explained. The details on the implementation will be provided in Chapter 4.

The methodology of this thesis can be divided into three main parts, namely (1) data collec-
tion and pre-processing, (2) training and application of the CNN model, and (3) the evalua-
tion of the results. The first part starts with the definition of a study area and time span. For
this study area and time span, thermal satellite data is collected and labeled data is created.
With this data, several pre-processing steps are necessary to prepare the data in a way that
it can be used by the CNN. The CNN with U-Net architecture is employed for training the
classification of LCZs. The model is optimized through evaluation and analysis of the results,
involving adjustments to the training data and hyperparameters.

Figure 3.1.: Workflow
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3.1. Data pre-processing

This section will explain the data pre-processing step in the workflow. After performing
these steps, the data is collected and prepared in such a way that it is ready for model
utilization.

3.1.1. Study area and time span selection

In the initial phase, the study area and time span of the data area selected. They are selected
by experimenting, having the following requirements in mind. Certain criteria must be met
to ensure the suitability. The chosen area should have enough spatial extent to accommodate
a substantial number of patches for the CNN model. However, it should not be excessively
large to ensure frequent coverage within the satellite sensor’s field of view, facilitating com-
parable LST measurements across the entire area. Moreover, the study area should exhibit
diversity in terms of LCZs to enable the differentiation of various LCZs. The selected study
area is shown in Figure 3.2. It ranges from Amsterdam to Rotterdam and therefore yields
several large urban areas with varying distance from the coastline.

Figure 3.2.: Study area

Regarding the temporal aspect, there must be adequate availability of data during the se-
lected time span. It is also beneficial to have images captured at different moments in time,
to have visible temperature variations. For study area and time span both, computational
complexity should be considered to prevent excessive resource consumption.

3.1.2. Data collection

For the selected study area and time span, thermal imagery will be retrieved. This thesis
makes use of ECOSTRESS thermal imagery, which is open-source and has a frequent cover-
age. ECOSTRESS thermal imagery was introduced in in Section 2.2. The imagery is accessed
using the online open source tool: Application for Extracting and Exploring Analysis Ready
Samples (AppEARS), that was developed by NASA. The data is downloaded by selected study
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area and time span and manually processed. The following files are excluded by manual
inspection from the final dataset:

• Thermal images that do not cover the entire study area. For every pixel the LST value
at every measuring time is desired, to train the model with the same amount of input
parameters per pixel.

• Thermal images with clouds. The thermal sensor cannot see through clouds. The
study area is a coastal area where clouds are not uncommon.

• Thermal images with missing data. The data of ECOSTRESS is transferred in data bun-
dles. Occasionally, a single data bundle is corrupted as it is transferred from the
instrument to the ground data system. This can result in small patches of missing data
within a file.

• Images with other artefacts. For example, occasionally the ISS must adjust the position
of some of its solar panel arrays, these may pass into the ECOSTRESS field of view. This
results in obstructions in the resulting images.

3.1.3. Stacking images

To put combined thermal datasets into the U-Net model, the rasters must be aligned and
stacked into one raster with different time step values given as different band values. Every
pixel has a vector of LST values from each of the input thermal images. Different stacks for
different experiments are created.

3.1.4. Data normalization

After stacking the rasters, normalization is applied to each band independently in order to
increase the speed of model convergence. The normalization was performed using linear
scaling to re-map input values to a range between 0 and 1. The scaling function used is:

valout = (valin − c)
(

b − a
d − c

)
+ a (3.1)

Where valin represents the original pixel index and valout the normalized pixel value. a and
b are the lower and upper values of the desired range, which are set to 0 and 1. c and d
lower and upper values of the original range, which are set to the minimum and maximum
of each band [Kadunc, 2022].

3.2. Training data labeling

Training data labeling is a critical component of the network development, because it ensures
the quality and reliability of the model [Fredriksson et al., 2020]. In this thesis, the training
data labeling is significantly more challenging, because there is no ground truth available.
Ground truth refers to the accurate and reliable labeling or annotation of data, which serves
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as the reference against which the performance of the model is evaluated. There are sev-
eral LCZ classifications available of the area of interest, but none of them based on thermal
imagery.

Two different approaches to prepare the training data labeling are implemented:

• Analysis of LST time series data per LCZ

• From scratch with unsupervised clustering

The two approaches will be further explained in the following subsections.

3.2.1. LCZ-LST analysis

To analyze the thermal behaviour over time for different LCZs, a LCZ map of Europe created
by Demuzere et al. [2019] will be used. 2 polygons per available class, of 140 m by 140 m
(resembles 4 pixels for the LST data), will be drawn in each of the available LCZs in or close to
the city of Rotterdam. The drawn polygons are shown in white in Figure 3.3. The available
LST values inside the polygons over a time span of one year will be plotted and analyzed.
The results will gain insight into the behavior of LST in different LCZs and help with the data
labeling. It is expected that different LCZs show similar behavior, or that the same LCZ shows
different behavior within the LCZ, because of the complex LCZ-LST relations [Lotfian et al.,
2019]. If this hypothesis holds true, this means that not exactly the same classes as the map
by Demuzere et al. [2019] will be used for the data labeling.

Figure 3.3.: Drawn polygons on LCZ map by Demuzere et al. [2019]

3.2.2. Unsupervised clustering methods

If the LCZ-LST analysis does not provide enough grip to distinguish every LCZ clearly from
the other LCZs and to label the training data adequately, another method will be used. This
option is feasible because LCZ-LST relations are complex and have an interconnected nature.

20



3.3. Data split

New LCZs, based on the thermal behaviour can be created from scratch, using unsuper-
vised clustering, by grouping similar thermal timeseries together and discover underlying
patterns.

The K-means clustering algorithm is applied to the pre-processed LST time series data. The
choice of the number of clusters is first based on existing LCZ classifications, after which it is
experimentally adjusted. Following the application of K-means, ISODATA is used to further
refine the clustering results. As explained in Section 3.2.2, ISODATA adapts the number of
clusters based on the data distribution, thereby enhancing the flexibility and robustness of
the clustering process.

The clusters generated by K-means and refined by ISODATA are then subjected to manual
inspection and labeling. The goal is to assign meaningful labels to each cluster, effectively
categorizing the LST time series data based on their temperature patterns. Not a lot of
interventions are done, because this clustering result is supposed to be a result of the LST
time series and not one of existing LCZ knowledge.

3.3. Data split

The dataset was divided into training, test, and validation sets with a 70/15/15 split. This
higher percentage for test and validation data, compared to the more common 10% in lit-
erature, was chosen due to the expected large number of classes. Ensuring that all classes
are present in the test dataset makes it representative of the study area. A high-quality test
dataset is crucial for evaluating the effectiveness of the classification model, as it provides
a reliable basis for comparing predictions [Bai et al., 2021]. To ensure independent testing,
15% of the training dataset was reserved for evaluating the model on previously unseen
images. The data split is done performed to prevent a biased distribution of data.

3.4. U-Net architecture

The U-net architecture employed in this research is adapted from the code described by
Bhatia [2021] based on the original U-net architecture by Ronneberger et al. [2015] introduced
in Section 2.4.5. The model is composed of five encoder blocks and five decoder blocks using
ReLU as its activation function. For training, the model makes use of the Adam optimizer.
The U-Net trains the detection of the classes present in the ground truth data in the training
data set for a fixed number of epochs. The validation batches provide unbiased insights into
training progress. Lastly, the model is trained, meaning that the weights are adjusted in
such a way that the model should be able to classify LCZs in the testing data set. First, the
model outputs a probability per class per pixel of the test data set that the pixel belongs to
that class. The pixel will be assigned to the class that outputs the largest probability. The
final classification outputted by the model is a multi-class LCZ prediction.

The determination of the hyperparameters patch size, loss function and learning rate will be
performed by experimentation, to obtain the best result with the optimal hyperparameter
combination.
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3.5. Evaluation

The quality of the results can be evaluated in different ways. In order to evaluate the quality
of the segmentation outputs, thermal images from the test datasets are provided to the U-
net and the predicted masks are compared to the ground truth labels of these images. The
following metrics are observed to evaluate the effectiveness of the model.

Accuracy, often called overall accuracy (OA), is a percentage that represents how many pixels
are correctly classified from the total amount of pixels. The percentage is calculated by
dividing the true positives (TP) (correctly classified pixels) by the total amount of pixels. Its
equation is given by Equation 3.2. This metric provides an adequate indication of the overall
performance of the model [Pedrayes et al., 2021].

OA =
TP

Total of pixels
(3.2)

However, this thesis deals with a multi-class model. And the OA metric can be misleading
if the classes are not balanced. For example, if one class represents the majority of pixels,
it is also the main contributor to the OA. The other way around, if pixels from classes
that are underrepresented are all classified wrongly, this might not show clearly in the OA
percentage. Therefore, it is also desirable to consider the classes separately. The precision
and recall are both calculated per class. Recall is defined by the percentage of correctly
predicted pixels of a given class. It is calculated by dividing the TP by the sum of TP and
false negatives (FN), given by Equation 3.3 [Pedrayes et al., 2021].

R =
TP

TP + FN
(3.3)

Precision is defined by a percentage that represents how many classification predictions are
correct from the total number of predictions for that class. It is calculated by dividing the TP
by the sum of TP and false positives (FP), given by Equation 3.4 [Pedrayes et al., 2021].

P =
TP

TP + FP
(3.4)

Then, with the precision and recall metrics, the F1-score can be computed per class. The
F1-score is a metric that combines both recall and precision as a single value. It is computed
as shown in Equation 3.5 [Pedrayes et al., 2021].

F1 =
2TP

2TP + FP + FN
=

2 ∗ R ∗ P
R + P

(3.5)

Additionally, the macro F1-score metric is also computed. The F1-score metric was devel-
oped for single-label information retrieval, but there are variants of the F1-score for the
multi-class models. Macro F1 calculates the F1 score for each class independently and then
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averages these scores, giving equal weight to each class regardless of its size [Zhang et al.,
2015].

Macro F1 =
1
N

N

∑
i=1

F1i (3.6)

Another variant is the micro F1 score, which aggregates the individual contributions of all
classes before calculating precision, recall, and F1 score. This means that it gives equal
weight to each instance, thus being more influenced by the performance on larger classes.
This number comes down to the same value as the computed OA [Zhang et al., 2015].
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4.1. Training data preparation

4.1.1. LCZ-LST analysis

As described in Section 3.2.1, a LCZ-LST analysis is performed to gain insight into the thermal
behavior of LCZs in the study area of this thesis. Per available class in the classification map
by [Demuzere et al., 2019], two polygons are drawn. The LST values of the pixels over a time
span of one year of these polygons are downloaded and analyzed. The LST values are plotted
in a box plot in Figure 4.1. In Figure 4.2, the same box plot is shown zoomed in. The LST
mean, range, sample variance and standard deviation per LCZ can be found in Table 4.1.

Figure 4.1.: box plot of LST per LCZ
(2022)

Figure 4.2.: box plot of LST per LCZ
(2022) zoomed in

In the provided figures and the table, it is evident that there are differences in the thermal
behavior between the classes. However, these differences do not significantly alter the overall
range of LST values, indicating that the variation within each class may overlap, leading to
similar thermal ranges across different classes. When analyzing the thermal behavior of
LCZs, a consistent general trend is observed across the various classes. This means that
although some LCZs may consistently exhibit higher or lower temperatures compared to
others, the overall pattern of temperature change over time, such as diurnal cycles and
seasonal variations, remains similar across different LCZs.

The Pearson correlation coefficient is also computed per polygon in relation to every other
polygon. Even though some time series are generally warmer or cooler than time series from
other LCZs, the Pearson correlation coefficient is sometimes higher between two pixels from
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Table 4.1.: LST mean, range, sample variance and standard deviation per LCZ
LCZ Mean Range Sample variance Standard deviation

2 275.30 156.13 573.75 23.95
3 275.10 137.18 527.51 22.97
5 275.09 164.14 527.87 22.98
6 274.33 136.34 531.02 23.04
8 275.31 151.77 540.79 23.25
9 274.03 150.19 495.32 22.26
A 274.17 118.81 368.16 19.19
B 275.10 138.52 488.91 22.11
D 274.06 136.84 466.58 21.60
F 274.62 216.46 573.82 23.95
G 273.58 132.66 448.62 21.18

different classes than between the two pixels from the same class. This leads to the conclu-
sion that the training data is too intricate to be manually created due to the complexity of
the time series. A ML model might be able to distinguish the different time series due to
its ability to handle complex patterns and relationships in the data. However, for manual
training data preparation, the time series are too complex, making it challenging to accu-
rately categorize and analyze them without automated assistance. Therefore it is decided to
first use unsupervised clustering and create new LCZs from scratch as training data for the
model.

4.2. Training data set

As concluded in Section 4.1.1, first unsupervised clustering is performed on the stack of ther-
mal raster files to create a labeled training data set. The methodology steps of the clustering
are described in Section 3.2.2. The parameters for the K-means and ISODATA algorithms are
experimentally determined. The ISODATA result that lead to the most satisfactory result had
input values: 12 classes, 50 iterations, maximum standard deviation 0.0001 and minimum
class size 10 pixels. The LST data of 3 years (2021, 2022 and 2023 respectively) is used for the
clustering result. From this time span, 46 useful images were selected, excluding the files
described in Section 3.1.2. The dates and times of the selected thermal images can be found
in Appendix B.

The ISODATA result that was used to create the training data set is shown in Figure 4.3. Even
though the input value for classes was 12, 10 distinguishable classes were created by the
algorithm. The areas covered by the classes were analyzed with aerial imagery from Google
Maps, and named by the observed dominant land cover. The class descriptions can be found
in Table 4.2. The average LST value per thermal image per resulting cluster was plotted in
Figure 4.4. These time series will be called thermal signatures.

Subsequently, the class representation is given in Table 4.3. It must be noted that the classes
are not balanced and some classes contain significantly more pixels than other classes.
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Figure 4.3.: ISODATA clustering results

Table 4.2.: Class descriptions based on aerial imagery
Class Number Class Description

0 Unclassified
1 Dense forest/meadows, often next to water
2 Less dense forest/meadows
3 Residential area
4 Residential area with a lot of green/meadows
5 Shallow water
6 City centre/industrial area
7 Deepest water/sea water
8 Deep water
9 A few greenhouses, does not appear often

10 A few greenhouses, does not appear often

27



4. Implementation

Figure 4.4.: Thermal signatures of resulting clusters from clustering algorithm

Class Number of pixels Percentage of total

1 52846 9.086
2 146680 25.22
3 154387 26.54
4 155032 26.65
5 13010 2.237
6 45612 7.842
7 845 0.145
8 5804 0.998
9 3339 0.574
10 4077 0.701

Table 4.3.: Class representation
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4.3. Hyperparameter definition

A selection of hyperparameters has been tested to retrieve the best result for the model. The
learning rate, patch size and loss function specifically. The values of hyperparameters are
typically determined through experimentation and model performance evaluation [Durrani
et al., 2023]. Therefore, different values for the learning rate and patch size are tested out,
as well as different loss functions. One adjustment is made, while all the other parameters
stay the same. The results are then evaluated.

4.3.1. Learning rate

The model’s performance in terms of loss and accuracy are compared with attention on the
learning rate to tune the learning process of the Adam optimizer. Learning rates of 0.1, 0.01,
0.001, and 0.0001 are implemented in the following figures. The loss function used in all
runs is SparseCategoricalCrossentropy() and the patch size 64.

(a) Learning rate = 0.1 (b) Learning rate = 0.01

(c) Learning rate = 0.001 (d) Learning rate = 0.0001

Figure 4.5.: Model’s performance according to loss and accuracy with different learning rates

After conducting the series of experiments with learning rates of 0.1, 0.01, 0.001, and 0.0001,
it was determined that a learning rate of 0.001 yields the best model performance. This
learning rate was chosen because it was the only one where the loss function converged
towards a constant value within 100 epochs. Additionally, the test accuracy achieved with a
learning rate of 0.001 was the highest among all tested values (Table 4.4), indicating that the
model not only learned effectively but also generalized well to new data. The other learning
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rates either caused significant fluctuations in the loss function or resulted in slow progress
and sub-optimal accuracy. Therefore, a learning rate of 0.001 was selected to ensure efficient
training and robust model performance.

Learning rate Test accuracy

0.1 0.000
0.01 0.209
0.001 0.748
0.0001 0.694

Table 4.4.: Test accuracy values for different learning rates

4.3.2. Patch size

The model’s performance in terms of loss and accuracy are compared with attention on
the patch size. Patch sizes 64, 128 and 256 are implemented in the following figures. With
a patch size of 64, the training, validation and test data is first pre-processed into patches
of 64×64×the number of bands. The loss function used in the runs is SparseCategorical-
Crossentropy() and the learning rate the selected value of 0.001.

(a) Patch size = 64 (b) Patch size = 128

(c) Patch size = 256

Figure 4.6.: Model’s performance according to loss and accuracy with different patch sizes

After experimenting with patch sizes of 64, 128, and 256, it was determined that a patch
size of 64 is the best choice for the model. Although a patch size of 256 yielded the highest
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overall accuracy (Table 4.5)., it learned much slower, with the loss function converging at
a slower rate. Additionally, using such a large patch size resulted in fewer patches in the
training data, as each 256x256 patch covers a significant area with a spatial resolution of
70-meter pixels. This limitation in the number of patches negatively impacted the training
process. Therefore, a patch size of 64 was selected in the end, balancing learning speed
and the amount of training data available, leading to a more efficient and robust model
performance.

Patch size Test accuracy

64 0.748
128 0.753
256 0.807

Table 4.5.: Test accuracy values for different patch sizes

4.3.3. Loss function

The model’s performance in terms of loss and accuracy are also compared with attention the
the loss function used. Two multi-class loss functions were tested out: KLDivergence() and
SparseCategoricalCrossentropy() specifically. The patch size was set to 64 and the learning
rate to 0.001. The results can be seen in Figure 4.7

(a) Loss function = SparseCategoricalCrossen-
tropy() (b) Loss function = KLDivergence()

Figure 4.7.: Model’s performance according to loss and accuracy with different loss functions

The model’s performance when using the Kullback-Leibler Divergence loss function are not
satisfactory, this can occur for several reasons. The gradients provided by KLDivergence()
during backpropagation might be less informative or more unpredictable compared to those
from SparseCategoricalCrossentropy(). This can make the optimization process less efficient,
causing the model to struggle with learning the correct patterns from the data. Given these
issues, SparseCategoricalCrossentropy() was selected for its more reliable and meaningful
results. This loss function is well-suited for classification tasks, ensuring effective model
performance and interpretability.
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5.1. Full dataset

In this section the performance of the model when being trained and tested with the full
dataset of 46 thermal images will be presented and analyzed. The optimal hyperparameter
combination that was selected in Section 4.3 is used for this run: learning rate = 0.001,
patch size = 64 and loss function = SparseCategoricalCrossentropy() respectively. 70% of
the full dataset was used for training, 15% for validation and 15% for testing. The model
performance can be found in Figure 5.1.

Figure 5.1.: Training and testing with full dataset results

It can be observed the loss functions converge smoothly, indicating effective learning and
gradual optimization of the model parameters. The accuracy values and macro F1 score also
converge towards a steady value, indicating that the model’s performance stabilizes over
time. The test accuracy value is 0.7484 specifically and the test macro F1 score is 0.5903. The
macro F1 score value is significantly smaller than the accuracy value, because the macro F1
score gives each class the same weight. This means that the performance of some classes
that do not appear often in the dataset is less favorable than the average performance of
other classes. The ”F1 score per class” graph shows the train F1 score per class per epoch.
It is noticeable that some classes do not start performing better over the epochs. This can be
explained by low representation of this class in the training data. the test F1 score per class
values can be found in Table 5.1

It can be noticed that the majority of the classes provide a desirable test F1 score and class 7, 9
and 10 give a test F1 score of 0. These classes are defined as ”Deepest water/sea water” and
”A few greenhouses, does not appear often” for both class 9 and 10. This can be explained
by low representation of these classes in the training and/or test data, or its complex nature.
The class representation can be found in Table 4.3. Class 7, 9 and 10 all have a representation
smaller than 1% of the total number of pixels. This results in the model not distinguishing

33



5. Results

Class Test F1 score per class

1 0.6976
2 0.8561
3 0.8877
4 0.8624
5 0.7649
6 0.8769
7 0.0000
8 0.9179
9 0.0000
10 0.0000

Table 5.1.: Test F1 score per class

these classes from other classes at all. The other classes yield more desirable test F1 scores,
averaging between 0.7 and 0.9.

5.1.1. Probability distribution

In this subsection the probability distribution will be discussed. The model provides a
probability value per class per pixel. The class with the maximum probability is the class
that the pixel will be assigned to. This means the model can be more certain or less certain
about a pixel’s class. It was observed that the model performance differs per class. In
Figure 5.2 the distribution of the maximum probability value per class for the test data is
shown. These distributions mirror the trends seen in the test F1 scores: When a class has a
smaller F1 score, and is therefore more often misclassified than other classes, the model is
also less certain of assigning the pixels to this class. This can be be because class 7, 9 and
10 are underrepresented or they have complex behaviour to distinguish from other classes.
Class 9 does not appear in the test data at all.

Figure 5.2.: Probability distribution per class for the test data
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Figure 5.3 illustrates the spatial distribution of the average maximum probability across all
classes within a test data patch. Edge effects can be noticed, indicating a degradation in the
performance of the classification model towards the edges of the input data. This can be due
to how the algorithm processes or analyzes the input data, leading to smaller classification
probabilities for border pixels. The smaller certainty can be attributed to the reduced con-
textual information available at the patch edges, where pixels have fewer neighboring pixels
for reference. It must be noted that a smaller maximum probability does not necessarily
lead to a wrong pixel classification.

Figure 5.3.: Average maximum probability per test data pixel
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5.2. Seasonal influence

In this section the impact of using thermal imagery as training and testing dataset from
different seasons is presented and analyzed. The initial training dataset was split in two
parts: Spring/Summer and Autumn/Winter. These two subsets were used as training and
testing input for two separate runs, using the optimal hyperparameters settings decided on
in Section 4.3. When comparing the results of training and testing the model with these
two datasets, the Spring/Summer dataset leads to better results, with larger values for the
accuracy value and the F1 scores. The results of the two runs can be found in Figure 5.4 and
Figure 5.5.

Figure 5.4.: Training and testing with data from Spring/Summer results

Figure 5.5.: Training and testing with data from Autumn/Winter results

It can be observed that in both runs, the loss functions converge smoothly, indicating effec-
tive learning and gradual optimization of the model parameters. The training and validation
losses decrease and stabilize over time, suggesting that the model is not overfitting or un-
derfitting significantly. When looking at the accuracy values, they also converge towards a
steady value, indicating that the model’s performance stabilizes over time. However, with
the Autumn/Winter dataset, the accuracy values show greater variability across epochs,
and more outliers can be observed. This suggests that the model may have more difficulty
learning consistently from this dataset, and that the Autumn/Winter dataset might be less
representative for the classification task, leading to inconsistent model performance. This is
also emphasized by the smaller test accuracy value, specifically 0.5856 for Autumn/Winter
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and 0.7850 for Spring/Summer. When looking at the test macro F1 score, the same relation-
ship can be observed. The Autumn/Winter dataset results in a test macro F1 score of 0.4197,
where the Spring/Summer dataset results in one of 0.5641. These values are smaller than
the accuracy values, because each class has the same weight in this calculation. The unique
F1 scores per class also provide an interesting insight, showing different performance per
training and testing input dataset. Their values are shown in Table 5.2.

Class Test F1 score per class

Spring/Summer Autumn/Winter

1 0.7522 0.3374
2 0.8345 0.6245
3 0.8159 0.6596
4 0.7180 0.4392
5 0.7648 0.6781
6 0.8038 0.7308
7 0.0556 0.0000
8 0.7790 0.7011
9 0.0000 0.0000

10 0.0000 0.0000

Table 5.2.: Test F1 score per class for Spring/Summer and Autumn/Winter

It can be observed that almost all classes are classified better by the model that is trained
and tested with the Spring/Summer dataset. This could be because there tend to be larger
temperature variations between objects due to warmer ambient temperatures in Spring/-
Summer. This results in more distinct thermal signatures in the images, making it easier for
the model to differentiate between different classes. This finding is also presented by Du
et al. [2020], showing that LCZs are differentiated better in Summer than in other seasons
regarding LST.

Some classes that are not classified better in Spring/Summer than in Autumn/Winter, are
not classified (correctly) at all, with an F1 score of 0 or close to 0. This can be explained by
the low representation of these classes in the training dataset. Class 7, 9 and 10 (”Deepest
water/sea water”, ”A few greenhouses” and ”A few greenhouses” respectively) have fewer
pixels in the mask that is used for training. This low representation leads to poor model
learning: With few examples, the model doesn’t have enough data to learn the patterns and
characteristics of that class effectively. The test F1 scores that are 0 can also be explained by
the fact that the testing is done with only 15% of the initial dataset and sometimes this subset
does not contain any pixels of these underrepresented classes. Overall, the model fails to
classify certain classes effectively due to insufficient training data, but also the absence of
these classes in the test subset.

Especially class 1 and 4 show a significant performance difference. Class 1 is described as
”Dense forest/meadows, often next to water”, and class 4 as ”Residential area with a lot
of green/meadows”. It is possible that these classes are more difficult to distinguish when
looking at only Autumn/Winter images, because it distinguishes itself from being relatively
cooler compared to other classes in warmer periods. When training the model with only
cooler images, this class might not be as distinguishable. In Figure 5.6 the actual mask of
one patch with its classification result after training the model with Autumn/Winter images
is shown. In the figure, class 1 is represented by blue and class 4 by orange. It can be
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seen that both these classes are generally misclassified as yellow, which is class 2 (”Less
dense forest/meadows). This implies that the percentage of tree coverage has less impact on
the thermal signature in Autumn/Winter and is therefore less distinguishable. The classes
that show the smallest performance difference are class 5 (”Shallow water”), class 6 (”City
centre/industrial area”) and class 8 (”Deep water”). This implies that these classes are
comparably distinguishable in Autumn/Winter than in Spring/Summer.

Figure 5.6.: Actual mask and classification result after training the model with Autumn/Win-
ter images

It must be noted that the datasets used in this experiment are unbalanced. Specifically, the
Autumn/Winter dataset comprises 7 images, whereas the Spring/Summer dataset contains
39 images. This imbalance can significantly influence the performance of the model. To
mitigate this effect and ensure a fair comparison, additional experiments are conducted
where two random subsets of 7 images were selected from the Spring/Summer dataset.
These subsets were then used to match the number of images in the Autumn/Winter dataset,
allowing to isolate and evaluate the impact of dataset size on model performance. The model
performance of these runs is expressed in test accuracy in Table 5.3.

Selection of Images Number of Images Test Accuracy

Spring/Summer 39 0.7850
Spring/Summer random selection 1 7 0.7585
Spring/Summer random selection 2 7 0.7831
Autumn/Winter 7 0.5856

Table 5.3.: Number of images and test accuracy for different selections

The values show that training and testing the model with a random selection of 7 Spring/-
Summer images does not change the larger test accuracy compared to training and testing
the model with Autumn/Winter images. The performance of one of the two runs with a
random selection of Spring/Summer images is also presented in Figure 5.7 and Table 5.4.
Again, the same performance differences can be observed. This implies that the observed
performance differences were a result of using images from different seasons rather than the
number of images used.
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Figure 5.7.: Training and testing with a selection of 7 images from Spring/Summer results

Class Test F1 score per class

Spring/Summer Autumn/Winter

1 0.6230 0.3374
2 0.8253 0.6245
3 0.8307 0.6596
4 0.7581 0.4392
5 0.6948 0.6781
6 0.8052 0.7308
7 0.0000 0.0000
8 0.7714 0.7011
9 0.0000 0.0000

10 0.0000 0.0000

Table 5.4.: Test F1 score per class for Spring/Summer and Autumn/Winter, using 7 images

5.3. Daytime vs. nighttime

In this section the impact of using thermal imagery as training and testing dataset from dif-
ferent times (daytime vs. nighttime) is presented and analyzed. The initial training dataset
was again split into two subsets, one consisting of thermal images taken at nighttime and
one consisting of thermal images taken at daytime. The subsets were used as training and
testing input for two separate runs, using the optimal hyperparameters settings decided on
in Section 4.3. When comparing the results of the two runs, the daytime subset results in
better model performance, with larger values for the accuracy and F1 scores. The results are
shown in Figure 5.8 and Figure 5.9.

For these runs, it can also be observed that the loss functions converge smoothly, indicating
effective learning and gradual optimization of the model parameters. The training and vali-
dation losses decrease and stabilize over time, suggesting that the model is not overfitting or
underfitting significantly. When looking at the accuracy values, they also converge towards
a steady value, indicating that the model’s performance stabilizes over time. The perfor-
mance of the nighttime run converges to a significantly smaller value than the daytime run,
specifically 0.4764 and 0.8001. When looking at the test macro F1 score, the same correlation
can be observed. The nighttime dataset results in a test macro F1 score of 0.2109 and the
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Figure 5.8.: Training and testing with data from daytime results

Figure 5.9.: Training and testing with data from nighttime results

daytime dataset in 0.5648. These values are smaller than the accuracy values, because each
class has the same weight in this calculation. It is also important to look at the unique F1
scores per class, which show different performance per training and testing input dataset.
Their values are shown in Table 5.5.

It can be observed that almost all classes are classified better by the model that is trained
and tested with the Spring/Summer dataset. The model performs generally worse for every
class when using only night images. Half of the classes are not distinguished at all in the
test images. The most significant performance differences between training/testing with
images from daytime and training/testing with images from nighttime can be observed for
the classes 1 (”Dense forest/meadows, often next to water”), 4 (”Residential area with a lot
of green/meadows”), 6 (”City centre/industrial area”) and 8 (”Deep water”). These classes
were classified satisfactory with images from daytime, and with images from nighttime
the test F1 scores are zero or close to zero. It is remarkable that these classes contain the
generally cool (1, 4, 8) but also a generally warmer class (6). To get an idea to which other
classes these classes are misclassified, the same patch and its predicted masked images is
shown in Figure 5.10. It can be seen that the red class (”City centre/industrial area”) is
misclassified as the green class (3, ”Residential area”) and a small part of the purple class
(5, ”Shallow water”). The yellow (2, ”Less dense forest/meadows”) and blue (1, ”Dense
forest/meadows, often next to water”) is misclassified as orange (4, ”Residential area with
a lot of green/meadows”). A general trend that can be concluded, is that the classes that
show more ”extreme” behavior (warmer or cooler than other classes), are misclassified as
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Class Test F1 score per class

Daytime Nighttime

1 0.7594 0.0513
2 0.8505 0.5874
3 0.8296 0.6596
4 0.7842 0.1409
5 0.7143 0.5035
6 0.7273 0.0000
7 0.0510 0.0000
8 0.7690 0.0000
9 0.0000 0.0000
10 0.0000 0.0000

Table 5.5.: Test F1 score per class for daytime and nighttime

classes with less fluctuations and more average values. This might be because at night the
LST values of classes are more similar to each other.

Figure 5.10.: Actual mask and classification result after training the model with nighttime
images

It must be noted that the datasets used for this experiment are again unbalanced. For this ex-
periment, there are only 5 images taken in nighttime, whereas the daytime dataset contains
41 images. To mitigate this effect and ensure a fair comparison, additional experiments are
conducted where two random subsets of 5 images were selected from the daytime dataset.
These subsets were then used to match the number of images in the nighttime dataset, al-
lowing to isolate and evaluate the impact of dataset size on model performance. The model
performance of these runs is expressed in test accuracy in Table 5.6.

A slight performance difference between the different random selections of 5 images and the
dataset of 41 images can be noted, but a significant performance difference when only using
nighttime images. This implies that the observed performance differences were a result of
using images from different times rather than the number of images used.
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Selection of Images Number of Images Test Accuracy

Daytime 41 0.8001
Daytime random selection 1 5 0.7998
Daytime random selection 2 5 0.7657
Nighttime 5 0.4764

Table 5.6.: Number of images and test accuracy for different selections

5.4. Extreme analysis

In this section multiple subsets of the dataset were used as training and testing as an exper-
iment. In the previous sections (Section 5.2 and Section 5.3) it was concluded that training
and testing the model with images from days and on average warmer seasons lead to bet-
ter results. When looking at the thermal signatures it can also be noticed that the thermal
images with the highest LST values also show the biggest differences between thermal be-
haviour per class. Therefore the model was tested with only these images. The thermal
signatures are shown in Figure 5.11. Four peaks in the average LST per image can be ob-
served, they are shown in blue. It was also concluded from the previous experiments that
using more images does not always lead to a better performance of the model. Therefore
the model is trained and tested with different numbers of images from the observed peaks.
With only one image (the image with the maximum LST values), one image per peak (four
images with the highest LST values for that peak) and all images of the peaks (14 images)
specifically.

Figure 5.11.: Thermal signatures peaks

It can be noted that the test OA is comparable for the first two experiments and very high
for the last experiment. In the first experiment, using a single image with high LST values,
the test accuracy achieved is 0.260. This suggests that training and testing on a single im-
age, while providing some discriminatory power, lacks generalizability due to limited data
diversity. The second experiment includes four images with high LST values, the accuracy
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Selection of images number of images Test accuracy

Maximum 1 0.260
Maximum per peak 4 0.285
All peaks 14 0.834

Table 5.7.: Test accuracy values for different image selections

improves slightly to 0.285. This increase is not significant but might indicate that incorpo-
rating more samples helps capture broader patterns. The dataset still falls short of robust
performance. The third experiment, using 14 images with high LST values and emphasiz-
ing greater variability (not only the maximum values), significantly boosts accuracy to 0.83.
This substantial improvement underscores the importance of dataset diversity in enhanc-
ing model generalization. By exposing the model to a wider range of LST variations across
multiple images, it can learn more comprehensive features and achieve higher accuracy in
classification tasks.

Remarkably, the accuracy of 0.83 in the third experiment surpasses that achieved when
training and testing on the full dataset in Section 5.1, indicating that focusing on images
with high LST values and ensuring variability can yield superior performance compared to
a more generalized approach across all dataset samples.
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This chapter discusses the results presented in Chapter 5 and draws conclusions to the
research questions of the thesis. The limitations encountered in this research are also sum-
marized, and potential future research following on this thesis is presented.

6.1. Discussion

The CNN model with U-net architechture presented in Chapter 3 has been developed and
optimized. In Chapter 5, the model is trained and tested with different datasets.

The results of this study indicate that spatio-temporal thermal imagery, combined with the
U-net architecture, is effective in classifying urban LCZs. The significant impact of temporal
factors, such as diurnal and seasonal variations, underscores the importance of consider-
ing time-series data in LCZ classification. The observed higher performance with daytime
and Spring/Summer imagery suggests that these conditions provide clearer, more distin-
guishable thermal signatures, facilitating better differentiation between LCZs. The findings
align with previous research indicating the utility of remote sensing data in urban climate
studies. Unlike traditional LCZ classification methods that rely on multi-spectral data, this
approach focuses on thermal behavior, offering a new perspective. The improved classifi-
cation accuracy during daytime and warmer seasons supports studies by Stewart and Oke
[2012], Lotfian et al. [2019] and Zhao et al. [2021], which emphasize the role of thermal
properties in defining urban LCZs. The ability to distinguish LCZs based on their thermal
behavior provides urban planners with valuable insights into the thermal characteristics of
different urban areas. This information can inform strategies to mitigate urban heat islands
and enhance urban resilience to climate change.

6.2. Limitations

This section outlines the key limitations encountered in this study, which could impact the
generalizability and robustness of the findings.

Temporal Resolution: The study relies on data from the ECOSTRESS sensor aboard the ISS.
Despite the ISS providing daily coverage, the temporal resolution is hindered by two main
issues. First, the known operational challenges with ECOSTRESS, as discussed in Chapter 3,
limit the availability and consistency of data. Second, thermal sensors are unable to see
through cloud cover, further reducing the number of usable images. Consequently, this
results in temporal gaps in the dataset, potentially affecting the model’s ability to accurately
capture and classify temporal variations in LST.

Spatial Resolution: The thermal imagery used in this study has a spatial resolution of
70 meters by 70 meters. While this resolution is adequate for capturing broader thermal
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patterns, it falls short for detailed local site studies. Small urban features may not be dis-
tinguishable at this scale. This limitation could lead to inaccuracies in classifying densely
built-up areas and small-scale urban phenomena, reducing the precision of the LCZ classifi-
cation in those contexts.

Non-standardized Labeling: The LCZ labeling system developed in this research is created
to the specific thermal characteristics observed in the study area and is not standardized. Un-
like the widely recognized LCZ classification system proposed by Stewart and Oke [2012], the
labels used here are based on clusters derived from the thermal behavior of the study area.
This non-standardized approach makes it challenging to compare results with other studies
or to generalize the findings to different geographic areas. The lack of standardization could
also hinder the integration of this research into broader urban climate studies.

Training Data Bias: The training dataset used to develop the classification model may be
biased towards Spring/Summer conditions. If the majority of the training images represent
warmer months, the model might learn seasonal-specific patterns, leading to better per-
formance on similar Spring/Summer images and poorer performance on Autumn/Winter
images. This seasonal bias can result in overfitting, where the model performs well on the
training data but fails to generalize across different seasonal conditions. Addressing this
bias requires a more balanced training dataset that includes representative samples from all
seasons.

Weather Conditions: The model’s performance might be influenced by varying weather
conditions, which were not explicitly accounted for in this study. Factors such as humidity,
wind speed, and precipitation can affect thermal imagery and LST values. The absence of
weather condition data in the analysis could limit the model’s ability to accurately classify
LCZs under diverse conditions. Future studies should consider incorporating weather data
to enhance the robustness of the classification model.

In summary, while this study is a good starting point in utilizing spatio-temporal thermal
imagery for LCZ classification, these limitations highlight areas for improvement. Address-
ing these issues in future research will enhance the reliability and applicability of the find-
ings across different urban environments and climatic conditions.

6.3. Conclusion

This section addresses each of the research sub-questions and concludes by drawing conclu-
sions to the main research question for this thesis.

• How can a representable training data set be collected?

In this research, the training data labeling was challenging, because there is no ground
truth available. Existing LCZ classifications are based on multi-spectral data, multi-
spectral data enriched with vector and raster data, or manual sampling, but not based
on the thermal behavior. In this thesis it was concluded that the time series of LST be-
havior per LCZ in the study area was too complex for manual training data preparation,
even though a ML model might be able to distinguish the different series. Therefore a
training data set was collected by applying the ISODATA algorithm to a stack of thermal
images at different times. The thermal images were first manually selected, excluding
images with issues. The resulting clusters were slightly adjusted manually, analyzed
and described based on aerial imagery from Google Maps. The resulting clusters are
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not the same classes as in the LCZ classification system by Stewart and Oke [2012], but
they are distinguishable based on their thermal behavior. The classes still contain dif-
ferent land cover types and their differences in thermal behavior makes them valuable
categories for urban planning. The mask was split in training data, validation data
and test data. All in all, a training data set was collected that was representable for the
application of this thesis. When comparing or collaborating with other fields of study,
more standardized labels may be desired.

• When it comes to the architecture of U-net, what values for the hyperparameters of
the deep learning network lead to the best classification result?

Different hyperparameters were determined through experimentation and model per-
formance evaluation in Section 4.3. The learning rate, patch size and loss function
specifically. Different values for the learning rate and patch size were tested out, as
well as different loss functions. One adjustment is made, while all the other param-
eters stay the same. The other adjustable parameters of the architecture of the U-net
were adopted from the U-net described by Bhatia [2021], based on the original U-net
architecture by Ronneberger et al. [2015].

By experimenting it was determined that a learning rate of 0.001 yields the best model
performance. This learning rate was chosen because it was the only one where the
loss function converged towards a constant value within 100 epochs. Additionally, the
test accuracy achieved with a learning rate of 0.001 was the highest among all tested
values, indicating that the model not only learned effectively but also generalized well
to new data.

After experimenting with different patch sizes, it was determined that a patch size of
64 is the best choice for the model. Although a patch size of 256 yielded the highest
OA, it learned much slower, with the loss function converging at a slower rate. Addi-
tionally, using such a large patch size resulted in fewer patches in the training data,
as each 256x256 patch covers a significant area with a spatial resolution of 70-meter
pixels. This limitation in the number of patches negatively impacted the training pro-
cess. Therefore, a patch size of 64 eventually selected, balancing learning speed and
the amount of training data available, leading to a more efficient and robust model
performance.

For the loss function, SparseCategoricalCrossentropy() was selected for its more reli-
able and meaningful results. This loss function is well-suited for classification tasks,
ensuring effective model performance and interpretability.

• What is the impact of temporal frequency (day-night, seasonal) on the classification
performance?

In Chapter 5, multiple experiments were conducted by training and testing the model
with subsets of the full dataset, specifically day-night subsets and seasonal subsets,
and subsets with maximum LST values. The experiments revealed that temporal fac-
tors significantly influence the effectiveness of the thermal imagery-based classification
model. When comparing daytime and nighttime thermal imagery, it was observed
that daytime images resulted in higher model performance. The same was the case
for Spring/Summer images compared to Autumn/Winter images. The daytime and
Spring/Summer dataset led to larger values for both OA and F1 scores compared to
the nighttime and Autumn/Winter dataset. This disparity is likely due to the higher
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thermal contrast and more distinct thermal signatures present in daytime and Spring/-
Summer images, which facilitate better differentiation between different LCZs.

In summary, these experiments underscored that temporal factors, such as variations
in LST values, profoundly influence the effectiveness of the thermal imagery-based
classification model. Optimal model performance is achieved when datasets capture
diverse seasonal and extreme conditions, enabling the model to learn comprehensive
thermal signatures and improve classification outcomes across different LCZs. Even
though the diversity leads to distinguishable LCZs, more images did not necessarily
lead to the best result.

The answers to the sub-questions lead to the conclusion of the main research question: To
what extent is a CNN with U-net architecture using spatio-temporal thermal imagery suitable for the
classification of urban LCZs?

This thesis demonstrates that the developed CNN with U-net architecture, trained with
spatio-temporal thermal imagery, is suitable for the classification of urban LCZs. The key
factors contributing to this suitability include:

• An effective method for collecting a representable training dataset tailored to thermal
behaviors in urban areas.

• Optimized hyperparameters that enhance model learning and generalization.

• A significant impact of temporal diversity on classification performance, emphasizing
the importance of including varied temporal conditions in the dataset.

Overall, the approach proves to be robust and adaptable, offering valuable insights for urban
planning and environmental monitoring. This thesis has explored the utilization of a new
source for LCZ classification, providing a useful starting position for further enhancement of
standardized LCZ classification.

6.4. Future work

In light of the findings from this research, several avenues for future work can be explored
to enhance the accuracy and robustness of LCZ classification using thermal imagery, some
already presented in Section 6.2.

Weather Conditions: One critical aspect to consider in future research is the incorporation
of weather conditions. The LST trends observed in the thermal images are significantly
influenced by weather patterns, such as cloud cover, precipitation, and wind speed. By
integrating meteorological data into the analysis, it is possible to better understand and
account for these influences, thereby improving the model’s ability to accurately classify
land cover types under varying weather conditions.

Integration with Other Geospatial Data: Another promising direction is the combination
of thermal imagery with other geospatial data sources. Utilizing additional data such as
multispectral imagery, topographic information, and land use/land cover maps can pro-
vide complementary information that enhances the classification process. This multi-source
approach can refine LCZ classification by leveraging the strengths of different data types, re-
sulting in a more comprehensive and accurate understanding of land cover characteristics.
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Integration of other thermal imagery sources: The temporal resolution of thermal imagery
is a crucial factor in capturing dynamic changes in land cover. Future work could explore the
integration of ECOSTRESS thermal imagery with other sources of thermal data to increase the
frequency of observations. Combining datasets from multiple sources can help fill temporal
gaps and provide a more continuous and detailed temporal record of LST variations. The
different spatial resolution might be a challenge to overcome.
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A. Reproducibility self-assessment

A.1. Marks for each of the criteria

Figure A.1.: Reproducibility criteria

Category Criteria Grade

1. Input data Satellite imagery 3
Ground truth 0

2. Methods Pre-processing 1
Method, analysis, processing 1
Computational environment 3

3. Results 1

Table A.1.: Evaluation of reproducibility criteria
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A. Reproducibility self-assessment

A.2. Self-reflection

This chapter provides a self-reflection about the reproducibility of this thesis, which is di-
vided into the criteria of input data, methods, and results. The assigned grades in Table A.1
are clarified per category in this section.

The first criterion concerns the input data, consisting of the thermal imagery and the ground
truth masks. The ECOSTRESS thermal imagery data is publicly available, and free of charge,
via the AppEARS tool. In contrast, the ground truth datasets are manually generated and not
publicly available.

The implemented pre-processing steps and analyses are reproducible by following the doc-
umentation provided by this thesis in Chapter 3 and Chapter 4. The computational envi-
ronment exists of freely usable software, specifically QGIS and the programming language
Python using PyCharm. All the packages and environments used where also open-source.

The results are documented and described in Chapter 5 in the form of tables, plots and
graphs. Textual descriptions and reasonable summaries are provided.
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B. Dates and times thermal images

Table B.1.: Dates and times of selected thermal images
Day-Month Year Time

11-02 2021 11:39:05
30-03 2021 17:04:29
20-04 2021 08:34:25
29-05 2021 17:06:05
30-05 2021 17:55:16
01-06 2021 16:20:50
06-06 2021 15:36:58
10-06 2021 12:27:45
13-06 2021 11:42:23
14-06 2021 10:54:54
16-08 2021 13:40:36
24-10 2021 06:42:52
28-10 2021 06:47:33
26-02 2022 06:56:24
17-04 2022 11:02:15
23-04 2022 07:48:13
04-06 2022 15:00:50
15-06 2022 10:59:21
17-06 2022 09:23:11
17-06 2022 10:59:29
18-06 2022 10:11:35
22-06 2022 08:35:36
02-07 2022 03:47:31
04-07 2022 03:47:50
01-08 2022 15:41:46
01-08 2022 17:18:19
02-08 2022 16:30:08
12-08 2022 11:37:16
13-08 2022 10:49:07
13-08 2022 12:25:49
14-08 2022 11:37:20
22-08 2022 08:21:59
09-10 2022 12:08:16
18-10 2022 09:43:09
08-02 2023 13:32:40
11-04 2023 13:01:07
19-04 2023 09:48:25
03-06 2023 14:21:31
03-06 2023 15:57:53
06-06 2023 13:31:44
06-06 2023 15:08:12
08-06 2023 13:30:23
09-06 2023 12:41:34
11-06 2023 11:03:10
13-06 2023 11:02:05
25-06 2023 07:44:46
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