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Abstract

With the rise in the number of human-computer interactions, the need for systems that can accurately infer
and respond to users’ emotions becomes increasingly important. One can achieve this by examining audio-visual
signals, aiming to identify the underlying emotions from an individual’s gestures, auditory cues, and surroundings.
Such automatic affect prediction systems depend heavily on labeled datasets. However, the subjective nature
of emotion interpretation often introduces uncertainty, making it challenging to create reliable and high-quality
datasets. To combat this issue, researchers have tried employing multiple raters to judge the affective state of
a person, while employing interrater agreement measures to monitor uncertainty. To this moment, it is still
unclear to what extend does reaching a good level of interrater agreement impact the performance of audio-
visual Automatic Affect Prediction models. As a first step towards understanding the potential influences on
performance, this paper conducts a systematic literature review to investigate the objective annotation procedure
in audio-visual databases. The survey extracted relevant literature from 4 scientific databases: Scopus, IEEE
Xplore, Web of Science and ACM Digital Library. The results are aggregated from 55 papers and presented
by following the PRISMA guidelines. They indicate that most databases use multiple annotators, a little more
than half measure interrater agreement, and most train the raters to increase the uniformity of the labels.

1 Introduction
Affect represents a wide range of emotional experiences, from intense, short-lived emotions to diffuse, long-lasting
moods and stable affective dispositions [1]. Automatic Affect Recognition represents the process of using machine
learning to infer the emotional state of an individual by analysing their expressions, tone of voice and body language
extracted from audio-video content [2].

With the increasing prevalence of technology and social media in our daily lives, along with the implicit increase in
the availability of video content [3, 4], audio-video content has evolved beyond a form of entertainment or informa-
tion retrieval to also being a tool for communication and marketing. Therefore, it is essential to tag videos by their
affective content to benefit both users, because they can more easily find the content that matches their emotional
needs(e.g. videos to relieve boredom) within large collections, but also the businesses that create videos to express
their intent more accurately [4]. However, finding a general solution to predict the affective state of an individual
while watching a video is extremely hard [5].

In order to tag audio-visual content, Automatic Affect Prediction (AAP) models could be employed [2]. According
to [6], most AAP models were build using supervised learning methods. A fundamental part in developing these
models are datasets. Without a good dataset the model cannot generalize to other contexts accurately and, thus,
impact the performance [7, 8]. Unfortunately, this is no easy task as emotions are intricate and multifaceted, often
open to diverse interpretations [1, 5]. A good example of this phenomena is highlighted in figure 6 of [9] which
shows that the same facial expression can be interpreted in many plausible ways. This can introduce uncertainty
in the labeling of a database as there is no way for an individual to “correctly” label the entries [9]. Therefore,
the accuracy of the model is influenced by the way in which the datasets are created. To address this challenge,
researchers are exploring the use of multiple raters and measuring their agreement during dataset labeling [10, 11].
By gathering ratings from different individuals and assessing the level of consensus among them, researchers, such
as [10, 11], seek to quantify and mitigate the uncertainty associated with emotion labeling. The level of consensus,
also known as interrater agreement (IRA) or interrater reliability (IRR), reflects the extent to which raters agree
on the same label for an entry [12]. More about IRA is included in Results.

In a previous study [9] it was concluded that a low interrater agreement score in facial databases translate to poor
accuracy of facial Automatic Affect Prediction system. However, the review was not conducted in a systematic
manner and it did not focus on the larger context provided by audio-visual content. Therefore, there is a clear
knowledge gap in the sense that it is still unknown how fostering interrater agreement in audio-visual databases
impacts the performance of Automatic Affect Prediction systems.
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To answer this question, a two-step system is required. The first step consists of gathering all the available audio-
visual datasets for Automatic Affect Prediction to understand the targeted affective states, the array of represen-
tation schemes and details of the annotation process focusing on the extent to which multiple raters are employed
and if interrater agreement is facilitated and how. The second step consists of tracing all the papers that built an
Automatic Affect Prediction system based on a dataset introduced in any paper found in the first part and studying
their performance. This process is outlined in Table 1 below, with the first 5 sub-questions referring to the first
step and the last sub-question referring to the second step. As this research is limited to only 9 weeks, the work
is limited to the first step, namely the first 5 sub-questions. Therefore, this paper will answer To what extent
is interrater agreement used in datasets for audio visual Automatic Affect Prediction and how is it
implemented? through a systematic literature review. The results will be reported following the 2020 PRISMA
guidelines [13] and will lay the groundwork to answer the last sub-question.

Table 1: List of sub-questions
Num Resarch Sub-Question

SQ1 What types of affective states have been targeted by datasets (e.g., only emotions or
mood?)

SQ2 What different affect representation schemes have been used in these datasets (and
what is the specific motivation for using specific schemes)?

SQ3.A Do datasets collect multiple ratings for a record (and how many)?

SQ3.B If so, do datasets measure interrater agreement?

SQ3.C What measures do they use for this (and what is the level of agreement)?

SQ3.D Do dataset creators use any strategies to facilitate/facilitate interrater agreement
(and what are these)?

SQ4 Is there a change in how datasets measure interrater agreement over time?

SQ5 Is there a relationship between the affect representation scheme used by datasets and
their interrater agreement?

SQ6 Is there a relationship between the interrater agreement in datasets and the empirical
performance of affect prediction systems that use them for training and evaluation?

The structure of this paper is as follows: Section 2 describes the methodology and steps took through out the
systematic literature review. Section 3 presents our results. Section 4 outlines the ethical considerations related to
the study and results. Section 5 discusses and evaluates the results. Lastly, section 6 presents the conclusions of
this research and introduces recommendation for future work.

2 Methodology
This research performs a Systematic Literature Review to answer the research question outlined in the Introduction.
Systematic reviews are suitable for this kind of research because, unlike other reviews that take a more general
approach, they describe the collection process of the papers along with the filtering strategies that were employed,
ensuring the reproducibility of the results [14]. Additionally, a literature review is appropriate in this context be-
cause it allows for a comprehensive examination of existing research on audio visual databases for Automatic Affect
Prediction (AAP) models [15]. By systematically reviewing the literature, patterns, gaps, and inconsistencies in
previous studies can be identified, providing a robust foundation for this research. Moreover, the research followed
the PRISMA 2020 Guidelines [13] to ensure that it transparently reports why the review was done, how it was done
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and what it found.

To conduct a proper Systematic Literature Review, the following process was followed:

1. Searching: Formulated a query to locate relevant literature within scientific databases.

2. Filtering: Manually screened the retrieved papers using the criteria outlined in Eligibility Criteria.

3. Extraction: Reviewed the selected papers to extract information relevant to the research question.

4. Synthesise and interpret data: Presented the synthesized data in accordance with PRISMA Guidelines
[13] and discussed the conclusions.

This section describes the methodology employed through out the research period of 9 weeks. The structure is as
follows: Subsection 2.1 introduces the criteria for including and excluding papers during manual screening. Sub-
section 2.2 presents the search strategy, including the selection of literature databases and the motivation behind
their choice. Subsection 2.3 discusses design decisions made to ensure the research could be completed within the
limited time frame. Subsection 2.4 presents the steps of retrieving the papers and assessing the inclusion of each
one. Finally, subsection 2.5 presents the search results obtained after completing the process, while subsection 2.6
presents the information extracted from the included papers.

2.1 Eligibility Criteria
In order to ensure consistency in selecting the papers to review, and implicitly allow for reproducibility, eligibility
criteria must be established. For this survey, the eligibility criteria used are presented in Table 1.

Table 2: Criteria for including or excluding literature from the review.
Inclusion Criteria Motivation

I1: Paper introduces a new Audio-Visual affect pre-
diction dataset

Main focus of the research, helps to ensure the unique-
ness of the databases in the set of the literature to
review.

I2: Data has been labeled by at least one human rater
on both modalities and paper discusses the procedure
used for labelling

To discuss interrater agreement, it is important to
understand how the data was labeled.

Exclusion Criteria Motivation

E1: Paper, with the exception of the dataset, is not
in English

For the purpose of reproducibility of the review, the
papers should be accessible for the vast majority of
people.

E2: Papers released after 20.05.2024 The date at which the queries for this research were
conducted. Having this exclusion criteria helps ensure
the reproducibility of this study.

E3: Dataset is labeled using self-reports instead of
third-party annotations

The focus of this research is to study interrater agree-
ment and that can only be present if the labeling fo-
cuses on how third party individuals perceive that
feeling or emotion and not how the subject actually
feels.

E4: The subject that generates the affective state is
not human

Anything can provoke an affective state, but the
study is focused on affect prediction for humans.
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2.2 Search strategy
To perform the searches, we used the following search engines: Scopus1, Web of Science2, IEEE Xplore3, and
ACM Digital Library4. These databases were selected for their popularity, extensive coverage of technical liter-
ature, and recommended by TU Delft for computer science research (source). IEEE Xplore was included because
it is the publisher of ACII and the Transactions on Affective Computing, both of which are premier venues for the
field of affective computing. Additionally, the ACM Digital Library was specifically chosen due to its substantial
collection of papers in the field of affective computing.

Figure 1: Venn diagram presenting the main concepts of
the query. The red circle highlights their intersection, the
set of relevant papers.

To find the relevant literature for our survey, a search
query needed to be developed. In order to do that,
the topic was split in 4 broad concepts: Audio-Visual,
Affect Prediction, Dataset and Raters. Their inter-
section represents the relevant set of papers, see Fig-
ure 1. For each category a set of keywords was
defined using the following procedure, with the spe-
cific terms available in Table 3. Initially, a set of
7 relevant papers for this research were manually se-
lected. The set consist of: [16, 17, 18, 19, 20, 21, 22].
Then for each concept, relevant words were deter-
mined and assembled into a query. The query was
ran in each literature database, with small adapta-
tions for each. The results were analysed to check
if they matched the expectations, whether the query
was wide/narrow enough and if they returned the
set of papers that was manually selected, if they
were present in that specific database. The pro-
cess was repeated until a adequate query was found.
The queries for each database along with the words
used for each concept can be found in Appendix
A.

Table 3: Concepts and their associated keywords

Concept Keywords

Audio-Visual video, audiovisual, audio visual, audio-visual, audio video, speech
video, speech visual

Affect Prediction Affect: affect, affective, emotion, emotional, mood, mental state
Prediction: analysis, recognition, predict*, computing, detect*,
classif*

Dataset dataset, database, corpus

Rater manual label*, manual annotat*, manual rat*, manual evaluators,
human label*, human annotat*, human rat*, human evaluators,
multiple label*, multiple annotat*, multiple rat*, multiple evalu-
ators, rat*, interrat*, inter-rat*, inter-evaluator

1Scopus: https://www.scopus.com/home.uri
2Web of Science: https://webofscience.com/
3IEEE Xplore: https://ieeexplore.ieee.org/Xplore/home.jsp
4ACM Digital Library: https://dl.acm.org/
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2.3 Feasibility Constraints
Due to the limited time frame available for this research, namely 9 weeks, a few design choices were made in the
query building process to ensure that the project can be achieved successfully. Normally in a Systematic Literature
Review, it is preferable to have a wider query and then filter the papers manually in order to get the relevant
results. Given the exceptionally high number of available papers in the Affective Computing field, especially for
audio visual automatic affect prediction, it was decided that the query terms for each concept will be searched only
in specific areas of the paper. The search was done as follows: In the title, abstract, and keywords, searches will
focus on terms related to audio-visual and prediction. Terms related to datasets and affect will be searched for only
in the title. Since terms related to the rater concept are typically not found in the title or abstract, they will be
searched for throughout the entire body of the text.

2.4 Selection Process
1. Run literature queries: Perform a query on each of the literature databases mentioned in 2.2, using the

queries from Appendix A.

2. Screen by title: Decide whether to include or exclude the papers obtained from step 1 using the criteria
defined in 2.1. In case the title is vague, the paper will be analysed further in the next steps.

3. Screen by abstract: Decide whether to include or exclude the papers obtained from step 2 using the criteria
defined in 2.1.

4. Screen by full-text: Screen the full text of the paper during the final review of the papers and exclude
records that do not fit the Eligibility Criteria.

2.5 Search Results
After executing the query, as described in Search strategy, a total of 536 papers were retrieved on May 20, 2024.
The sources were as follows: 207 from Scopus1, 129 from Web of Science2, 120 from IEEE Xplore3, and 80 from
ACM Digital Library4.

Out of them, 262 duplicates and 3 non-English papers were removed. Next, following the Eligibility Criteria, 140
papers were excluded during title screening, 51 during abstract screening, and 25 during full-text screening. Ulti-
mately, 55 papers were included in the review. These steps are visually summarized in Figure 2.

Of the 25 papers excluded during full-text screening, the reasons were as follows:

• 9 lacked data annotated on both modalities

• 8 lacked the description of the annotation process or used the intended labels (i.e. the affective state that the
video meant to provoke)

• 5 had self-reported labels

• 2 did not use humans in the video stimulus

• 1 did not introduce a new dataset
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Figure 2: PRISMA Flow Diagram[13, p.10] for summarizing the searching and filtering process outlined in subsection
2.4

2.6 Data Extraction
The data extraction process began right after executing the queries. The 536 results were exported to Zotero5, a
reference manager. Using the built-in features of Zotero5, the duplicates where removed, followed by a manual pass
of the entries sorted by title to eliminate the duplicates that were missed by the automatic tool. After finalising
the Selection Process, relevant data to the research question was extracted from each of the included paper with
the help of a Microsoft Excel6 spreadsheet. From each entry, the following information was extracted:

• Publication Year

• Targeted Affective States

• Affect Representation Scheme type

• Affect Representation Scheme

• The motivation behind using the Affect Representation Scheme, if present

• The number of raters used for the annotation process

• The Interrater Agreement measures used, if any

• Strategies to facilitate Interrater Agreement, if present

3 Results
This chapter highlights the results of the study. It aims to provide an objective, data based, answer to the research
question. The data was extracted from a total of 55 datasets, covering the 16-year span from 2008 to 2024. All the
relevant data can be found in Appendix B. It is important to note that that some of the literature used additional
methods to label data such as machine learning tools for automatic labelling or self reports of the subjects. In these

5Zotero: https://www.zotero.org/
6Excel: https://www.microsoft.com/en-us/microsoft-365/excel
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cases, only the part that is labeled by objective human raters us considered for this study.

The structure of this section is the following. Section 3.1 presents the types of affective states targeted by the
datasets, aiming to answer SQ1. Section 3.2 provides an overview of the affect representation schemes, aiming to
solve SQ2. Section 3.3 goes into the details of the annotation procedure such as the number of annotators used,
whether Interrater Agreement is measured and what, if any, strategies for facilitating Interrater Agreement are
used, thus, addressing SQ3. Section 3.4 explores the changes in how interrater agreement is measured in datasets
over the years, answering SQ4. Lastly, section 3.5 provides an answer to SQ5 by analyzing a possible relationship
between the Affect Representation Scheme used by datasets and their Interrater Agreement.

3.1 Targeted Affective States
This subsection discusses the types of affective states that were aimed to be identified by the included studies. A
detailed view of the targeted affective state types, along with the relevant data for each paper, can be found in
Appendix B.

As mentioned in the Introduction, according to [1], the term affect encompasses a wide range of emotional expe-
riences, from intense, short-lived emotions to diffuse, long-lasting moods and stable affective dispositions. Scherer
emphasizes the complexity of precisely defining emotions, as they are often confused with moods or feelings. This
difficulty arises because emotions, moods, and feelings, although related, are distinct affect phenomena that op-
erate on different temporal scales and levels of intensity. Emotions can be defined as intense and brief episodes
that are triggered by specific events, while moods are more diffuse and long lasting, often emerging without an
apparent cause [1]. Lastly, attitudes are long term, consistent predispositions towards specific objects or persons
[1], while sentiments are simpler, often reflecting positive or negative feelings towards specific stimuli, such as words
or phrases, in a given context [23].

Following the review of the 55 included papers, it was discovered that 47 focused solely on emotions, while the
other 8 combined the study of emotions with attitude, sentiments, moods or mental states. Even though mental
states are not considered an affective state, they were used by [24, 25] in conjunction with categorical emotions to
annotate videos. Table 4 presents an overview of this information.

Table 4: Types of affective states and the research papers that target them
Targeted Affective States Number of Papers Papers

Emotion 47 [26, 27, 28, 29, 30, 31, 32, 10, 33, 34, 35,
36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46,
47, 21, 48, 49, 17, 50, 16, 51, 19, 52, 53,
54, 55, 56, 57, 58, 59, 60, 61, 20, 62, 63,
64, 65, 18]

Emotion + Sentiment 3 [66, 67, 68]

Emotion + Attitude 1 [69]

Emotion + Mood 2 [22, 11]

Emotion + Mood + Mental States 1 [25]

Emotion + Mental States 1 [24]
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3.2 Affect Representation Schemes
This section summarizes the affect representation schemes utilized in the reviewed papers, aiming to provide an
answer to SQ2. An overview of all individual affect representation schemes, along with their encoding and their
associated datasets can be found in Appendix B. Table 3.2 provides a summary of the identified Affect Represen-
tation Schemes and which papers utilize them.

Table 5: Summary of the Affect Representation Schemes used by each individual paper

Categorical

Ekman’s basic emotions [70] [64, 65, 24, 59, 60, 22, 25, 19, 16, 21, 47, 46,
45, 68, 67, 37, 36, 39, 33, 30, 29, 58]

Plutchik’s Wheel of Emotions [71] [40, 69]

“emotion zones for regulation” framework [72] [10]

Other [44]

Dimensional

Valence-Arousal [20, 62, 57, 53, 55, 56, 51, 49, 11, 35, 26]

Valence-Arousal + Others [28, 66, 42, 50, 61]

Valence [38]

SAM’s Pleasure-Arousal-Dominance [73] [32]

Mix

V+labels [54, 17, 43]

VA+labels [27, 34, 41, 48, 52]

VAD+labels [18, 63, 31]

The included paper used a total of 43 different affect representation schemes. From this total, 24 are categorical
ARS, 8 are dimensional and 12 are a mix of the two.
The categorical schemes primarily rely on discrete labels to represent different emotions. In the reviewed papers,
it was observed that one of the most widely adopted categorical ARS was introduced by Paul Ekman, who defined
six basic emotions: anger, disgust, fear, joy, surprise, and sadness [70]. Out of the 24 categorical schemes, one
is directly based on Ekman’s model [45] while other 19 are derivatives of Ekman’s original model, often using a
subset or superset of the emotion labels and a neutral category. Moreover, it was observed that the labels “joy” and
“happiness” were used interchangeably. On the second position in terms of popularity in the studies is Plutchik’s
Wheel of Emotions, which categorizes emotions into eight groups: anger, disgust, fear, joy, surprise, sadness, trust,
and anticipation. Two papers utilized this model, one being a direct application of Plutchik’s scheme [40], and
the other being a variation of this model [69]. Out of the 2 ARS that are left, one interesting approach found in
the literature is implemented by CALMED [10]. It uses the “emotion zones for regulation” framework [72], which
categorizes emotions into four distinct zones: green, yellow, red, and blue. Each zone represents a different set
of emotions, making it easier to identify one’s emotional state. The green zone encompasses calm and positive
emotions, such as happiness. The yellow zone includes less comfortable emotions, like excitement and worried.
The red zone covers intense and often disruptive emotions, such as anger and fear, while the blue zone represents
low-energy emotions, like sadness and fatigue. The last categorical ARS was implemented by [44] and it aimed to
classify emotions using the labels neutral, positive, frustrated, and anxious, as, according to the author, these were
the most common emotional classes used in related studies.

Dimensional schemes, on the other hand, represent emotions along continuous dimensions. From the papers in-
cluded in this review, it was determined that 8 distinct dimensional ARS were used. The most popular dimensions
were Valence (positive or negative affect) and Arousal (intensity), both being present in all, but 2 affect represen-
tation schemes. Other dimensions used in conjuncture with valence and arousal are: dominance, liking/disliking,
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impact, engagement and aggression. From the remaining 2 dimensional ARS that do not use both Valence and
Arousal, one decided to only used valence to classify emotions, while the other one decided to use SAM’s pleasure,
arousal and dominance model [73] in which pleasure reflects how positively or negatively one feels in response to a
stimulus or situation, while dominance indicates the degree of control or influence a person feels in a given situation.

The mixed schemes combine elements of both categorical and dimensional approaches, providing a more comprehen-
sive representation of affect. Out of the 11 different mixed ARS, 3 combine Valence with a variation of categorical
labels such as Ekman’s basic emotions [70], 5 combine both Valence and Arousal with a variation of categorical
labels, while the last 3 combine Valence, Arousal and Dominance with the categorical emotions.

Most of the papers did not provide the motivation behind the ARS. There are, however some exceptions. CHEAVD
[19] decided to use a categorical approach due to the short length of the audio visual stimuli they used, as it would
create difficulties in the labelling process. According to them, using the categorical approach would also benefit
the raters as it would be easier to understand the process. Another study, [45], argues for the use of Ekman’s
basic emotions [70] as the facial stimuli are similar across many cultures and this set of labels represent more of
a universal framework. Lastly, [28, 49] argue that using the Valence Arousal system would be easily adaptable to
either discrete or dimensional emotion definitions.

3.3 Interrater Agreement
This sections presents the results related to the interrater agreement. It begins by examining the number of raters
involved in the labeling process, followed by an overview of the methods used to calculate interrater agreement and
lastly, whether the researcher took any measures to improve the agreement between the raters. This section aims
to answer SQ3.

Number of Annotators This research aimed to study interrater agreement in audio visual datasets in order to
lay the ground work for studying its effect on performance. To that extent, and due to the limited the time frame
of the study, the queries were focused on finding datasets were the data was labelled by humans. Therefore, in
almost all cases, the researchers acknowledged the subjectivity in interpreting affective states, and decided to use
multiple raters. The only case in which this did not happened is [56], where the authors decided to only use on rater.

When searching for annotators, researchers opted for 2 solution. One of them was to collect as many as raters as
possible from their local areas, such as students at their universities or local experts. The second option was to use
a crowd sourcing platform such as Amazon MTurk7. One such case is [57] in which the research recruited a total of
1517 raters to annotate the dataset on the the valence scale and 2442 raters for the arousal scale. Table 6 presents
a summary of the amount of raters used by the databases. In the cases where authors explicitly mentioned that the
audio-visual stimuli were rated by only a certain amount of people from the total, the minimum number of raters
per video was taken. Appendix B presents the amount of raters for each individual dataset.

Interrater Agreement Measures From the reviewed papers, 34 out of the 55 measure interrater agreement
(IRA). Most of them calculate IRA using one of the following metrics: Cohen’s kappa [74], Fleiss’ kappa [75], Krip-
pendorff’s alpha [76], or Cronbach’s alpha [77]. However some of the papers also consider using the percentage of the
same categorical choice as the metric, Intraclass Correlation Coefficient (ICC), FINN coefficient, percent consensus,
Randolph’s kappa, Root Mean Square Error (RMSE), Spearman’s rho, Concordance Correlation Coefficient (CCC),
or the Pearson correlation. Besides that, there is also a study, namely [65] that does not mention the method used
to calculate the IRA. The measures used by each paper can be found in Appendix B

7Amazon MTurk: https://www.mturk.com/
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Table 6: Summary of the amount of raters used by the dataset
Num. of Raters Num. of Datasets Datasets
1 1 [56]
2 2 [64, 10]
3 13 [60, 46, 44, 67, 69, 54, 43, 27, 61, 50, 49, 11, 28]
4 3 [19, 68, 32]
5 10 [65, 25, 16, 21, 18, 58, 48, 41, 53, 66]
6 3 [40, 36, 20]
7 2 [33, 51]
8 1 [59]
10-19 5 [22, 45, 39, 29, 55]
20-29 5 [30, 63, 62, 38, 26]
30-49 3 [37, 17, 34]
>50 7 [24, 47, 52, 31, 57, 42, 35]

Figure 3: Popularity of the IRA measures (a) lifetime (b) over the years.

Figure 3a highlights which methods were used the most for assessing the interrater agreement in the studied papers.
It is clear that the preferred methods are Fleiss’ Kappa [75] and Krippendorff’s Alpha[76], with both being used
(almost) twice as much as the Cohen’s Kappa [74]. It is important to note that some papers used multiple methods
to calculate agreement.

Given the wide array of interrater agreement measures and the varying interpretations provided by their respective
authors, comparing the agreement scores can be challenging and unreliable. To that extent, the collected agreement
score for each paper are presented in Appendix B.

Strategies for Facilitating Agreement In order to facilitate IRA, many researcher have implemented certain
strategies. However, no author decided to measure IRA before and after implementing the strategies. Therefore, it
is not possible to measure their effectiveness, but they should bring consistency into the labelling process. The data
suggests that the most commonly used strategy to facilitate agreement among annotators is providing instructions,
with 9 datasets implementing it. The instructions usually include tips on how to use the annotating platform and
definitions of each emotional label or dimension. This is followed by giving the annotators a list of examples (7
instances) and then by eliminating annotations where the rater seemed to be distracted or unreliable (6 instances).
Other 5 papers decide to eliminate the videos where raters couldn’t agree on a label. Expert raters were used in 5
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cases, while testing the annotators for consistency and accurate understanding of the emotion in order to eliminate
those that perform poorly was employed 5 times. Conducting training workshops, and hiring raters that are from
the same region or culture as the subject were also employed 4 times each. A less common strategy was to include
using raters that are familiar with the subject. In [10], the authors use children with autism as the audio visual
stimulus, while there parents label the emotion that they believe their own child experiences. Although IRA is not
measured in this study, involving parents likely enhances IRA because they can consistently label emotions based
on their experience with their child.

3.4 Interrater Agreement measures over time
This section will discuss the trends in the preferred method to calculate IRA over the course of the years. Figure
3b presents the measures that were used in every year from 2008 to 2024. Aiming to answer SQ4

Due to the small number of datasets prior to 2012, all datasets from 2008 to 2012 were merged in a single column.
The landscape of interrater Agreement methods saw a dynamic evolution over the years. In the early times, re-
searchers experimented with Fleiss’s Kappa and Cohen’s Kappa, while Krippendorff’s Alpha emerged around 2014
in the competition for reliable IRA measures. Fleiss’s Kappa appears to have maintained a costant popularity over
the years, while in the past 2 years, researchers have began to experiment with other options.

3.5 The Relationship between the Affect Representation Scheme used by datasets
and their Interrater Agreement

This section aims to search for links between the affect representation schemes and their respective interrater agree-
ment level, fulfilling SQ5.

After reviewing the literature, 43 different ARS were found in a set of 55 papers. This could pose a challenge in
finding a connection between ARS and IRA due to the limited data available for each specific. However, there is the
Valence-Arousal (VA) ARS of which 11 entries are present and the many derivations of the Ekman’s basic emotions
[70]. After analysing each of this possible combinations, it was concluded that no relationship can be determined
between ARS and Interrater agreement. This is because, if we look at the VA, both low [51, 55], and high [11, 20]
levels of agreement can be found. This is similar to the variations of Ekman’s basic emotions [70] where we can
also find both low [30] and high [68, 69] levels of IRA. Therefore, this section concludes that there is no relevant
connection between the ARS and the the level of IRA.

4 Responsible Research
In order to conduct research in a responsible manner, it is necessary to consider the ethical implication. This section
outlines two parts: subsection 4.1 provides a reflection about the used methodology, while subsection 4.2 discusses
the ethical consideration of affect prediction.

4.1 Reflection upon the Methodology
This research involves conducting a systematic literature review. This approach aims to ensure a comprehensive and
unbiased synthesis using the available literature on the subject. It is important to note that systematic literature
reviews happen across a longer periods of time, usually months, sometimes including multiple researchers, while
this research only spanned 10 weeks and was done by only one researcher. This means that the interpretation of
results or the decisions made during the screening process might have been affected by bias or missed some of the
necessary rigour. Despite efforts to maintain bias as low as possible during the selection process, the possibility
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of bias cannot be completely ruled out. Moreover, the researcher is a 3rd year TU Delft student with little to no
experience in systematic literature reviews.

Moreover, because the queries implement a selective approach when it comes to in which parts does it search for
specific terms can also have an impact in the search results, as some papers could have been missed. Unfortunately,
given the limited time frame of this research, no measure could have been taken to prevent this.

4.2 Ethical Viewpoint on Affect Prediction
This research aims to help research improve the datasets used for Automatic Affect Prediction systems and, implic-
itly, their performance. Therefore, the ethical implications involved with the usage of this system must be considered.

These systems are based on the datasets they are trained on and because of this, many unwanted effects can occur.
One of them is the possibility of classification which can have a varying impacts depending on the industry they
are used in. Another potential issue is that interpretations can vary across different languages and cultures which
raises concerns of whether the system is appropriate for the location in which it will be used. This issues can arise
during the use of such systems, but they can be mitigated by the developers, if they are taken into account during
the development or implementation process.

5 Discussion
While 34 out of the 55 papers included in the study measure interrater agreement (IRA), none reported a sec-
ond labeling run aimed at improving the agreement score. This is surprising since the initial calculation of the
agreement might suggest potential inconsistencies among raters. Ideally, datasets with low IRA scores could benefit
significantly from a re-evaluation and refinement of the labels. Such a process would not only improve the reliability
of the dataset but could possibly also enhance the quality of models trained on these datasets. The absence of a
second labeling run raises questions about the purpose behind measuring IRA. If the ultimate goal is to ensure
high-quality and reliable annotations, the natural progression would be to use IRA scores as feedback to refine the
labeling process.

Additionally, the study uncovered that many affect representation schemes (ARS) deviated from well-established
models without providing a clear motivation. These deviations make the process of correlating ARS with IRA very
difficult, as they introduce uncertainty that is not related to the emotional content being measured but rather to
the subjective choices of the researchers. This lack of standardization in ARS contributes to difficulties in assessing
how well it aligns with IRA, ultimately impacting the reliability of the datasets and the performance of the affect
prediction models trained on them.

Moreover, the lack of standardized ARS highlight the need for dataset annotation guidelines. This could align the
focuses of the community and accelerate the development of affective databases.

To summarise, the practice of measuring IRA without subsequent refinements to the labeling process appears to be
a missed opportunity for improving dataset quality. Combined with the deviations from well established ARS, this
highlights the need for a standardized approach in affective dataset creation.

6 Conclusions and Future Work
The aim of this study was to investigate whether audio-visual datasets designed for automatic affect prediction at-
tempt to facilitate interrater agreement. This paper conducted a systematic literature review which fully reviewed
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a total of 55 papers that introduced an audio visual dataset.

The review revealed that 54 out of the 55 papers used multiple raters for dataset labeling, and 34 of these measured
interrater agreement. It was observed that the level of interrater agreement was found to be independent of the
affective representation scheme employed. However, none of the reviewed papers measured interrater agreement
before and after implementing strategies to improve it, preventing an evaluation of the effectiveness of these strate-
gies. Despite this, section 3.3 of the paper provides an overview of the most commonly used tactics to facilitate
interrater agreement.

This study contributes to the understanding of the role of interrater agreement in the development of reliable
audio-visual datasets for automatic affect prediction. It lays the foundation for assessing the impact of interrater
agreement on model performance. To investigate this further, future work should involve tracking all the studies
that reference the dataset papers used in this study and that develop an automatic affect prediction model based
on them. Then, the performance differences between these models should be compared in order to draw meaningful
conclusions about the influence of interrater agreement on affective prediction accuracy. One might wonder why the
analysis shouldn’t be confined to the datasets used in this research. The reason is straightforward: not all papers
implement a baseline model, and even those that do may not be generally representative. Hence, a broader set of
models is necessary for a comprehensive study.
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A Final Queries and Concepts

A.1 Final Queries
• Scopus:

( TITLE-ABS-KEY ( ( "video" OR "audiovisual" OR ( ( "audio" OR "speech" )
AND ( "video" OR "visual" ) ) ) )

AND TITLE ( ( "affect" OR "affective" OR "emotion" OR "emotional" OR "mood"
OR "mental state" ) )

AND TITLE-ABS-KEY ( ( "analysis" OR "recognition" OR "predict*" OR "computing"
OR "detect*" OR "classif*" ) )

AND TITLE ( ( "dataset" OR "database" OR "corpus" ) )

AND ALL ( ( ( ( "manual" OR "human" OR "multiple" ) AND ( "label*"
OR "annotat*" OR "rat*" OR "evaluators" ) ) OR "rat*" OR "interrat*"
OR "inter-rat*" OR "inter-evaluator" ) ) )

• Web of Science:

TS=(video OR audiovisual OR ((audio OR speech) AND (video OR visual)))

AND TI=(affect OR affective OR emotion OR emotional OR mood OR mental state )

AND TS=( analysis OR recognition OR predict* OR computing OR detect* OR classif*)

AND TI=(dataset OR database OR corpus)

AND ALL=(label* OR annotat* OR rat* OR evaluator OR rat* OR interrat*
OR inter-rat* OR inter-evaluator)

• IEEE Xplore:

((("All Metadata":video OR "All Metadata":audiovisual
OR ( ("All Metadata":audio OR "All Metadata":speech)
AND ("All Metadata":video OR "All Metadata":visual) ))

AND ("Document Title":dataset OR "Document Title":database
OR "Document Title":corpus)
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AND ("Document Title":affect OR "Document Title":affective
OR "Document Title":emotion OR "Document Title":emotional
OR "Document Title":mood OR "Document Title":mental state )

AND ("All Metadata":analysis OR "All Metadata":recognition
OR "All Metadata":predict* OR "All Metadata":computing
OR "All Metadata":detect* OR "All Metadata":classif*)

AND ("Full Text & Metadata":rat* OR "Full Text & Metadata":interrat*
OR "Full Text & Metadata":inter-rat*
OR "Full Text & Metadata":inter-evaluator
OR (( "Full Text & Metadata":manual
OR "Full Text & Metadata":human OR "Full Text & Metadata":multiple)
AND ("Full Text & Metadata":label* OR "Full Text & Metadata":annotat*
OR "Full Text & Metadata":rat* OR "Full Text & Metadata":evaluator)))))

• ACM Digital Library:

Abstract:((video OR audiovisual OR ((audio OR speech)
AND (video OR visual)))

AND ( analysis OR recognition OR predict* OR computing
OR detect* OR classif*))

AND Title:((dataset OR database OR corpus)

AND (affect OR affective OR emotion OR emotional
OR mood OR mental state ))

AND AllField:((( manual OR human OR multiple)
AND (label* OR annotat* OR rat* OR evaluator))
OR rat* OR interrat* OR inter-rat* OR inter-evaluator)

A.2 Concepts
• Audio-Visual: video, audiovisual, audio visual, audio-visual, audio video, speech video, speech visual

• Affect Prediction: Will be split in two parts and any combination will do.

– Affect: affect, affective, emotion, emotional, mood, mental state

– Prediction: analysis, recognition, predict*, computing, detect*, classif*

• Dataset: dataset, database, corpus

• Rater: manual label*, manual annotat*, manual rat*, manual evaluators, human label*, human annotat*,
human rat*, human evaluators, multiple label*, multiple annotat*, multiple rat*, multiple evaluators, rat*,
interrat*, inter-rat*, inter-evaluator
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B Results Overview
Table 7 highlights the encodings for each affect representation scheme used in Table of Results, along with the
number of times they have been used by the included studies, while Table of Results presents all the relevant data
that was extracted from each paper.

Table 7: Affective Representation Scheme encodings for Table of
Results, along with the amount of times they have been used by
the included studies.

Labels Amount of times used
1EBS-4HSS-FI V + anger, happiness, surprise, sadness + frustration + neutral

+ intensity
1

1EBS-6H V + anger, disgust, fear, happiness, surprise, sadness 1
1EBS-6HN-9 V + anger, disgust, fear, happiness, surprise, sadness + neutral

+ curiosity, uncertainty, excitement, attentiveness, exploration,
confusion, anxiety, embarrassment, frustration

1

2EBS-4A VA + anger, disgust, fear, sadness, amusement 1
2EBS-5EMOCON VA + anger, disgust, happiness, surprise, sadness, cheerful, ner-

vous, boredom, confusion, delight, engaged concentration, frustra-
tion, none, confusion, contempt, dejection, eureka, pride, sorrow

1

2EBS-6H VA + anger, disgust, fear, happiness, surprise, sadness 1
2EBS-6HN VA + anger, disgust, fear, happiness, surprise, sadness + neutral 1
2WoE-8H VA, anger, disgust, fear, happiness, surprise, trust, anticipation,

sadness
1

3-3SNF VAD + anger, happiness, sadness, frustration + neutral 1
3AF VAD + aggression levels, fear 1
3EBS-6H-LF-C VAD + liking, familiarity + anger, disgust, fear, happiness, sur-

prise, sadness, contentment
1

3EBS-6NAA VA + dominance + EBS-6 + neutral + anxiety, amusement 1
3SN anger, happiness, sadness + neutral 1
3SN-SE neutral, positive, frustrated, anxious 1
4C (Emotion zones for regulation framework [72]) green, yellow, red

and blue
1

EBS-4HN-2 anger, disgust, happiness, sadness + neutral + anxiety, boredom 1
EBS-5H anger, disgust, fear, happiness, sadness 1
EBS-5HNI EBS-5H + neutral + intensity 1
EBS-5SEN anger, disgust, happiness, surprise, sadness + neutral 1
EBS-6 (Ekman’s Basic Emotions [70]) anger, disgust, fear, joy, surprise,

sadness
1

EBS-6HN anger, disgust, fear, happiness, surprise, sadness + neutral 2
EBS-6HN-15-2 EBS-6HN + worried, anxious, blamed, sarcastic, aggrieved, curi-

ous, embarrassing, confused, proud, helpless, hesitant, contemp-
tuous, frustrated, anticipated, shy, suspicious, fearful

1

EBS-6HN-15-4 EBS-6HN + worried, anxious, blamed, sarcastic, aggrieved, curi-
ous, embarrassing, confused, proud, helpless, hesitant, contemp-
tuous, frustrated, anticipated, shy, guilty, exclamation, nervous,
serious

1

EBS-6HN-2I EBS-6HN + genuineness, calm, intensity 1
EBS-6HN-3 EBS-6HN + frustration, ridicule, excitement 1
EBS-6HN-4 EBS-6HN + bored, confused, disappointed, mixed 1
EBS-6HN-5 EBS-6HN + embarrassment, hopefulness, jealousy, pride, sar-

casm, stress
1

EBS-6HN-CI EBS-6HN + contempt + intensity 1
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Continuation of Table 7
Encoding Labels Amount of times

used
EBS-6HN-MMS EBS-6HN + boredom, contempt + unsure, thinking, concentrat-

ing, bothered
1

EBS-6HN-O EBS-6HN + other (only when there are not at least 4 raters with
the same label)

1

EBS-6HSI happiness, sarcasm/irony, fear, anger, sadness, surprise 2
EBS-6-S EBS-6 + sentiment: positive, negative and neutral 1
EBS-6-S-N2 EBS-6-S + neutral, acceptance + intensity 1
EMS Thinking, concentrating, unsure, confused, triumphant, frus-

trated, angry, bored, neutral, surprised, happy, interested
1

PAD SAM’s pleasure, arousal and dominance [73] 1
V valence 1
VA valence, arousal 11
VA-ACI VA + agreement, content, interest 1
VA-ECE VA + engagement, coordinated engagement 1
VA-I VA + impact 1
VA-LD VA + liking, disliking 1
WoE-8 (Plutchik Wheel of Emotions [71]) anger, disgust, fear, joy, sur-

prise, sadness, trust, anticipation
1

WoE-8N-17 WoE-8 + neutral + love, alarm, remorse, contempt, optimism,
curiosity, pride, guilt, envy, disappointment, pessimism, anxiety,
shy, puzzled, hesitant, sympathetic, schadenfreude

1

End of Table
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Title
Targeted 
Affective ARS Type ARS Nr of Ratings

What measure do they use to measure interrater 
agreement? Level of agreement Year

VAD: A Video Affective Dataset with Danmu Emotion
Categorical + 
Dimensional 2WoE-8H total: 21, between 3-5/video Fleiss Kappa, ICC, percent cosensus

Moderately High: Fleiss - between 0.561 
and 0.804, mean = 0.63 , median = 0.59| 2024

VEATIC: Video-based Emotion and Affect 
Tracking in Context Dataset Emotion Dimensional VA total: 192, between 25-73/video Pearson Correlation

Only one annotator had corellation lower 
than 0.2 Standard deviation: valance: 2024

Affective film dataset from India (AFDI): creation 
and validation with an Indian sample Emotion

Categorical + 
Dimensional 3EBS-6H-LF-C 407, 271,  two stage process  -  - 2023

CH-MEAD: A Chinese Multimodal Conversational 
Emotion Analysis Dataset with Fine-Grained 

Emotion + 
Attitude Categorical WoE-8N-17 3/video Fleiss' Kappa 0.79 2023

Dyadic Affect in Parent-Child Multimodal 
Interaction: Introducing the DAMI-P2C Dataset Emotion Dimensional VA-ECE total: 5,  3/video ICC Good or Excellent 2023
Introducing CALMED: Multimodal Annotated 
Dataset for Emotion Detection in Children Emotion Categorical 4C total: 8, 2/video - - 2023
The Jena Audiovisual Stimuli of Morphed 
Emotional Pseudospeech (JAVMEPS): A Emotion Categorical EBS-6HN 26 Fleiss' Kappa 0.274-fair 2023
The Reading Everyday Emotion Database (REED): 
a set of audio-visual recordings of emotions in Emotion Categorical EBS-6HN-5 total: 168, min 11/video - - 2023
Werewolf-XL: A Database for Identifying 
Spontaneous Affect in Large Competitive Group Emotion Dimensional PAD 4 RMSE, Spearman's Rho, Krippendorff’s Alpha, CCC fair 2023
A Multimodal Corpus for Emotion Recognition in 
Sarcasm Emotion Categorical EBS-6HN-3 7 Fleiss' Kappa 0.595 2022
AVDOS-Affective Video Database Online Study 
Video database for affective research Emotion Dimensional VA 86  -  - 2022
Persian emotion elicitation film set and signal 
database Emotion

Categorical + 
Dimensional 2EBS-6H total: 88, min 35/video  -  - 2022

AMIGOS: A Dataset for Affect, Personality and 
Mood Research on Individuals and Groups

Emotion + 
Mood Dimensional VA 3 Cronbach’s α

Mean 0.98 for valence and 0.96 for arousal 
| very strong IRA 2021

HEU Emotion: a large-scale database for 
multimodal emotion recognition in the wild Emotion Categorical EBS-6HN-4 15  -  - 2021
Korean video dataset for emotion recognition in 
the wild Emotion Categorical EBS-6HN-O 6  -  - 2021
Modeling Emotion in Complex Stories: The 
Stanford Emotional Narratives Dataset (SEND) Emotion Dimensional V total: 700, min 20/video  -  - 2021
Selection and validation of emotional videos: 
Dataset of professional and amateur videos that Emotion Categorical EBS-5H 30  -  - 2021
SEWA DB: A Rich Database for Audio-Visual 
Emotion and Sentiment Research in the Wild

Emotion + 
Sentiment Dimensional VA-LD total: 30, 5/culture  -  - 2021

Database of Emotional Videos from Ottawa 
(DEVO) Emotion Dimensional VA-I 278  -  - 2020
K-EmoCon, a multimodal sensor dataset for 
continuous emotion recognition in naturalistic Emotion

Categorical + 
Dimensional 2EBS-5EMOCON 5 Krippendorff ’s Alpha low 2020

MEISD: A Multimodal Multi-Label Emotion, 
Intensity and Sentiment Dialogue Dataset for 

Emotion + 
Sentiment Categorical EBS-6-S-N2 4 Fleiss' Kappa

0.67 emotions, 0.75 sentiment, 0.72 
intensity 2020

MELD: A multimodal multi-party dataset for 
emotion recognition in conversations

Emotion + 
Sentiment Categorical EBS-6-S 3 Fleiss' Kappa 0.43, 0.91 for sentiment 2020

MEmoR: A Dataset for Multimodal Emotion 
Reasoning in Videos Emotion Categorical  WoE-8 6  - `  - 2020
ElderReact: A multimodal dataset for recognizing 
emotional response in aging adults Emotion

Categorical + 
Dimensional 1EBS-6H 3 ICC, FINN, Krippendorff's Alpha low 2019

Multimodal Database of Emotional Speech, 
Video and Gestures Emotion Categorical EBS-6 12  -  - 2019
Recognizing behavioral factors while driving: A 
real-world multimodal corpus to monitor the Emotion Categorical 3SN-SE min 3/video Krippendorff ’s Alpha 0.27 2019
The audio-visual Arabic dataset for natural 
emotions Emotion Categorical EBS-5SEN 3  -  - 2019
Construction of spontaneous emotion corpus 
from Indonesian TV talk shows and its Emotion Dimensional VA 3 Pearson Correlation Valence: 0.33, Arousal: 0.37 2018
RAMAS: Russian Multimodal Corpus of Dyadic 
Interaction for Affective Computing Emotion Categorical EBS-6HN total:  21, min 5/video Krippendorff ’s Alpha 0.44 2018

The OMG-Emotion Behavior Dataset Emotion
Categorical + 
Dimensional 2EBS-6HN 5/video  -  - 2018

The Ryerson Audio-Visual Database of Emotional 
Speech and Song (RAVDESS): A dynamic, Emotion Categorical EBS-6HN-2I 319 Fleiss' Kappa substantial, 0.665 2018
BAUM-1: A Spontaneous Audio-Visual Face 
Database of Affective and Mental States

Emotion + 
Mood Categorical EBS-6HN-MMS 5 Cohen's Kappa substantial, 0.67 2017

BioVid Emo DB': A multimodal database for 
emotion analyses validated by subjective ratings Emotion

Categorical + 
Dimensional 2EBS-4A 94  -  - 2017

CHEAVD: a Chinese natural emotional 
audio–visual database Emotion Categorical EBS-6HN-15-4 4 Cohen's kappa 0.485 2017
COGNIMUSE: a multimodal video database 
annotated with saliency, events, semantics and Emotion Dimensional VA 7 Pearson correlation, Krippendorff alpha, Cohen's k low 2017
MSP-IMPROV: An Acted Corpus of Dyadic 
Interactions to Study Emotion Perception Emotion Categorical 3SN min 5/video Fleiss' Kappa 0.487 2017
NAA: A multimodal database of negative affect 
and aggression Emotion Dimensional 3AF total: 15, 3/dimension Krippendorff ’s alpha Mean for: Actors: 0.72, Students: 0.308 2017
NNIME: The NTHU-NTUA Chinese interactive 
multimodal emotion corpus Emotion

Categorical + 
Dimensional 1EBS-4HSS-FI 48

percentage of the same categorical choice as the metric.(For 
categories) | Spearman and CCC for  continuous good 2017

A database for emotional interactions of the 
elderly

Emotion + 
Mood Categorical EBS-4HN-2 18  -  - 2016

Construction of Japanese audio-visual emotion 
database and its application in emotion Emotion Dimensional VA 1  -  - 2016
Crowdsourcing empathetic intelligence: The 
case of the annotation of EMMA database for Emotion Dimensional VA Min 10/video Krippendorff ’s alpha, Avg. Pearson Corr

Valence: 0,45/0.21+-0.20 Arousal: 0.44/ 
0.14+-0.18 2016

Emo react: A multimodal approach and dataset 
for recognizing emotional responses in children Emotion

Categorical + 
Dimensional 1EBS-6HN-9 total: 6, 3/video Krippendorff ’s alpha 0.511 2016

MuDERI: Multimodal database for emotion 
recognition among intellectually disabled Emotion Dimensional VA 5  -  - 2016
BAUM-2: a multilingual audio-visual affective 
face database Emotion Categorical EBS-6HN-CI between 5-7/video Cohen's kappa Moderate - 0.55 2015



LIRIS-ACCEDE: A video database for affective 
content analysis Emotion Dimensional VA 1517 for Valence, 2442 for arousal Percent agreement, fleiss kappa. Krippendorff alpha,  

The percent agreement indicates that 
annotators agreed on 83.5% and 86.2% of 2015

A new multi-modal dataset for human affect 
analysis Emotion Dimensional VA-ACI 3 Cronbach’s α

Arousal: 0.89, Valence: 0.66, Agreement: 
0.63, Content: 0.60, Interest: 0.83 2014

Building a Chinese Natural Emotional Audio-
Visual Database (CASIA) Emotion Categorical EBS-6HN-15-2 3  -  - 2014
CREMA-D: Crowd-sourced emotional 
multimodal actors dataset Emotion Categorical EBS-5HNI total: 2443, min 8/video

Krippendorff's alpha because it can handle categorical 
responses (selected emotion label) as well as ratio responses 0.42 2014

A multimodal emotion corpus for Filipino and its 
uses Emotion Dimensional VA 20 Fleiss' Kappa 0.6 2013
Introducing the RECOLA multimodal corpus of 
remote collaborative and affective interactions Emotion Dimensional VA 6 Cronbach’s Alpha, Cohen's Kappa

Cronbach: Arousal: 0.8 Valence:0.74 
Cohen: mean 0.244 2013

A multimodal database for affect recognition and 
implicit tagging Emotion

Categorical + 
Dimensional 3EBS-6NAA 20 Cohen's Kappa fair - 0.32 2012

3D Corpus of spontaneous complex mental 
states

Emotion + 
Mental Categorical EMS 77 Fleiss' Kappa moderate - 0.45 2011

The COST 2102 Italian Audio and Video 
Emotional Database Emotion Categorical EBS-6HSI 5 Not mentioned 0.5 approx 2009
The new italian audio and video emotional 
database Emotion Categorical EBS-6HSI 2  - 2009
IEMOCAP: Interactive emotional dyadic motion 
capture database Emotion

Categorical + 
Dimensional 3-3SNF total: 6, 3/video + 2 for VAD

Fleiss' Kappa for categorical, cronbach alpha for vad between 
2 raters

fleiss: 0.4, cronbach: Valence:0.809 
Arousal:0.607 Dominance:0.608 2008



C Use of Large Language Models
ChatGPT was used through out this research paper to aid in the writing process and the development of the
Latex document. In terms of writing, ChatGPT was asked mostly to provide rephrasing options or synonyms. For
Latex, it was used to transform Excel data to the Latex format or to help in finding specific commands.

Example prompt: “How to color text in latex?”

Answer:
In LaTeX, you can color the font using the xcolor package. Here are the steps to color the font:

Include the xcolor package in the preamble:
Add xcolor to the preamble of your LaTeX document.

Use the ommand:
Use the text command to color specific text.

Here’s an example of a simple LaTeX document that demonstrates how to color text: ...
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