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Taming Contrast Maximization for Learning
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1 Micro Air Vehicle Laboratory, Delft University of Technology
2 Stuttgart Laboratory 1, Sony Semiconductor Solutions Europe, Sony Europe B.V.

Figure 1: Our pipeline estimates event-based optical flow by sequentially processing small partitions of the event stream with a recurrent
model. We propose a novel self-supervised learning framework (left) based on a multi-timescale contrast maximization formulation that is
able to exploit the high temporal resolution of event cameras via iterative warping to produce accurate optical flow predictions (right).

Abstract

Event cameras have recently gained significant traction
since they open up new avenues for low-latency and low-
power solutions to complex computer vision problems. To
unlock these solutions, it is necessary to develop algorithms
that can leverage the unique nature of event data. However,
the current state-of-the-art is still highly influenced by the
frame-based literature, and usually fails to deliver on these
promises. In this work, we take this into consideration and
propose a novel self-supervised learning pipeline for the se-
quential estimation of event-based optical flow that allows
for the scaling of the models to high inference frequencies.
At its core, we have a continuously-running stateful neu-
ral model that is trained using a novel formulation of con-
trast maximization that makes it robust to nonlinearities and
varying statistics in the input events. Results across multi-
ple datasets confirm the effectiveness of our method, which
establishes a new state of the art in terms of accuracy for
approaches trained or optimized without ground truth.

1. Introduction
Event cameras capture per-pixel log-brightness changes

at microsecond resolution [13]. This operating principle re-
sults in a sparse and asynchronous visual signal that, under
constant illumination, directly encodes information about
the apparent motion (i.e., optical flow) of contrast in the im-
age space. These cameras offer several advantages, such as
low latency and robustness to motion blur [13], and hence
hold the potential of a high-bandwidth estimation of this
optical flow information. However, the event-based na-
ture of the generated visual signal poses a paradigm shift
in the processing pipeline, and traditional, frame-based al-
gorithms become suboptimal and often incompatible. De-
spite this, the majority of learning-based methods that have
been proposed so far for event-based optical flow estimation
are still highly influenced by frame-based approaches. This
influence is normally reflected in two key aspects of their

The project’s code and additional material can be found at https://
mavlab.tudelft.nl/taming event flow/.
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pipelines: (i) the design of the network architecture, and (ii)
the formulation of the loss function.

Regarding architecture design, most literature methods
format subsets of the input events as dense volumetric rep-
resentations [45] that are processed at once by stateless (i.e.,
non-recurrent) models [17, 29, 37, 45]. Similarly to their
frame-based counterparts [12, 38, 39], these models esti-
mate the per-pixel displacement over the time-length of the
event volume using only the information contained within
it. Consequently, these volumes need to encode enough spa-
tiotemporal information for motion to be discernible. How-
ever, if done over relatively long time periods, the subse-
quent models suffer from limitations such as high latency or
having to deal with large pixel displacements [17, 18, 42].

With respect to the loss function, multiple options have
been explored due to the lack of real-world datasets with
per-event ground truth. Pure supervised learning can be
used with datasets such as MVSEC [43] or DSEC-Flow
[17], but their ground truth only contains per-pixel displace-
ment at low frequencies, which makes models difficult to
train. On the other hand, a self-supervised learning (SSL)
framework can be formulated using either the accompany-
ing frames with the photometric error as a loss [11, 40, 44],
or through an events-only contrast maximization [14, 15]
proxy loss for motion compensation (i.e., event deblurring)
[19, 26, 29, 35, 45]. However, despite not relying on ground
truth, all the literature on SSL for optical flow assumes that
the events move linearly within the time window of the loss,
which ignores much of the potential of event cameras and
their high temporal resolution (see Fig. 1, bottom left).

In this work, we focus on the estimation of high fre-
quency event-based optical flow and how this can be learned
in an SSL fashion using contrast maximization with a re-
laxed linear motion assumption. To achieve this, we build
upon the continuous-operation pipeline from Hagenaars et
al. [19], which retrieves optical flow by sequentially pro-
cessing small partitions of the event stream with a stateful
(i.e., recurrent) model over time, instead of dealing with
large volumes of input events. We augment (and train)
this pipeline with a novel contrast maximization formu-
lation that performs event motion compensation in an it-
erative manner at multiple temporal scales, as shown in
Fig. 1. Using this framework, we achieve the best accuracy
of all contrast-maximization-based approaches on multiple
datasets, only being outperformed by pure supervised learn-
ing methods trained with ground-truth data.

In summary, the extensions that we propose to the SSL
framework in [19], i.e., our main contributions, are:

• The first iterative event warping module in the context
of contrast maximization (see Section 3.2). This mod-
ule unlocks a novel multi-reference loss function that
better captures the trajectory of scene points over time,
thus improving the accuracy of the predictions.

• The first multi-timescale approach to contrast max-
imization, which adds robustness, improves conver-
gence, and reduces tuning requirements of loss-related
hyperparameters (see Section 3.3).

As a result, we present the first self-supervised optical flow
method for event cameras that relaxes the linear motion as-
sumption, and hence that has the potential of exploiting the
high temporal resolution of the sensor by producing esti-
mates in a close-to continuous manner. We validate the pro-
posed framework through extensive evaluations on multiple
datasets. Additionally, we conduct ablation studies to show
the effectiveness of each individual component.

2. Related work
Due to the aforementioned advantages of event cam-

eras for optical flow estimation, extensive research has
been carried out since these sensors were first introduced
[1, 2, 4–8, 24, 27, 28, 35]. Regarding learning-based ap-
proaches, the first method was proposed by Zhu et al. in [44]
with EV-FlowNet: a UNet-like [32] architecture trained
with SSL, with the supervisory signal coming from the pho-
tometric error between subsequent frames captured with an
accompanying camera. To avoid the need for a secondary
vision sensor, in [45], Zhu et al. proposed an SSL frame-
work around the contrast maximization for motion compen-
sation idea from [14,15], hence relying solely on event data.
This pipeline was used and further improved in [19,29,35].
Other approaches trained EV-FlowNet in a supervised fash-
ion with synthetic/real ground-truth data and showed higher
accuracy levels through evaluations on public benchmarks
[17, 37]. However, they also highlighted EV-FlowNet’s in-
ability to deal with large pixel displacements [17]. Because
of this, inspired by the frame-based literature [39], Gehrig
et al. proposed E-RAFT in [17]: the first architecture to in-
troduce the use of correlation volumes in the event camera
literature. This model, which was recently augmented with
attention mechanisms [41], achieved state-of-the-art perfor-
mance in multiple datasets.

A novel perspective to learning event-based optical flow
is to move away from event accumulation over long times-
pans, and instead rely on continuously-running stateful
models that integrate information over time. The first meth-
ods of this kind were proposed by Paredes-Vallés et al. [30]
and Hagenaars et al. [19], but this idea has recently gained
interest in the event camera literature [11, 31, 42]. The rea-
son is that leveraging memory through sequential process-
ing can potentially lead to lightweight and low-latency solu-
tions that are also robust to large pixel displacements with-
out the need for correlation volumes [42]. However, despite
their potential of being scaled to high inference frequencies,
all these solutions assume that events move linearly in the
timespan of their loss function, and hence cannot capture
the true trajectory of scene points over time.
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When it comes to learning nonlinear pixel trajectories
from event data, only the work of Gehrig et al. in [18] is
to be highlighted. However, their approach uses multiple
event and correlation volumes to fit Bézier curves to the
trajectory of scene points, resulting in a high-latency so-
lution. In contrast, in this work, we extend the continuous-
operation pipeline from Hagenaars et al. [19] with an SSL
framework in which discrete trajectories are regressed at
high frequency by leveraging memory within the models.
This approach allows, for the first time, to exploit the high
temporal resolution of event cameras while capturing more
accurately the trajectory of scene points over time thanks to
the proposed iterative event warping mechanism.

Among non-learning-based approaches, the work of
Shiba et al. in [35] bears particular relevance due to cer-
tain similarities with our framework. Specifically, Shiba
et al. propose a tile-based method for event-based optical
flow estimation that extends contrast maximization [14, 15]
by incorporating (i) multiple spatial scales, (ii) a multi-
reference focus loss, and (iii) a “time-aware” optical flow
formulation. Similarly, our learning-based approach also
employs a multi-scale strategy and utilizes a multi-reference
focus loss. However, instead of making assumptions about
the events’ motion over extended time periods, we propose
to learn their potentially nonlinear trajectories at high fre-
quency by leveraging the iterative event warping module.

3. Method

The goal of this work is to learn to sequentially estimate
optical flow at high frequencies from a continuous stream of
events. In such a pipeline, if the inference frequency is suf-
ficiently high, events need to be processed nearly as soon as
they are triggered by the sensor, with no pre-processing in
between. Because of this, the integration of temporal infor-
mation needs to happen in the network itself. To accomplish
this, we propose the framework in Fig. 1, in which a state-
ful model is trained using our novel formulation of contrast
maximization for sequential processing. The components
of this framework are described in the following sections.

3.1. Input format and contrast maximization

For an ideal camera, an event ei = (xi, ti, pi) of polarity
pi ∈ {+,−} is triggered at pixel xi = (xi, yi)

T and time ti
whenever the change in log-brightness since the last event at
that pixel location reaches the contrast sensitivity threshold
for that polarity [13].

As in [19], we use a two-channel event count image as
input representation, which gets populated with consecu-
tive, non-overlapping, fine discrete partitions of the event
stream εinp

k
.
= {ei} (further referred to as input partitions),

each containing all the events in a time window of a certain
duration, i.e., ti ∈ [tbegin

k , tend
k ]. This representation does not

contain temporal information by itself, and recurrent mod-
els are hence required for estimating of optical flow.

Regarding learning, we use the contrast maximization
framework [14] to train, in an SSL fashion, to continuously
estimate dense (i.e., per-pixel) optical flow from the event
stream. Assuming brightness constancy, accurate flow in-
formation is encoded in the spatiotemporal misalignments
(i.e., blur) among the events triggered by the same portion
of a moving edge. To retrieve it, one has to compensate for
this motion by geometrically transforming the events using
a motion model. As in [19, 29, 35, 45], we transport each
event to a reference time tref through:

x′
i = xi + (tref − ti)u(xi) (1)

where u(x) = (u(x), v(x))T denotes the optical flow map
used to transport each event from ti to tref. The result of
aggregating the transformed events is further referred to as
the image of warped events (IWE) at tref.

As the loss function of our SSL framework, we adopt
the time-based focus objective function from [19]. Using
the warped events at a given tref, we generate an image of
the per-pixel average timestamps for each polarity p′ via
bilinear interpolation:

Tp′(x;u|tref) =

∑
j κ(x− x′

j)κ(y − y′j)t̄j(tref, tj)∑
j κ(x− x′

j)κ(y − y′j) + ϵ

κ(a) = max(0, 1− |a|)
j = {i | pi = p′}, p′ ∈ {+,−}, ϵ ≈ 0

(2)

where t̄i denotes the normalized timestamp contribution of
the ith event, according to Fig. 3 and Eq. 5.

Then, the contrast maximization loss function at tref is
defined as the scaled sum of the squared temporal images:

LCM(tref) =

∑
x T+(x;u|tref)

2 + T−(x;u|tref)
2∑

x [n(x′) > 0] + ϵ
(3)

where n(x′) denotes a per-pixel event count of the IWE.
The lower the LCM, the better the event deblurring at tref.

As discussed in [14,19,36], for any focus objective func-
tion to be a robust supervisory signal for contrast maxi-
mization, the event partition used in the optimization needs
to contain enough motion information (i.e., blur) so it can
be compensated for. However, as in [19], that is not the
case in our input partitions due to the fine discretization of
the event stream that we are targeting. Therefore, only at
training time, we define the so-called training partition (or
event buffer in Fig. 1) εtrain

k→k+R
.
= {εinp

i }k+R
i=k , which stacks

together the events in the input partitions of R successive
forward passes through the network. Once these are per-
formed, we use this partition and the estimated optical flow
maps to compute the loss, and use truncated backpropaga-
tion through time to update the model parameters. After
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Figure 2: Incompatibility of multi-reference deblurring and lin-
ear event warping in the presence of nonlinearities in the pixel
trajectories. Top: Events generated by a moving dot following cir-
cular motion (left), and optical flow color-coding scheme (right).
Middle: Optical flow solutions required to produce sharp IWEs at
different tref using linear and iterative warping. While the former
requires a different solution for each tref, the proposed iterative
warping can achieve this using a single solution. Arrows illustrate
the direction of the required displacement ∆xi = (tref − ti)u(xi)
at each (discretized) spatial location. Bottom: Resulting IWEs at
different tref using the optimal optical flow map for tref = mid.

this update, we detach the states of the network from the
computational graph and clear the training partition and op-
tical flow buffer. The importance of sequential processing,
as an alternative to training stateless models in short input
partitions, is corroborated in the supplementary material.

3.2. Iterative event warping

In order to better approximate the trajectories of scene
points over time, in this work we relax the linear motion as-

t

ts
.

co
nt

rib
.

t

Deblurring tref Forward warping Backward warping

Extremes only All tref

Figure 3: Timestamp normalization profiles for the per-event con-
tributions to the images of average timestamps in Eq. 2, for R=10.
Left: Deblurring only done at the extremes of the training parti-
tion, as in [19, 29, 45]. Right: Deblurring done at all reference
times, thanks to the proposed iterative event warping. Normaliza-
tion profiles only shown for three tref for a better visualization.

sumption in the SSL framework for event-based optical flow
by augmenting the sequential-estimation pipeline from [19]
with iterative event warping. Instead of transporting events
to a given tref assuming linear motion regardless of the
length of the warping interval (as in [19, 29, 35, 45]), we
perform a finer discretization of the event trajectories and
assume that motion is only linear between optical flow es-
timates. Therefore, to express a group of events at a given
tref, we geometrically transform them using all the interme-
diate optical flow estimates through multiple iterations of
Eq. 1. Fig. 2 shows the differences between the linear event
warping in [19] and the proposed iterative augmentation, as
well as the limitations of the former. Note that our iterative
warping is fundamentally different from that of the work of
Wu et al. in [42], where input events are deblurred before
being passed to the models using residual optical flow esti-
mates until convergence.

Literature methods on event-based optical flow with con-
trast maximization compute the focus objective function
at multiple reference times in the training partition (usu-
ally at the extremes) to prevent overfitting and/or scaling
issues during backpropagation [19, 29, 35, 45]. However,
since these approaches assume optical flow constancy in the
span of their loss function, they suffer with nonlinearities in
the pixel trajectories (see the blurry IWEs in Fig. 2, bot-
tom). On the contrary, because of the finer discretization of
the event trajectories coming with our sequential process-
ing pipeline and the proposed iterative warping, we can use
any (combination of) reference time(s) for the computation
of the focus objective function. In fact, as shown in Fig. 3
(right), we propose the use of all the discretization points as
reference times for event deblurring. Apart from the afore-
mentioned regularizing benefits, having to produce sharp
IWEs at any tref forces the models to estimate a sequence
of optical flow maps that is consistent with the velocity pro-
file of the event stream. For a given training partition of
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Figure 4: Multi-timescale approach to contrast maximization. For
a given training partition of length R, we fit multiple sub-partitions
of different lengths (in the figure: one of length R in red, two R/2
in blue, and four R/4 in green) and compute the loss in each of
them according to Eq. 4. The global loss is computed as in Eq. 6.
This figure only shows the timestamp normalization profiles of the
central tref of each sub-partition, but the losses are still computed
at all reference times. An image representation of the accumulated
input events in a sub-partition of each timescale is also shown.

length R, the loss is computed as follows:

LR
CM =

1

R+ 1

R∑
tref=0

LCM(tref) (4)

which ensures that the IWEs (and the corresponding images
of average timestamps in Eq. 2) at all reference times tref ∈
[0, R] contribute equally to the loss.

As in [19, 29, 45], for LCM(tref) in Eq. 3 to be a valid
supervisory signal, events that are temporally close to the
reference time tref need to contribute to the temporal image
in Eq. 2 with larger timestamp values than events that are far
in time. Therefore, once the events have been transported to
tref, their timestamp is normalized prior to the computation
of Eq. 2 as follows:

t̄i(tref, ti) = 1− |tref − ti|
R

, with ti ∈ [0, R] (5)

which results in the normalization profiles in Fig. 3, for a
given training partition of length R.

Inspired by [25], we mask individual events from the
computation of the loss whenever we detect that they are
transported outside the image space through the event warp-
ing process in the span of a deblurring window defined at
the reference time tref. This prevents our models from learn-
ing incorrect deformations at the image borders, and is mo-
tivated by the fact that the complete trajectory of the pixel
is only partially observable in the training partition. An ab-

lation study on the impact of this masking strategy can be
found in the supplementary material.

Lastly, we do not augment the loss function in Eq. 4
with smoothing priors acting as regularization mechanisms.
With iterative event warping, the error propagates through
all the pixels covered in the warping process, regardless of
whether they have input events or not. Therefore, the spatial
coherence of the resulting optical flow maps is enhanced.

3.3. Deblurring at multiple timescales

Despite the addition of iterative event warping, the suc-
cess of our SSL framework still heavily depends on the hy-
perparameters that control the amount of motion informa-
tion perceived by the networks in the span of a deblurring
window. In our pipeline, these are: dtinput, the timestep used
to discretize the event stream; and R, the number of forward
passes, and hence optical flow maps, per loss. Thus, the ef-
fective length (in units of time) of the event window used
for motion compensation is given by dtinput × R. We hy-
pothesize that, for each training dataset, there is an optimal
length for this window that depends on the statistics of the
data (e.g., event density, distribution of optical flow mag-
nitudes) and model architecture, and that deviations from
this optimal length lead to the learning of suboptimal solu-
tions. E.g., shorter windows may converge to solutions that
are more selective to fast rather than slow moving objects,
and vice versa. Note that not only our method is sensitive to
the tuning of these parameters, but also previous approaches
based on contrast maximization [19, 29, 35, 45].

To add a layer of robustness to the framework and relax
its strong dependency on hyperparameter optimization, we
propose the multi-timescale approach illustrated in Figs. 1
and 4. For a given training partition of length R, instead of
computing a single focus loss through Eq. 4, we compute
this loss at S temporal scales of length R/2s, with 0 ≤ s ≤
S − 1, and combine them as follows:

Lmulti
CM =

1

S

S−1∑
s=0

1

2s

2s−1∑
p=0

LR/2s

CM,p (6)

As shown, we fit multiple non-overlapping sub-partitions in
the training buffer if s > 0. The subscript p indicates their
location in this buffer, starting from the earliest (see Fig. 4).

Note that, through this multi-timescale approach to con-
trast maximization, our models need to converge to a solu-
tion that is suitable for all the timescales in the optimiza-
tion, regardless of their length. An alternative formulation
would be to incorporate per-pixel learnable masks (i.e., an
attention module in the loss space) so that, depending on the
input statistics, learning only happens at the most adequate
scale. However, for this to happen, the loss function would
have to be augmented to stimulate this behavior, and it is
unclear how that would be done in practice.

9665

Authorized licensed use limited to: TU Delft Library. Downloaded on May 30,2024 at 08:51:23 UTC from IEEE Xplore.  Restrictions apply. 



εinp
k

G1 G2 R1 D1

P1

D2

P2 ûk

Conv Res. block Upsampling + Conv Conv↓ + ConvGRU

Figure 5: Schematic of the model architecture used in this work.
It is characterized by NG recurrent encoders, NR residual blocks,
and NG decoder layers. Optical flow estimates are produced at all
decoder levels. In this diagram, NG = 2 and NR = 1.

3.4. Network architecture

We use the recurrent version of EV-FlowNet [44] pro-
posed in [19]1 (see Fig. 5). The events are represented as
event count images (see Section 3.1), then passed through
four encoders with strided convolutions followed by Con-
vGRUs [3] (channels doubling, starting from 64), two resid-
ual blocks [20], and then four decoders performing bilinear
upsampling followed by convolution. After each decoder,
there is a skip connection (using element-wise summation)
from the corresponding encoder, as well as a depthwise con-
volution to produce estimates at lower scales, which are
then concatenated with the activations of the previous de-
coder. Note that the proposed focus loss function (see Eq. 6)
is applied to each intermediate optical flow estimate via up-
sampling. Lastly, all layers use 3× 3 kernels and ReLU ac-
tivations except for the prediction layers, which use TanH.

4. Experiments
We evaluate our method on the DSEC-Flow [16,17] and

MVSEC [43] datasets. We evaluate the accuracy of the pre-
dictions based on the following metrics: (i) EPE (lower is
better, ↓), the endpoint error; (ii) %3PE (↓), the percentage of
points with EPE greater than 3 pixels; (iii) FWL (↑) [37], a
deblurring quality metric based on the variance of the IWEs;
and (iv) RSAT (↓) [19], a deblurring quality metric based
on the per-pixel average timestamps of the IWEs. We com-
pare our solution to the published baselines, which range
from supervised learning (SL) methods trained with ground
truth, to SSL methods trained with grayscale images (SSLF)
or events (SSLE), and model-based approaches (MB).

We train all our models on a subset of sequences from
the training dataset of DSEC-Flow (only daylight record-
ings, see supplementary material). This corresponds to 19
minutes of training data, which we split into 572 128× 128
(randomly-cropped) sequences of 2 seconds each. We use
a batch size of 8 and train until convergence with the Adam
optimizer [21] and a learning rate of 1e-5. To keep mem-

1Our architecture is equivalent to ConvGRU-EV-FlowNet [19]. How-
ever, for the purpose of clarity within the rest of the paper, we will use this
term to specifically refer to the original model from [19].

[x0, tbegin]

[x0 + ugt, tend]

[x0 + uest, tend]

Event stream

Ground truth flow

Estimated flow
Reconstructed flow

Figure 6: Reconstruction of the pixel displacement of a scene point
in the time window of a ground-truth sample from the multiple
optical flow maps estimated in this period, i.e., ∀uk ∈ [tbegin, tend].
The error of the last optical flow estimate is magnified for clarity.

EPE↓ %3PE↓ FWL↑ RSAT↓

SL

E-RAFT [17] 0.79 2.68 1.33 0.87
EV-FlowNet, Gehrig et al. [17] 2.32 18.60 - -
Gehrig et al. [18] 0.75 2.44 - -
IDNet [42] 0.72 2.04 - -
TIDNet [42] 0.84 3.41 - -
TMA [23] 0.74 2.30 - -
Cuadrado et al. [9] 1.71 10.31 - -
E-Flowformer [22] 0.76 2.68 - -

SS
L

E

EV-FlowNet∗ [45] 3.86 31.45 1.30 0.85
ConvGRU-EV-FlowNet∗ [19] 4.27 33.27 1.55 0.90
dt = 0.01s, R = 2, S = 1 (Ours) 9.66 86.44 1.91 1.07
dt = 0.01s, R = 5, S = 1 (Ours) 4.05 52.22 1.58 0.97
dt = 0.01s, R = 10, S = 1 (Ours) 2.33 17.77 1.26 0.88
dt = 0.01s, R = 20, S = 1 (Ours) 16.63 33.67 1.06 1.10
dt = 0.01s, R = 10, S = 3 (Ours) 2.82 27.09 1.37 0.92
dt = 0.01s, R = 20, S = 4 (Ours) 2.73 23.73 1.24 0.90

M
B Shiba et al. [35] 3.47 30.86 1.37 0.89

∗Retrained by us on DSEC-Flow, linear warping.

Table 1: Quantitative evaluation on the DSEC-Flow dataset [17].
Best in bold, runner up underlined. A breakdown of the results is
provided in the supplementary material.

ory usage within limits, we only propagate error gradients
through up to 1e3 randomly-chosen events per millisecond
of data. Despite this, note that we warp and use all the input
events for the computation of the loss function.

4.1. Evaluation procedure

When evaluating our sequential models, if dtgt > dtinput,
we need to reconstruct the estimated per-pixel displacement
in the ground-truth time window from the multiple optical
flow maps estimated in this period. We do this by first aver-
aging the (bilinearly interpolated) optical flow vectors that
describe the trajectory of each scene point, and then by scal-
ing the resulting optical flow vectors by dtgt/dtinput. This
converts them from units of pixels/input to units of pixel dis-
placement. An illustration of this reconstruction is shown
in Fig. 6 for a scene point following a nonlinear trajectory.
Note that our solution is subject to cumulative errors when
evaluated through this reconstruction on benchmarks with
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Figure 7: Qualitative comparison of our method with the state-of-the-art E-RAFT architecture [17] and the model-based approach from
Shiba et al. [35] on sequences from the test partition of the DSEC-Flow dataset [17]. Ground truth not included due to unavailability. The
optical flow color coding can be found in Fig. 2 (top), and the corresponding IWEs in the supplementary material.

ground truth provided at low rates (e.g., 10 Hz in DSEC-
Flow [17]). Therefore, it will compare unfavorably to other,
non-sequential, methods that only produce a single optical
flow estimate in the timespan of a ground-truth sample.

4.2. Optical flow evaluation

Evaluation on DSEC-Flow: Quantitative results of our
evaluation on DSEC-Flow are presented in Table 1, and
are supported by the qualitative comparison in Fig. 7. For
this experiment, we trained multiple models with the same
dtinput = 0.01s (i.e., ×10 faster than DSEC’s ground truth)
but different lengths of the training partition, and with and
without the multi-timescale approach. Multiple conclusions
can be derived from the reported results. Firstly, our best
performing model (i.e., R = 10, S = 1) achieves the best
accuracy of all contrast-maximization-based approaches on
this dataset according to the EPE and the percentage of out-
liers. Specifically, it outperforms the baselines with an im-

provement in the EPE in the 33% – 45% range, only being
outperformed by SL methods trained with ground truth on
the same dataset [9, 17, 22, 23, 42]. This confirms that (i)
the timestamp-based loss function in Section 3.1 allows us
to learn accurate event-based optical flow (contrary to the
findings of [34]); and that (ii) our augmentations to the se-
quential pipeline in [19] lead to a significant improvement
in the accuracy of the model (i.e., 45% improvement in the
EPE).

Secondly, these results also confirm our hypothesis that,
for each training dataset, there is an optimal length for the
training partition R in terms of the EPE. According to Ta-
ble 1, the optimal R for this dataset, our model architecture,
and our dtinput is 10 (i.e., 0.1s of event data), with the EPE
increasing if the training partition is made shorter or longer.
However, as also shown in this table, we can relax the strong
dependency of the contrast maximization framework on this
parameter through the proposed multi-timescale approach.
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EPE↓ %3PE↓ FWL↑ RSAT↓
dt = 0.1s∗ 3.48 34.72 0.98 0.87
dt = 0.05s 3.09 27.36 1.11 0.91
dt = 0.01s 2.33 17.77 1.26 0.88
dt = 0.005s 2.34 17.92 1.38 0.89
dt = 0.002s 2.66 21.83 2.04 0.90
∗Non-recurrent, volum. event repr. with 10 bins.

Table 2: Impact of the input window length on the DSEC-Flow
dataset [17]. Best in bold, runner up underlined.

Our S > 1 models converged to solutions that slightly un-
derperform our best performing single-scale model (EPE
went up by 17% – 21%), but were trained without the need
to fine-tune the length of the training partition. Note that,
despite this slight drop in accuracy, these multi-timescale
solutions still outperform the other non-SL baselines. To
further support these results, a visualization of the distribu-
tion of the EPE of our models as a function of the ground
truth magnitude is provided in the supplementary material.

Lastly, Table 1 also allow us to conclude that deblurring
quality metrics FWL [37] and RSAT [19] are not reliable in-
dicators of the quality of the estimated optical flow. The rea-
son for this is their inability to capture “event collapse” is-
sues (as described in [33]), and would give favorable scores
to undesirable solutions that warp all the events into a few
pixels. According to our results, the FWL metric, being the
spatial variance of the IWE relative to that of the identity
warp, suffers more from this issue: the best FWL value is
obtained with a model with 9.66 EPE.

Regarding qualitative results, Fig. 7 shows a compari-
son of our best performing model with the state-of-the-art
E-RAFT architecture [17] and the contrast-maximization-
based approach from Shiba et al. [35] on multiple sequences
from the test partition of DSEC-Flow (i.e., ground truth
is unavailable). These results confirm that our models are
able to estimate high quality event-based optical flow de-
spite not having access to ground-truth data during training,
and also show the superiority of our method over the cur-
rent best contrast-maximization-based approach [35]. Two
limit cases in which our models provide suboptimal solu-
tions are also shown in this figure: (i) sequences recorded
at night (e.g., zurich city 12 a) due to the presence of large
amounts of events triggered by flashing lights and not by
motion; and (ii) the car hood, which is also problematic for
E-RAFT (i.e., does not capture it) and for [35]. Note that,
in our case, (ii) is an artifact of the pixel displacements re-
constructed from multiple optical flow estimates, and could
be mitigated by having an occlusion handling mechanism in
this reconstruction process.

In addition to the evaluation in Table 1 and Fig. 7, we
also conducted an experiment in which we trained multiple
models with different dtinput (ranging from 0.1s to 0.002s)
but with the same amount of information in the training par-

EPE↓ %3PE↓

SL

EV-FlowNet+ [37] 0.68 0.99
E-RAFT [17] 0.24 1.70
EV-FlowNet, Gehrig et al. [17] 0.31 0.00
TMA [23] 0.25 0.07
Cuadrado et al. [9] 0.85 -

SS
L

F EV-FlowNet, Zhu et al. [44] 0.49 0.20
Ziluo et al. [11] 0.42 0.00

SS
L

E

EV-FlowNet, Zhu et al. [45] 0.32 0.00
EV-FlowNet, Paredes-Vallés et al. [29] 0.92 5.40
EV-FlowNet, Shiba et al. [35] 0.36 0.09
ConvGRU-EV-FlowNet [19] 0.47 0.25
Ours 0.27 0.05

M
B

Akolkar et al. [1] 2.75 -
Brebion et al. [7] 0.53 0.20
Shiba et al. [35] 0.30 0.11

Table 3: Quantitative evaluation on MVSEC’s outdoor 1 sequence
[43]. Best in bold, runner up underlined. Results on the indoor
sequences can be found in the supplementary material.

tition: 0.1s of event data. Results in Table 2 show that our
sequential pipeline leads to an improvement in the accuracy
of the predicted optical flow maps with respect to the state-
less EV-FlowNet, which processes the 0.1s of event data at
once. This improvement is due to the fact that the complex-
ity of dealing with large pixel displacements gets reduced
when processing the input data sequentially using shorter
input windows. In addition to this, Table 2 also shows that
the accuracy of our models is not compromised when esti-
mating optical flow at higher frequencies, despite the high
sparsity levels in the input data at those rates.

Evaluation on MVSEC: Quantitative results of our
evaluation on the oudoor day1 sequence from MVSEC are
presented in Table 3, and are supported by the qualitative
comparison in the supplementary material. For this experi-
ment, since (i) there is no consensus in the literature with
respect to the training dataset [17, 19, 29, 35, 37, 44, 45],
and (ii) the outdoor day2 sequence (i.e., the other daylight,
automotive sequence) is only 9 minutes of duration dur-
ing which the event camera is subject to high frequency
vibrations [43], we decided to transfer one of our models
trained on DSEC-Flow to MVSEC. More specifically, we
chose the model trained with dtinput = 0.005s and R = 20
from Table 2, as a model trained with a short input win-
dow on DSEC-Flow is expected to be robust to the slow
motion statistics of MVSEC [17]. We deployed the model
at the same frequency as the temporally-upsampled ground
truth (i.e., 45 Hz). Results in Table 3 show that, by doing
this, our model outperforms the great majority of methods
in terms of the EPE (even some SL methods trained on this
dataset), and is only surpassed by the current state-of-the-
art E-RAFT architecture [17]. Besides reaffirming the high
quality of the produced optical flow estimates, these results
also confirm the generalizability of our method. For com-
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pleteness, the results on the indoor evaluation sequences
from MVSEC are provided in the supplementary material.

5. Limitations
The self-supervised method for event-based optical flow

presented in this work, while demonstrating highly accu-
rate and promising results, is not without limitations. Two
critical challenges that need to be acknowledged are the
brightness constancy assumption and the aperture problem.
Firstly, the contrast maximization framework [14, 15] as-
sumes constant illumination, leading our models to face dif-
ficulty in learning from events that are not due to motion
in the image space but that arise from changes in illumi-
nation. Since this limitation is inherent to contrast maxi-
mization, it extends to other approaches based on the same
principle [19, 29, 35]. Due to this assumption, we excluded
sequences recorded at night from our training dataset (see
supplementary material). Secondly, akin to many other op-
tical flow methods, our approach is susceptible to the aper-
ture problem. This indicates that only motion components
normal to the orientation of an edge in the image space, also
known as normal optical flow, can be reliably resolved [10].
Consequently, the proposed method might face challenges
in accurately determining the true motion direction in cer-
tain ambiguous scenarios. The regularizing effect of the
iterative event warping (see Section 3.2) and the multiple
spatial scales at which dense optical flow is estimated in
our architecture (see Section 3.4) are mechanisms in our
proposed solution that collectively strive to counteract the
aperture problem’s influence.

6. Conclusion
In this paper, we presented the first learning-based ap-

proach to event-based optical flow estimation that is scal-
able to high inference frequencies while being able to accu-
rately capture the true trajectory of scene points over time.
The proposed pipeline is designed around a continuously-
running stateful model that sequentially processes fine dis-
crete partitions of the input event stream while integrating
spatiotemporal information. We train this model through
a novel, self-supervised, contrast maximization framework
(i.e., event deblurring for supervision) that is characterized
by an iterative event warping module and a multi-timescale
loss function that add robustness and improve the accuracy
of the predicted optical flow maps. We demonstrated the
effectiveness of our approach on multiple datasets, where
our models outperform the self-supervised and model-based
baselines by large margins. Future research should look into
how to learn to better combine the information from mul-
tiple timescales, as well as into the design of lightweight
architectures that can keep up with real-time constraints.

We believe that the proposed approach opens up avenues
for future research, especially in the field of neuromorphic
computing. Spiking networks running on neuromorphic
hardware have the potential of exploiting the main benefits
of event cameras, but for that they need to process the input
events shortly after they arrive. Our proposed framework is
a step toward this objective, as it enables the estimation of
optical flow in a close to continuous manner, with all the in-
tegration of information happening within the model itself.
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