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The monitoring of an escalating negative interaction has several benefits, particularly

in security, (mental) health, and group management. The speech signal is particularly

suited to this, as aspects of escalation, including emotional arousal, are proven to easily

be captured by the audio signal. A challenge of applying trained systems in real-life

applications is their strong dependence on the training material and limited generalization

abilities. For this reason, in this contribution, we perform an extensive analysis of three

corpora in the Dutch language. All three corpora are high in escalation behavior content

and are annotated on alternative dimensions related to escalation. A process of label

mapping resulted in two possible ground truth estimations for the three datasets as

low, medium, and high escalation levels. To observe class behavior and inter-corpus

differences more closely, we perform acoustic analysis of the audio samples, finding that

derived labels perform similarly across each corpus, with escalation interaction increasing

in pitch (F0) and intensity (dB). We explore the suitability of different speech features, data

augmentation, merging corpora for training, and testing on actor and non-actor speech

through our experiments. We find that the extent to which merging corpora is successful

depends greatly on the similarities between label definitions before label mapping. Finally,

we see that the escalation recognition task can be performed in a cross-corpus setup

with hand-crafted speech features, obtaining up to 63.8% unweighted average recall

(UAR) at best for a cross-corpus analysis, an increase from the inter-corpus results of

59.4% UAR.

Keywords: affective computing, negative interactions, cross-corpora analysis, conflict escalation, speech

paralinguistics, emotion recognition

1. INTRODUCTION

Automatic recognition of escalating interpersonal interactions has many real-world use-cases,
including in health care (e.g., various Virtual Reality-based therapies), monitoring conflicts during
business meetings, and surveillance, e.g., to observe the need for support during customer service
roles. While emotion recognition has become a well-established field of research, there has been
relatively little attention on automatically recognizing when an interpersonal interaction may be
escalating into a potentially aggressive or dangerous situation. Escalation of negative interactions
can be accompanied by a range of negative emotions, stress, and corresponding verbal and
non-verbal behaviors. Among them, speech plays an important role, not only by being the main
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source of communicating semantic content (linguistic), but
primarily through patterns of inflections in the voice that appear
when people are discontent or arguing (paralinguistic): the tone
that makes the music.

The majority of emotion recognition studies focus on
finding the best performing cocktails of features and classifiers
given a specific corpus (Vinola and Vimaladevi, 2015). Despite
substantial advancements obtained on their target corpus, the
question of how well those trained systems would perform
“in-the-wild”, when exposed to totally new situations, is still
unanswered. Aside from learning characteristics of emotion or
alternative labels provided to the datasets, classifiers will also be
influenced by corpus-specific characteristics, such as recording
conditions, language, or speaker-related characteristics such as
age and gender (Kaya and Karpov, 2018). These are incorporated
in the trained models and will therefore affect performance in a
previously unseen setup.

In this paper, we present an audio-based escalation
analysis study, where we investigate the various cross-corpus
performance of a range of experimental designs. The core task is
to classify speech instances for their state of escalation as either
low, medium, or high levels. The experiments are performed
using three corpora containing a large variety of escalating
situations: The Dataset of Aggression in Trains (TR) (Lefter
et al., 2013), The Stress at Service Desk Dataset (SD) (Lefter
et al., 2014), and The Dataset of Negative Affect and Aggression
(NAA) (Lefter et al., 2017).

The elicitation method in all three datasets is based on role-
plays, where the participants receive short role and scenario
descriptions and the interaction builds up as they react to each
other. While in TR and SD all participants are actors, NAA
contains interactions between actors and non-actors, bringing it
a step closer to real-life. A set of differences between topics, the
number of participants in the scene (dyads in NAA, dyads and
larger groups in TR and SD), the amount of overlapping speech,
recording quality, and label distribution of the three datasets,
together with the escalation-rich content create an interesting
setup for a cross-corpus study.

Within this contribution, we experiment with two acoustic
representations for our approach, including hand-crafted speech
methods and deep representations derived from spectrograms.
We detail the process of mapping labels between corpora and
explore the effects of label mapping choices on recognition
performance. Additionally, we perform an acoustic analysis to
explore and understand speech patterns related to different
escalation levels, and whether escalation is represented similarly
in the three corpora. Given unbalanced representations of the
different classes, we additionally explore the advantage of class-
based data upsampling. Furthermore, we evaluate the effects of
merging corpora for training which has shown contradicting
results in previous work (Schuller et al., 2010; Zhang et al., 2019)
and explore how it links to different label mapping approaches.

Additional challenges of deploying recognition systems in
real-world scenarios are related to the fact that much of
the training material may result from acted interactions.
Particularly in negative interactions, the preponderance of
genuine expressions is very limited due to ethical and privacy

concerns of exposing participants to negativity. Therefore, we
perform independent testing on partitions of the NAA dataset
consisting of only actor and only non-actor material to explore
such effects. With the introduced data sets, features, and cross-
corpus experiments, we provide insights into supporting their
generalization ability to unseen situations.

While utilizing already established features and classifiers, our
contributions lie in the careful exploration of how escalation
can be recognized across corpora, and are summarized as
follows: (i) exploring the impacts of different label mapping
procedures which will almost always be needed in cross-corpus
experiments, (ii) exploring whether escalation was expressed
in similar acoustic ways in the three corpora, regardless of
the different scenarios, (iii) observe differences between acted
and spontaneous speech in the context of escalation, and (iv)
performing a range of experiments to evaluate which setup
proved most stable across corpora. The paper is a continuation of
efforts part of the Interspeech Compare Paralinguistic Challenge,
where two of the datasets (SD and TR) were considered as train
and test set respectively. In addition to that, the NAA dataset has
been added and we further explored the efficacy of speech-based
features for understanding escalating negative interactions.

This paper is organized as follows; firstly, in section 2,
we outline related work, particularly concerning cross-corpus
analysis in the affective computing domain. We then proceed to
introduce the three corpora that are used in our experiments in
section 3, as well as the label mapping which was applied to derive
the degree of negative escalation (section 3.2). Following this,
we perform an initial acoustic analysis on each of the corpora
in section 4, in this way beginning to understand the vocal
behaviors that are present as escalation increases.We then outline
the experimental setting which is applied for the classification
task as well as a detailed description of the extract acoustic
features and the experimental paradigms applied in section 5.
The results obtained are discussed in detail in section 6, which
is then followed by concluding remarks and future work outlook
in section 7.

2. RELATED WORK

While the research community less explores the escalation
of negative interactions compared to emotion recognition in
general, the recognition of affective states such as anger,
frustration, high arousal, and interpersonal states such as
conflicts are related to our work. One special category is related
to the analysis of call-center recordings, which often contain
complaints and include manifestations of anger. Polzehl et al.
(2011) found that loudness and MFCC features stood out for
anger vs. non-anger recognition in three datasests two out of
which contained call-center data. State-of-the-art deep learning
algorithms outperformed classical approaches for call-center
anger recognition (Deng et al., 2017). Wizzard-of-Oz setups
are a successful method for emotion elicitation, and in Song
et al. (2021) this method was used to elicit frustration in
participants playing a game and recognizing frustration using a
range of speech features and deep learning architectures. While
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in research related to negative emotions the focus and annotation
is often perform per person, in our work the focus is on the
interaction between subjects and how it evolves.

A step closer to our work are several studies focusing on
conflicts in political debates. In Kim et al. (2012), the authors
show the general feasibility for a statically significant automatic
conflict escalation prediction using TV debates. By using SVMs,
they achieved an unweighted accuracy of 49.5%. Doing so, the
minimum pitch and the overlap of speakers between turns were
particularly predictive features. Georgakis et al. (2017) focused
on audio-visual escalation resolution analysis, highlighting, in
particular, the paucity of available labeled data in this area. For
this reason, they present a new dataset with more than 2 h of
Greek political television debates. Furthermore, they use a linear
SVM to predict the binary escalation classes. The visual pose
features outperformed the expressions ones, but fell behind audio
features. Likewise, Kim et al. (2014)’s work focuses on televised
political debates aiming to use dimensional annotations instead
of classes. The models based on the Bayesian Gaussian process
reached a correlation value of above 0.7 between the actual and
predicted conflict levels on the SSPNet Conflict Corpus. The
probabilistic model employed also indicates a high relevance
of audio intensity (the minimum speech behavior is louder)
and pitch for conflict prediction. In contrast to them, the types
of interactions included in the datasets we explore focus on
situations that might occur in daily life situations.

Several studies focus on cross-corpus prediction, as this offers
a deeper understanding of a given phenomenon and combats
the lack of appropriate data. In the following, we highlight a
few of them related to general emotion recognition (especially
arousal) using speech-driven approaches. In an extensive series
of experiments, Schuller et al. (2010) utilized six databases
for emotion recognition experiments using SVMs and audio
normalization. The results vary considerably both between the
corpora and between emotions. However, the generalisability of
the results is limited, and they advocate for more consistency for
cross-corpus learning in terms of, for example, emotion types
and languages. Similarly, in Kaya and Karpov (2018), the impact
of normalization strategies for cross-corpus acoustic emotion
recognition is investigated across five languages captured in
different datasets. In particular, they focus on the speaker-level
features rather than the acoustic level and conclude that this
form of normalization minimizes speaker- and corpus-related
effects. In Schuller et al. (2011), two new voting strategies for the
fusion of multiple corpora are investigated. Involving multiple
corpora into the experimental setting it turned out that, especially
when using emotion recognition in real applications, these
models yields more stable prediction results. The best results for
arousal are achieved with 63.4% UAR using all available data
sets. The implications of non-emotional factors, such as domain
and gender, in cross-corpus emotion recognition systems, are
addressed in the work of Zhang et al. (2019). However, instead
of using classical fusion, they use a multi-task learning approach.
Here, each task considers one of these components as a training
target. In terms of arousal, prediction performs better when the
task is defined by corpus than by gender and the predictive power
improves with an increasing number of corpora.

A similar work to our research which targets negative
interaction utilizing two of the corpora included in this work,
is from Lefter and Rothkrantz (2017), where several datasets are
fused for the recognition of negative interactions. To investigate
the importance of context in escalation scenarios, they vary
it in the experimental setting by selecting and separating the
context within a corpora and between corpora in distinct training
and test sets. This study showed that different contexts lead
to significant differences in performance—even within a single
data set. In addition, further experiments compare the influence
of varying feature origins in terms of modality so that audio
features and video features and audio-visual feature-level fusion
are considered. Among the modalities, audio appeared to be
the most robust in terms of prediction results due to context-
independent paralinguistic features. The further multi-corpus
experiments did not improve the uni-corpus outcomes.

The research applied within this contribution is a
continuation of experiments, which were included as part
of the “Escalation” sub-challenge for the INTERSPEECH 2021
COMPARE Challenge (Schuller et al., 2021). For the experiments
that were part of the challenge, two out of the three datasets
utilized in this study were applied in a similar cross-corpus
manner, where one was used for training and the other for
testing. From the experiments of this challenge, we see that
hand-crafted features were performing competitively over
deeper representation of the audio signal. Further to this, the
end-to-end deep learning approach applied in the COMPARE
challenge did not perform as strongly as the conventional
Support Vector Machine approach, which obtained a baseline
score of at best 59.8% UAR, 5 percent points stronger than
the closest end-to-end results. The results obtained proved
promising and within this study, we explore these phenomena
further and include additional related corpora.

3. DATA

This section describes the three corpora used in the experiments
of this paper. Section 3.1 addressed the datasets content-wise,
with respect to elicitation methods and their annotation.
Section 3.2 elaborates on the process of finding a common
ground truth concerning escalation levels between their
annotations, and the resulting label mapping used in
experimentation. Table 1 gives an overview of the datasets
in terms of numbers of scenarios, session, use of actors, whether
the corpora contain interactions in dyads or larger groups, as
well as the total number of samples (utterance-based), while
a visual impression of the datasets can be found in Figure 1.
Table 2 analyses the datasets in terms of annotations provided
and inter-rater agreements. Overall, the three datasets last
approximately 3 h.

3.1. Datasets Description
3.1.1. The Dataset of Aggression in Trains (TR)
The Dataset of Aggression in Trains (TR) (Lefter et al.,
2013) is an audio-visual corpus consisting of 21 scenarios of
unwanted behaviors in trains and train stations (e.g., harassment,
hooligans, theft, begging, traveling without a ticket, rude or
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TABLE 1 | Description of the considered datasets in terms of numbers of scenarios, total played sessions, type and number of speaker in total and interacting

per session, and total samples.

Database Scenarios Sessions Participants Speakers Speakers per session Samples

TR 21 21 Actors 12+ 2/2+ 534

SD 4 8 Actors 8 2/2+ 413

NAA 3 36 Actors and non-actors 16 2 2,417

FIGURE 1 | From (left) to (right) TR, SD, and NAA corpora stills taken from the video modality.

irritating behavior toward other passengers). These scenarios
were constructed from a surveillance perspective based on what
should or should not happen in trains. The scenarios were
presented as short descriptions (no scripts) to a group of actors,
who then improvised based on these descriptions. The dataset has
a high amount of escalating behavior content, including instances
of verbal and physical aggression.

The TR dataset was annotated on aggression levels on a 3
point scale, from a surveillance perspective indicating moments
where an operator would increase attention to a scene (medium
aggression), or decide to act (high aggression). It contains
annotation based on solely the audio content, solely video, and
multimodal content. In this study, the audio-only annotation
was used, which proved to be more suitable given that there
would be instances of aggression with no audible content (e.g.,
physical offences).

3.1.2. The Stress at Service Desk Dataset (SD)
The Stress at Service Desk Dataset (SD) (Lefter et al., 2014)
contains scenarios of problematic interactions situated at a
service desk (e.g., , a slow and incompetent employee while a
customer has an urgent request, employee not being helpful
because of lunch break, or visitor in phone conversation blocking
the service desk) performed by eight subjects. Just like TR, it was
also designed for surveillance purposes, to detect when a situation
gets out of hand and support is needed. It consists of mostly
dyads, but occasionally multiple persons are interacting in the
scene. Four scenarios are played two times each by a group of
actors who received short scenario descriptions. The dataset is
not scripted and again interaction is build up in response to each
other (improvisations).

SD was annotated based on levels of stress on a three-point
scale. Stress, in this case, results from the inability to achieve one’s
desires due to barriers posed by a third party, which manifests

TABLE 2 | Available annotations per dataset, the number of raters and inter-rater

agreement expressed as Krippendorf’s alpha for the original labels of the three

datasets prior to label mapping, according to Lefter et al. (2013, 2014, 2017).

Dataset Available

annotation

Scale Raters Agreement α Actors α Non-actors

TR Aggression 3 pt. 7 0.77

SD Stress 5 pt. 4 0.75

NAA Aggression 5 pt. 3 0.78 0.8 0.33

Valence 5 pt. 3 0.74 0.75 0.60

Arousal 5 pt. 3 0.72 0.72 0.34

Dominance 5 pt. 3 0.62 0.63 0.49

In the case of NAA, the agreement is provided for speech samples, and also separately

per actors and non-actors speech.

itself in escalating behavior. The annotation by four raters was
performed based on the audio-visual recordings.

3.1.3. The Dataset of Negative Affect and Aggression

(NAA)
The Dataset of Negative Affect and Aggression (NAA) (Lefter
et al., 2017) was originally designed in the context of
VR aggression regulation therapy to support the behavior
recognition component to which avatars in the VR would
respond (role-plays are an important part of such therapies).
Aside from audio-visual recordings, it also contains motion
capture and a range of bio-signals (ECG, GSR, and EMG). It has a
similar role-play setup, but as opposed to the other two datasets,
it consists of interactions between aggression regulation training
actors and non-actors (students)—who did not know upfront the
nature of their opponents. In this case, both participants receive
short role and goal description (opposing in nature), and the
actors elicited the escalating behavior. A separate study (Lefter
and Fitrianie, 2018) on validating the emotional experience of
the non-actors involved, found evidence of significant changes
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in the heart rate variability of the non-actors corresponding
to degrees of the aggressive behavior of the actors. Example
scenarios include a person being late for an interview needing
to convince the bus driver to let them travel without a ticket, or
convincing an educational advisor to register for an exam after
the deadline.

In contrast to TR and SD, where the annotation was
performed based on the entire scene, in NAA, the annotation was
performed per person, based on utterance level segmentation,
irrespective of whether the participants were speaking or not. The
annotated dimensions are levels of aggression, valence, arousal,
and dominance, on a five-point scale. The dataset was annotated
by three raters, and Table 2 outlines the inter-rater agreement for
segments where either the actors or non-actors were speaking,
overall, but also separately.

One aspect that can be noticed by examining the inter-
rater agreement for NAA, is that the agreement on the actor
data was higher for each dimension than the one for non-
actors. In particular, low agreement values are observed for non-
actor aggression and arousal. By further investigating confusion
matrices between raters for these two dimension, we noticed
that most often confusions took place between neighboring
classes. We computed weighted Krippendorff ’s alpha with
quadratic weights (Antoine et al., 2014) for these two dimensions.
This agreement measure for ordinal data penalizes confusions
between neighboring classes less, and confusions between class
labels far apart more. The weighted alpha values are 0.48 for non-
actor aggression, and 0.40 for non-actor arousal, which indicate
more reasonable agreement of these annotations.

3.2. Label Mapping
The task of cross-corpus training and testing often requires
that labels between corpora are mapped. Therefore, the system’s
performance will be influenced by how the concepts to be
recognized (e.g., emotions, or escalation level) were defined and
how the annotators were instructed. Often, the choice is made
to reduce the considered datasets to subsets (e.g., the emotion
categories that jointly exist), or mapping sets of emotions
to negative and positive valence, or finding an equivalence
between labels.

TR was annotated based on aggression levels on a three-
point scale, SD was annotated for stress levels on a five-point
scale, and NAA was annotated for aggression, valence, arousal,
and dominance by three raters. Given these different annotation
schemes, a process of label mapping to none, medium, and high
escalation levels had to be performed. Further, it is essential
to note that escalation is considered a characteristic of the
interaction in the scene and not of a specific person.

While for TR and SD the data was annotated from an overall
scene perspective, for NAA, the annotation was performed per
individual participating in the interaction, for every utterance,
irrespective of whether they were speaking or not. To create a
scene-based label from these, the maximum levels the subject’s
aggression or arousal were considered. In addition, NAA
contains annotations of whether the speaker is an actor, a non-
actor, or whether there is speech overlap. As speech overlap
has proven to be an important characteristic of escalating
interactions (Caraty and Montacié, 2015); these segments are

TABLE 3 | Procedure for mapping the original levels of the three datasets to low,

medium, and high escalation.

Escalation

Dataset Original label Low Medium High Name

TR Aggression 1 2 3

SD Stress 1 & 2 3 4 & 5

NAA Aggression 1 & 2 3 4 & 5 NAA Agg.

NAA Arousal 1 & 2 3 4 & 5 NAA N-A

Two options are provided for NAA, to which we will refer to as NAA Agg (constructed from

the aggression label) and NAA N-A (Negative Arousal). Important: NAA N-A is constructed

based on arousal level, only given that valence is negative.

included, and their label is the maximum escalation level between
the participants.

Table 3 describes the label mapping procedure. While for TR
and SD a relatively straightforward approach of maintaining or
downsampling was adopted, the availability of multiple labels in
NAA allowed us to explore two alternative mappings. NAA Agg
is a label resulting from downsampling the aggression labels on a
three-point scale. NAA N-A stands for Negative-Arousal and has
the down-sampled level of arousal on a three-point scale given
that valence is negative. Instances of positive valence are labeled
as low escalation irrespective of the arousal level.

Figure 2 (left) shows the resulting distribution of escalation
levels resulting from the mapping process. On the right side, the
plot depicts how resulting escalation levels are distributed for the
actor and the non-actors parts of NAA. Note that in the case of
NAA Agg, there are almost no instances of increased escalation
for non-actors (third bar). The situation changes with the other
definition of escalation (first bar), meaning that non-actors were
often perceived as negative arousal, but they were not aggressive.

4. ACOUSTIC ANALYSIS

To analyse the audio samples for each of the escalation derived
classes, we perform an acoustic analysis on all the corpora.
The fundamental frequency (F0) and volume intensity in the
voice are known to vary during aggressive interactions (Pisanski
et al., 2020). Further to this, there is a relationship between
the two features. For example, typically, when individuals are
portraying dominance, their F0 may be less influential than
loudness (Idemaru et al., 2020). For these reasons, we extract both
of these features from the audio signals of each class. For the F0
extraction, we only extract F0 for voiced parts of the samples to
not skew the result based on the substantial segments of silence
in the audio files.

In Figure 3, we report the standard deviation, median, and
range as a violin plot for F0 and Intensity (dB) each of each
corpus.When observing F0 in Figure 3, we can see for all corpora
there is an increase in pitch along with the increase in escalation.
Most prominently, the TR corpus shows the most dynamic
change across classes for F0, with the higher class appearing to
represent much more variety. There is little difference between
the N-A label and Aggression for the NAA corpus—although,
perhaps, slightly lower-end frequency dominance. However, as
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FIGURE 2 | Class distribution (as % of the total samples) across the corpora utilized in this study (left), as well as separation between actor and non-actor in the NAA

corpus (right).

FIGURE 3 | Violin plot representation for the pitch (F0) and intensity (dB) vocal behavior for each of the corpora in utilized in this study. Summarized across all

speakers. cf. Figure 2 for legend.

with other corpora, there is a slight increase for pitch as escalation
level increases.

When observing dB intensity level, we also see as expected

that there is an increase in volume as escalation increases. This
is most prominent for the TR and SD corpora, and in fact,

there is a slight decrease for the NAA corpus. We consider that
this slight decrease in intensity for NAA may be due to the

nature of recording for this data set, which is mainly distant
from the microphone. As can be seen in Figure 1, the NAA

corpus is recorded in a larger room which may loose vocal
instensity, as the acosutic space is known to effect loudness

in general (Rychtáriková et al., 2013). This is also seen in the
intensity results for SD which was also captured in a larger space.
This is further supported by the increase in dynamics range for
the higher class, which can be seen across each of the corpora; it
appears that speakers in this class show a more comprehensive
range of spoken volume. As we discussed previously, the NAA
corpus has two labels which we consider to be related to
the degree of escalation, aggression (Agg), and the combined
negative-valence and arousal (N-A) signal. From the acoustic
analysis, we can see that the classes for these two labels behave
very similarly.

We also extract a selection of spectrograms in Figure 4 from
a 2.5 s segment of various audio examples. We do this to observe
the vocal behavior qualitatively within the class.

We have plotted spectrograms for both male and female
speakers in all escalation levels for all three datasets. We noticed
for both female and male subjects a consistent increase in pitch
and intensity with increasing escalation levels. To not generate
confusion between separate female and male characteristics,
and for compactness of the figure, in Figure 4 we present
spectrograms for male participants only.

Of most interest from these spectrogram representations, we
affirm that there is an increase in pitch. Furthermore, we also
affirm this broader divergence in the pitch as the degree of
escalation increases. This is shown by the consistent increase in
both the mean and standard deviation for F0. To conclude, we
observe similarities in escalating behavior over the three datasets.

5. EXPERIMENTAL SETTINGS

For our main experiments, we create numerous combinations
for the three corpora to explore (i) the phenomena of escalating
emotion in speech, (ii) the effect of label definition and label
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FIGURE 4 | Spectrogram representation of three males samples (one for each escalation class) for the three corpora being analyzed in this study. Showing for each

escalation class (L)ow, (M)edium, and (H)igh, and reporting mean (µ), and standard deviation (STD) for Pitch (F0).

mapping in the context of escalating emotion (aggression vs.
stress vs. “negative arousal”), and (iii) the effect of spontaneous
and acted speech.

5.1. Labels
The experiments are performed using the escalation
labels resulting from the mapping procedure described in
section 3.2. In the case of NAA, to evaluate the effects
of alternative label definitions, both NAA N-A and NAA
Agg will be explored. In the case of NAA, the complete
dataset (including overlapping speech) is used in the
cross-corpus experiment.

For testing on actor vs. non non-actor samples only the NAA
N-A label is considered, given the unbalanced representation
of non-actor samples in NAA Agg. In the case of actor
and non-actor testing, the overlapping speech samples from
NAA were removed to ensure clean testing conditions per
target group.

5.2. Features
We first extract features from each of the three corpora. Namely,
the COMPARE hand-crafted set, utilizing the OPENSMILE toolkit,

and additionally we utilize the DEEPSPECTRUM toolkit1 as a
state-of-the-art spectrogram-based deep learning approach.

The COMPARE acoustic feature set is a well established
set which has shown to give consistent insights for related
domains of speech analysis (Stappen et al., 2019), including
states of stress (Baird et al., 2019; Stappen et al., 2021), and
anxiety (Baird et al., 2020). The COMPARE feature set is also
used as the baseline feature for the INTERSPEECH COMPARE
challenges since 2013 (Schuller et al., 2013), and further extended
in 2016 (Schuller et al., 2016). As with the 2021 COMPARE
challenge (Schuller et al., 2021), we extract the features from
the entire audio samples, resulting in feature sets of 6,373
static features, which are derived from the calculation of static-
functionals obtained from low-level descriptor (LLD) contours
(Eyben et al., 2013; Schuller et al., 2013).

Much like the COMPARE set, DEEPSPECTRUM has also
shown to be applicable for a variety of speech driven tasks,
particularly in emotion (Baird et al., 2021). The toolkit applies
pre-trained convolutional neural networks (CNNs) to extract
deep representations from the input audio data (Amiriparian
et al., 2017). For this method, first, the audio signal is transformed
into a Mel-spectrogram applying a Hanning window of width

1https://github.com/DeepSpectrum/DeepSpectrum.
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TABLE 4 | Results obtained for all corpora combinations for both ComParE and DeepSpectrum feature sets using the NAA N-A label.

No upsampling Upsampling

Dev (inner) Test (cross) Dev (inner) Test (cross)

Training set Test set Feature set UAR WAR UAR WAR UAR WAR UAR WAR

TR NAA ComParE 54.5 45.0 57.4 57.1 59.4 53.2 55.3 55.4

TR DeepSpectrum 50.9 56.8 43.1 38.0 52.0 50.4 51.6 42.7

SD ComParE 70.5 64.4 53.1 47.2 71.8 67.8 45.1 36.8

SD DeepSpectrum 64.2 63.6 54.9 52.1 61.4 64.4 54.6 50.6

SD + TR ComParE 65.0 62.6 51.1 51.3 63.4 65.1 52.3 53.7

SD + TR DeepSpectrum 58.0 60.1 49.1 54.3 55.1 53.0 50.5 53.4

TR SD ComParE 54.5 45.0 62.8 59.6 59.4 53.2 63.8 62.5

TR DeepSpectrum 50.9 56.8 54.6 62.2 52.0 50.4 55.1 59.1

NAA ComParE 68.5 72.4 51.0 42.1 67.6 73.2 51.7 45.3

NAA DeepSpectrum 65.6 71.3 52.4 63.7 64.5 69.9 47.2 66.1

TR + NAA ComParE 66.5 66.4 52.2 49.9 67.4 69.2 53.3 52.3

TR + NAA DeepSpectrum 64.6 68.2 51.8 62.0 62.6 66.1 50.2 57.9

NAA TR ComParE 68.5 72.4 54.3 44.4 67.6 73.2 58.6 50.8

NAA DeepSpectrum 65.6 71.3 56.4 58.4 64.5 69.9 54.4 59.2

SD ComParE 70.5 64.4 60.0 61.2 71.8 67.8 50.1 57.6

SD DeepSpectrum 64.2 63.6 57.7 55.8 61.4 64.4 57.3 57.9

SD + NAA* ComParE 68.2 69.6 61.7* 56.6 68.7 72.3 62.7* 60.0*

SD + NAA* DeepSpectrum 63.8 68.4 59.2* 58.4* 65.8 70.7 59.5* 61.4*

To observe the effect of potential class imbalance, we are reporting UAR and WAR (%), as well as results obtained with and with and without data upsampling. Emphasized in bold are

the strongest results for a given paradigm’s test set UAR and WAR and are discussed in section 6. Results marked with a “*” represent improvements of merging corpora for training

over using a single training corpus.

32ms and an overlap of 16ms—128 Mel frequency bands are
then computed from this. These extracted spectrograms are
then forwarded to a pre-trained DenseNet121 network (Huang
et al., 2017), and as with the challenge baseline, the activations
of the networks “avg_pool” layer are extracted. This process
results in a feature set of 2,048-dimensional feature vectors,
which can be seen as a lower-level representation of the initial
Mel-spectrograms (Amiriparian, 2019).

Within the machine learning pipeline, all the feature
representations were scaled to zero mean and unit standard
deviation, utilizing the (STANDARDSCALER of SCIKIT-LEARN).
The scaling was applied using the parameters from the respective
training set—for the final test, we combine the training and
development set, and in this case, the scaling parameters are
calculated again.

5.3. Data Partitioning and Training
Procedure
Each of the three datasets was split in two subsets, one to serve
as training and one as development sets for the cross-corpus
experiments. Special care has been paid to ensuring speaker
independence and a balancing of the labels in each subset. For TR
and SD the same split as in the Interspeech COMPARE Challenge
was used, to ensure that the results generated here are comparable
to the ones from the challenge. For NAA a similar approach
was used, where in addition to speaker independence, we also

accounted for a balance between the actor and non-actor speech
samples between partitions.

Proceeding the feature extraction, we prepare a series of
partition combinations to analyse across-corpora the conflict
escalation label across multiple scenarios. In the cross-corpus
analysis, we utilize one corpus as training and development
and then another as testing. In this way, from the development
result, we can observe the inner-corpus result, and from the
test set, we can observe how conflict escalation is recognized
across-corpora. To further evaluate the cross-corpus effect, we
additionally perform a combined analysis where two of the
corpora are combined for training and development: here both
training sets are merged and both development sets are merged
for form a merged train and development set respectively. Lastly,
as the NAA corpus contains both spontaneous (non-actor) and
acted speech, we also evaluate this by splitting the NAA test in
this way.

5.3.1. Classifier
We choose to utilize a Support Vector Machine (SVM) with
a linear kernel to classify “escalating negativity” for several
reasons. Applying this system allows for more transparent
reproducibility and aligns with the ComParE 2021 Challenge
approach, thus making it slightly more comparable to others
utilizing this dataset. As well as this, the smaller size of the
datasets being utilized means that SVMs may produce more
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TABLE 5 | Results with the NAA Agg labels.

No upsampling Upsampling

Dev Test Dev Test

Training set Test set Feature set (Inner) (Cross) (Inner) (Cross)

TR NAA ComParE 54.4 59.3 57.9 58.5

DeepSpectrum 50.9 47.4 52.0 49.2

SD ComParE 70.4 55.9 72.1 47.7

DeepSpectrum 64.2 57.9 61.4 57.4

SD + TR ComParE 64.9 57.6 60.7 56.4

DeepSpectrum 58.0 50.4 55.7 56.8

NAA TR ComParE 70.9 56.1 71.9 56.1

DeepSpectrum 67.5 58.4 66.2 58.5

SD + NAA ComParE 71.0 59.1 70.2 60.4

DeepSpectrum 67.4 60.2 66.7 58.8

NAA SD ComParE 70.9 56.7 71.9 55.3

DeepSpectrum 67.5 60.6 66.2 59.6

TR + NAA* ComParE 68.0 65.0* 68.7 66.1*

DeepSpectrum 66.3 60.8* 66.4 58.8*

Reporting Unweighted Average Recall (%). We include results which stem from training

data with and without upsampling of the minority classes. For results involving only the

SD and TR datasets and not influenced by the NAA labeling, please refer to Table 4.

Emphasized in bold are the strongest results for a given paradigm’s test set UAR and

WAR and are discussed in section 6. Results marked with a “*” represent improvements

of merging corpora for training over using a single training corpus.

robust and more easily interpretable results than deep neural
networks. As mentioned for optimization, the development set
is utilized, and the complexity parameter C is altered (C ∈ 10−4,
10−3, 10−2, 10−1). The training and development set is fused for
testing, and we utilize the best value for C.

Given the strong class imbalance in specific corpus
combinations, we also upsample the training set (utilizing
the SCIKIT-LEARN RANDOMOVERSAMPLER function, which
picks samples at random and duplicates them to increase the
minority class and ensure there is balance between all class. We
report results for both with and without upsampling, as this was
not always beneficial. Furthermore, to observe the possible effect
of class imbalance, we report both unweighted average recall
(UAR) and weighted average recall (WAR) as an evaluation
measure for all experiments.

6. RESULTS AND DISCUSSION

An overview of all classification results for each corpus paradigm
is given in Tables 4, 6. Of promise, when observing all results
from Table 4, we see that in all cross-corpus testing for both
feature sets, the results are above chance-level (33.3%) for the
reported UAR. These robust results show us that escalating
negativity is present in a similar manifestation for all the corpora.
We see solid results for testing on the SD and TR corpora, which
may be due to both similar class imbalance and the derived label
type being stress and aggression, respectively. In other words,

there could be more highly aroused examples in this data as
compared to the NAA results.

In general, for these results, we see that COMPARE features
are performing more robustly than DEEPSPECTRUM. This
performance may be due to the sizeable dimensional space
for COMPARE feature; however, given its more specific focus
on classical speech features, we expect that in the context
of our analysis, this was the most meaningful addition from
the COMPARE features as compared to the image-based
DEEPSPECTRUM features.

Due to the imbalance in classes, we applied upsampling to the
training data. From Tables 4, 5, we notice that often the overall
test performances with and without upsampling are not very
different. While for a number of cases upsampling results in an
improvement, it can also decrease the overall performance. We
therefore can’t report of finding a consistent trend generated by
upsampling. Furthermore, the efficiency of upsampling can be
influenced by the initial distribution of the classes in the training
set. Hence, the inconsistent results could have been influenced
by the fact that in our case the distribution in the training set is
changing with the dataset(s) chosen as training material (recall
Figure 2-left).

Both Figures 5, 6 depict a selection of confusion matrices
for training on TR and testing on either the non-actor part of
NAA, or the actor part of NAA respectively. This allows us to
inspect the performance for the high escalation class, which may
be very important not to miss from an application perspective.
From both figures we can observe a higher recognition of the
high escalation class when the COMPARE features are applied,
as opposed to when the DEEPSPECTRUM features are applied.
An important thing to note is that for the non-actors, the
high escalation class is highly unrepresented (see Figure 2-right),
consisting of 41 samples as opposed to 512 samples for actors.
Another aspect that can be noted consistently from the two
figures is that upsampling results in increasing recall of the
high escalation class when utilizing the DEEPSPECTRUM features,
while for COMPARE the opposite effect is observed. In all cases
displayed in the two figures, the highest confusion of high
escalation is with medium escalation.

In Table 6 the results show that, in general, escalation can be
recognized above chance-level for both acted and spontaneous
(non-actor) speech. The major limitation for the field, in
general, is obtaining enough spontaneous samples with highly
negative emotional expression. However, when observing the
WAR results, which exclude the class imbalance, we see more
robust results, which leads us to consider more promise for this
approach upon obtaining representative data.

There are additional factors that may have affected the drop
in performance for the non-actor segments, in addition to
authenticity of expression. It is acknowledged in Lefter et al.
(2017) that the behavior of non-actors was more difficult to
interpret and annotate, which also resulted in lower inter-
rater agreement for all annotated dimensions (cf. Table 2).
Furthermore, the annotation was performed from an audio-
visual perspective, and it is possible (for both NAA and SD) that
triggers of higher escalation may have resulted from the video
modality only.
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TABLE 6 | Results obtained for all corpora combinations where NAA is used as the testing set using the NAA N-A label.

No upsampling Upsampling

Dev (Inner) Test (Cross) Dev (Inner) Test (Cross)

Training set Test set Feature set UAR WAR UAR WAR UAR WAR UAR WAR

TR NAA (actor) ComParE 54.5 45.0 62.9 63.2 59.4 53.2 58.9 59.9

TR DeepSpectrum 50.9 56.8 45.3 33.8 52.0 50.4 45.7 39.3

SD ComParE 70.5 64.4 56.6 52.7 71.8 67.8 49.4 41.4

SD DeepSpectrum 64.2 63.6 54.8 54.9 61.4 64.4 54.2 52.6

SD + TR ComParE 65.0 62.6 50.9 51.9 63.4 65.1 52.4 53.2

SD + TR DeepSpectrum 58.0 60.1 48.9 50.6 55.1 53.0 49.6 51.9

TR NAA (non-actor) ComParE 54.5 45.0 50.3 50.5 59.4 53.2 48.2 50.8

TR DeepSpectrum 50.9 56.8 37.9 51.2 52.0 50.4 37.0 47.4

SD ComParE 70.5 64.4 40.6 39.5 71.2 67.8 37.7 38.8

SD DeepSpectrum 64.2 63.6 53.9 40.8 61.4 64.4 49.9 41.3

SD + TR ComParE 65.0 62.6 38.2 53.5 63.4 65.1 40.6 60.5

SD + TR DeepSpectrum 58.0 60.1 40.4 70.5 55.1 53.0 28.2 61.2

Splitting the data into non-actor and actor samples for the NAA corpus. To observe the effect of potential class imbalance, we are reporting UAR and WAR (%), as well as results

obtained with and with and without data upsampling. Emphasized in bold are the strongest results for a given paradigm’s test set UAR and WAR and are discussed in section 6.

FIGURE 5 | Confusion matrices (in percentage) for training on TR and testing on the non-actor part of NAA. (A) Experiments using the DEEPSPECTRUM features

with no upsampling (left) and upsampling (right). Note a slight increase in recall of the high class for upsampling. (B) Experiments using the COMPARE features with no

upsampling (left) and upsampling (right). Note a slight decrease in recall of the high class for upsampling.

FIGURE 6 | Confusion matrices (in percentage) for training on TR and testing on the actor part of NAA. (A) Experiments using the DEEPSPECTRUM features with no

upsampling (left) and upsampling (right). Note a slight increase in recall of the high class for upsampling. (B) Experiments using the COMPARE features with no

upsampling (left) and upsampling (right). Note a slight decrease in recall of the high class for upsampling.

The approach of merging datasets for training is based on
the fact that intuitively, more training data would lead to better
recognition. Inconsistent results are shown in the literature,
where merging improves or performs below the best single
training corpus. In our study, we explore the effects of merging
datasets for the two escalation definitions created for the NAA
dataset. Results for NAA using the negative arousal equivalent
of escalation (NAA N-A) are presented in Table 4, while Table 5

outlines results for NAA using the aggression-based equivalent of
escalation (NAA Agg).

On the one hand, when using the NAA annotation focusing
on aggression (NAA Agg), the only cross-corpus experiment
resulting in better results for merged dataset training instead
of single dataset training is when NAA and TR are merged.
Note that NAA Agg and the annotation of TR are both focused
on aggression. On the other hand, when the NAA annotation
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focusing one negative arousal was used (NAA N-A), the only
merging dataset combination that proved successful was NAA
with SD. Both of these labels are related to negative arousal. Based
on these observations, we conclude that the only situations when
merging datasets actually worked, was when the label definitions
of the mapped original labels were mostly in line.

A fraction of our results are compsarable with the results
from the Interspeech COMPARE Challenge (Schuller et al., 2021),
namely the part where training is performed on the SD dataset,
and TR is used for testing. The best performing combination
for the Escalation subchallenge baseline was of an SVM classifier
with a bag of audio words features, resulting in 59.0 UAR. The
winning team employed a combination of the COMPARE feature
set and Fisher Vectors to increase UAR to 63.2 with a linear SVM
classifier (Egas-López et al., 2021).

There are a number of limitations of our work, which we
discuss in this paragraph. First, the three datasets used in this
study contain predominantly footage of actors, which may have
an impact on the realism of the data. However, the interactions
were not scripted and evolved naturally as subjects reacted to
each other, which has contributed to degree of naturalness of the
recordings. Second, for the NAA dataset which featured non-
actor participants, the inter-rater agreement for the non-actor
segment is lower than for the actor segments. By investigating
the confusion matrices between annotators we noticed that
much of the confusions were between neighboring classes, and
part of these confusions were diminished by the label mapping
procedure. Third, the datasets have a relatively small number
of samples, which may impact performance, generalization and
the applicability and success of deep learning methods. Fourth,
as the datasets came with different labeling schemes, the label
mapping process—as actually shown in the experiments—has an
important weight in the results.

7. CONCLUSION AND FUTURE WORK

In this contribution, we performed a series of cross-corpus
experiments to analyse the generalization ability of escalation
recognition systems. Three corpora with different recording
conditions but rich in a variety of escalation behaviors
were employed. Each of these datasets was annotated based
on a different dimension and at different granularities. All
cross-corpus classification tasks resulted in above chance-
level recognition rates. Among the two feature sets utilized,
higher overall performance was obtained using COMPARE,
while DEEPSPECTRUM provided more robust representations of
the highest escalation class, which is highly relevant from an
applications’ perspective.

After label mapping was conducted, an acoustic analysis
indicated that similar escalation vocal patterns are present in the
three datasets. Increases in pitch and intensity accompanied an
increase in escalation.

Merging datasets for training has shown contradicting results
in the literature. By examining results using two alternative
escalation definitions for the NAA dataset, we conclude that the
degree to which a set of corpora will merge well as a training set

is highly dependent on the similarity of the labeling definitions.
While this is not surprising, to the best of our knowledge,
this is the first study that explores alternative label mapping
strategies and their consequences. These effects of label mapping
are presents even though both labels considered for the NAA
dataset had similar acoustic patterns.

Concerning evaluating recognition when stepping away from
actor data, we observe a decrease in recognition rates but
still stable behavior above chance performance. The drop in
performance can be attributed to factors other than the degree
of spontaneity, including the fact that the behavior of the non-
actors was much more challenging to interpret also for humans,
resulting in lower inter-rater agreement and consequently in less
robust labels.

From the various findings of this study, there are many areas
that can be targeted in future work. As a priority, the machine
learning research community should work collaboratively
with researchers in psychology to collect more spontaneous
interactions for instances of escalating speech, especially as the
higher escalation level class may be more fruitful for security
and safety-driven applications. Further to this, with additional
data, the somewhat rudimentary methodologies applied in
this article for machine classification can be extended to
state-of-the-art deeper frameworks, which may show more
robust results.
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