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Abstract

This research proposes a new differentiator for estimating higher order derivatives of an input signal.
The main reason why higher order derivatives are necessary is that Active Inference makes use of
generalized coordinates. This means that it keeps internally track of higher order temporal derivatives
of states, inputs and measurements. The difficult part of generalized coordinates are the generalized
measurements, because these should be measured from a physical system. However, it is not always
possible to measure all states of a system and it is definitely not possible to measure all higher order
derivatives. A solution to this is to estimate the derivatives of states by using real time differentiators.

A short literature study about differentiators is conducted and found that the state of the art dif-
ferentiator is the algebraic estimation approach differentiator (AEAD). However, this and other
differentiators have the problem that when they are converted to discrete time, they cannot track
polynomial signals anymore. For that reason, this thesis proposes a new differentiator: the recurrent
low pass algebraic differentiator (RLPAD).

The proposed differentiator is compared with the AEAD in two experiments. The first experiment
evaluates the performance based on three analytical inputs with known higher order derivatives. The
three inputs are: a polynomial, a sine and a combination of the two. Additionally these three inputs are
corrupted by Gaussian white noise. This experiment concludes that the proposed method outperforms
the AEAD significantly when a polynomial or polynomial combined with sine input is used. They
perform similar for sine inputs, although RLPAD is considered slightly better.

The second experiment evaluates how the two differentiators perform when real sensor data is used.
In order to conduct the experiment, the raw data is smoothed by a Savitzky-Golay filter to create
a ground truth about the derivatives. This experiment concludes that the differentiators have an
optimal set of parameters, where either the one or the other performs better. The proposed method
performs a lot better when few derivatives are estimated. On the other hand AEAD performs better
when there are more derivatives estimated. However, this is not true when the noise gets stronger.
AEAD is more sensitive to noise than the proposed method.

Based on the experiments, the proposed method RLPAD is the better differentiator for creating
generalized measurements in Active Inference for three reasons. The first is that it can track polynomial
signals. The second is that it has stronger noise attenuation. And the third reason is that it is
computationally faster.
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Preface

Interestingly the idea to write the thesis about this topic was not planned. The idea came as I was
working with three other students (Mitchel, Bob and Sjoerd) on a real robotic implementation of
Active Inference in ROS for a skid steer robot, which was instigated by my supervisor Martijn Wisse.
This implementation and robot could then be used for numerous thesis topics. However, during
implementation we stumbled upon the problem of generalized measurements. Due to time constraints
we settled for a backward difference scheme that was also used by an other student (Iris) to create
generalized measurements.

We obviously noticed how bad this differentiation scheme works when there is noise present on the
signal, because the higher order derivative estimations were extremely inaccurate. Therefore I thought,
differentiation can be done in a better way so that the generalized measurements do have more accurate
values and can be made sense of. The differentiator in this thesis came to me as a sudden revelation
as I was experimenting with second order dynamical systems.
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Chapter 1

Introduction

Humans are able to do mundane tasks very easily, such as picking up a book or a cup without
spilling water, writing, drawing, catching a ball etc. For robots such simple tasks are very complex,
even in controlled environments. However, in recent years robots have become more intelligent by
incorporating techniques such as machine learning, predictive coding and neural networks which are
inspired by biology [50] and how the brain functions [39] [30]. These techniques allow robots to adapt
to a wide range of configurations, making them seem more intelligent. But oftentimes a robot has no
idea what to do with configurations and scenarios it has never seen before. The human on the other
hand, can learn and adapt to many different kind of scenarios, because of how the brain functions.
Creating brain-like AI, also known as strong AI or artificial general intelligence (AGI), is a long way
from being realized. It is even argued that it is impossible to even create general AGI [15], like humans
have. Despite that, the brain and brain-like behavior is studied intensively.

Recent research in neurology gave rise to the theory of Active Inference, developed by K. Friston
[18] [20]. This theory is the most unifying theory about the human brain to date and unifies action,
perception and learning by the use of prediction error minimization. Active Inference arises from the
Free Energy Principle (see Chapter 2), which gives it a clean mathematical formulation.

Active Inference have caught its attention in robotics. The first reason is that the theory unifies
action, perception and learning into one formulation, which can be exploited directly. This avoids the
need for combining different methods that can do one task each and is therefore very interesting in
robotics. There are not many practical implementations of Active Inference in robotics, but recent
research [40] [5] have shown that a robotic manipulator can be controlled by Active Inference by using
attractor dynamics. The second reason why Active Inference is so interesting for robotics, is that
Active Inference is able to work with structured noise, also called colored noise. A real life example
of colored noise, is that wind blowing from the south cannot change in a split second to blow from
the north. Since Active Inference is able to cope with colored noise it can theoretically out perform a
LQG controller. It has been proven that LQG and Active Inference are the same when modeled as a
linear time invariant system without generalized coordinates of motion [9].

However, in order to work with colored noise, Active Inference requires generalized coordinates. This
means that it models the trajectory of all time dependent states, inputs and measurements. In a
nutshell, it keeps track of higher order derivatives of those states. This is a key concept in Active
Inference. A difficult problem in robotic implementations of Active Inference, are the generalized
coordinates of the measurements. How does one measure higher order temporal derivatives of physical
system? Not all states are measurable in a system. For example there are no sensors that can measure
the third order derivative of position or temperature. Besides that, a system can have a limited
amount of sensors, and somehow the temporal derivatives of those sensor measurements have to be
extracted to properly work with Active Inference. A naive way of extracting higher order derivatives
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is to use a backward difference scheme. This generally does not work for noisy signals, therefore this
thesis proposes a new causal method that can extract higher order derivatives from a single input.

1-1 Research Motivation

An important part of Active Inference is the use of generalized coordinates of motion or generalized
motions. The generalized motions is a state vector or a measurement vector that also has temporal
derivatives of itself it up to p-th order, also called the embedding order. This is an important concept in
Active Inference. This means that a generalized state vector can contain position, velocity, acceleration
and jerk for example.
Current implementation of Active Inferences in robots do not use generalized motions or have only
used the first embedding order as [40] and [5] have done. They did this because the sensors of the
robot arm can only measure position and velocity.
Having access to more temporal derivatives of the measurements allows one to use more embedding
orders and in theory get better performance. So the question is: How can you get higher order
temporal derivatives of a single signal in real time?

1-1-1 Problem formulation

In high performance control it is required to have good noise attenuation on the input signals as well
as estimations of the first order derivative of the states for better performance [51]. This is often
necessary in robotics, aeronautics, signal processing and space engineering to name a few.
Active Inference goes a step further, it requires higher order temporal derivatives up to an order of
six for the best performance. Temporal derivatives are required for the generalized coordinates vector
of Active Inference (see chapter 2). An unsolved problem in Active Inference is how to generate
generalized measurements? This means, that Active Inference requires higher order derivatives of
measurement signals. However, it is not a trivial task to find higher order derivative of a noisy input
signal in real time.
The problem that needs to be solved is: Given a measured signal y with white Gaussian noise, how
to find approximations for d

dty , d2

dt2 y . . . dn

dtn y in real time? Real time tracking differentiators are a
solution to this problem. They are in essence estimators which do not have modeled dynamics of a
system, unlike Kalman filters. They also do not require statistical knowledge of the noise to work
properly, making them useful in environments where the statistical properties of the noise can change
over time.
It turns out that the most state of the art differentiator is not sufficient enough to work with Active
Inference, because it cannot estimate derivatives of a polynomial input in discrete time. For that
reason it is necessary to device a new method that can extract at least two or more derivatives. I
created a new type of differentiator that can perform as good or better than the current state of the
art differentiator.

Problem to be solved

The best differentiator has two problems if used for creating generalized measurements in Active
Inference. The first and main problem is that the best performing differentiator can’t estimate higher
order derivatives of polynomials properly, when it is converted to a discrete time formulation. The
second problem is that the noise variance of the derivative terms is unknown. Quantifying noise
variance is necessary for the precision matrices in Active Inference.
To solve these issues, a new differentiator has to be devised that can track polynomials and periodic
functions as good or better than the current state of the art differentiator. To device a new method
three research objectives and three research questions are formulated.
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Categorizing existing methods based on properties they have in common and their performance

This will show an informative table filled with existing differentiators and how they score compared
to the others. This also gives a guideline for the new method in what areas it has to excel and where
the new method will fit.

Create a custom differentiator

As the state of the art differentiator is not sufficient enough, there is necessity to device a new method
that can extract at least two or more derivatives. A mathematical analysis is done for a new type of
differentiator that can also attenuate noise and extract any order of derivative.

Quantify the variance propagation of the higher order derivatives from the input.

Active Inference uses precision matrices for weighting the sensory input vector. A precision matrix
is the inverse of a variance matrix. If it is possible to quantify the variance for each higher order
derivative estimate from the variance of the input, then the precision matrix will be known. This
would be a very valuable outcome for Active Inference in robotics, if it can be determined directly
from the noise statistics of the input and the parameters of the differentiator.

How does the proposed method perform on known signals compared to the state of the art
differentiator?

The proposed method is tested and compared with the state of the art differentiator (AEAD) for
predetermined functions with their true derivatives known. How do the AEAD and the proposed
method perform on several types of input functions such as a polynomial, a periodic and a combination
of the two? And how do they perform on these types of functions when there is additive white Gaussian
noise on the signal.

How does the proposed method perform on real sensor data compared to the state of the art
differentiator?

Both methods are tested and analyzed again, but now the input will be real sensor data that is
generated by a quad copter drone and recorded by the OptiTrack system. The ground truth of the
derivatives will be determined with offline signal analysis.

Which method is best suited for creating generalized measurements in Active Inference?

The final goal of this thesis is to have a differentiator that can construct generalized measurements
for Active Inference. This question can be answered properly based on the results of the experiments
of the state of the art differentiator and the proposed method.

1-1-2 Structure of the thesis

The thesis is structured as follows. In Chapter 2 the Free Energy Principle (FEP) is explained
briefly and the reason why Generalized Motions are so important in Active Inference. This will also
show why differentiators are a good option to generate the generalized measurements in real systems.
Chapter 3 shows existing methods that are capable of creating temporal derivatives from a single
input signal. They are categorized based on their performance and properties. Chapter 4 shows the
proposed method to solve the main problem of this thesis. This method is analyzed thoroughly and is
eventually categorized based on the categories of chapter 3 in chapter 7. This gives a good overview
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where it fits in with respect to existing methods. In chapter 5, numerical experiments are conducted
to see how the proposed method performs and how the state of the art differentiator perform under
the same conditions. They are compared to an analytical solution with known input and derivatives.
In addition to that, chapter 6 shows how the proposed method and the AEAD perform on sensor data
of a real system. Chapter 7 concludes the thesis and will give a verdict of the performance of the
proposed method.
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Chapter 2

Free Energy principle and Active Inference

This chapter summarizes Active Inference in such a way that is understandable from a high level. The
Free Energy Principle will be described with as few neurological jargon and equations as possible. The
most important aspect of this chapter are generalized motions which will be relevant throughout this
thesis. This is especially the case for the generalized measurements, which is a subset of the generalized
coordinates. The practical difficulties involved with generalized measurements are explained at the
end of this chapter

2-1 The Free Energy Principle (FEP)

The easiest way to describe the FEP is as an organizing principle for any living system that shows
the characteristics of life. What kind of behavior must one show to be alive? A system must counter
dispersive effects caused by random fluctuation in order to exist over a period of time [18]. A system
is more likely to be found in some states than others, due to the countering of dispersive effects. This
represents the ensemble density p(x̃|m), which is the probability of finding an agent in a particular
state when observed on multiple occasions. In p(x̃|m) is m the agent that is affected by the generalized
states x̃(t) = [x, ẋ, ẍ, ...]. Generalized states are temporal derivatives of the state up to infinite order
(see section 2-3). These can contain any physical quantity like gravity, temperature, position, etc that
are part of or can influence the agent [17]. Having an infinite order of derivatives is not practical in
implementations, and according to Friston, the generalized states stop containing useful information
after an embedding order of six [24]. An embedding order represents the amount of derivatives. This
means that the first temporal derivative is the first embedding order, the second temporal derivative
the second embedding order etc.

There are two assumptions in the FEP. The first is that the system is ergodic. This means that a
system must counter dispersive effects to exist for a period of time. In other words a system minimizes
the entropy to survive [20]. The entropy H(X) can be written as an integration over the life time
trajectory x̃(t) of p(x̃|m) as

H(X) = lim
T →∞

1
T

∫ T

0
− ln p(x̃|m)dt (2-1)

The terms − ln p(x̃|m) is called the surprisal or self information. This means that, in order to be
alive, the agent has to minimize the surprisal at all times. The term surprisal to live longer can also
be extrapolated to our daily lives, for example if a person would stay at home for a day (not much
happening). Then that person has a lower surprisal than what he would have if he drives a car on the
highway which has a lot of activity going on (i.e. more risks of dying). So in order to live longer an
agent must avoid getting in risky situations, or in other words minimize surprisal.
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The second assumption in the FEP is that it is modeled as a Markov blanket. A Markov blanket can
be described as follows. Any system that exists acts like it has a model of the world and it is trying
to gather evidence for its own model of the world. A good example is the human brain, which is an
inference machine. It uses sensory information to infer its world and makes use of actions that act on
the outside world to verify the world model within the brain.

The Markov blanket separates states into things that are internal to the boundary (internal states)
and states that are external to the boundary (hidden states). This means that the sensory states can
only affect the internal states. The active states on the other side can affect the hidden states, but
are not influenced by it. In fact the active states are dependent on the internal states.

Sensory observations come with noise. This noise causes the entropy to increase. This has the result
that the entropy of the sensory observations is always equal or greater than the sensory observations
without noise. Therefore one can say that the minimization of noisy entropy H(Y ) is upper bound on
H(X).

2-1-1 Free Energy

A problem with surprisal is that agents cannot quantify it. This is because the agent has to integrate
over the unknown causes Ψ ⊃ {x̃, θ} (θ are the hidden model parameters) of the sensory input:

− ln p(ỹ) = − ln
∫

p(ỹ, Ψ)dΨ

A different way to minimize surprise comes from theoretical physics [14] and machine learning [29] [36].
The surprisal can be minimized by minimizing the free energy bound. This works because the free
energy bound is always greater than the surprise.

This bound is generated by introducing a recognition density q(Ψ|ζ), which is parameterized by its
sufficient statistics ζ ⊃ ζ̃(t). This means that for a Gaussian density ζ contains the mean and
covariance. When the recognition density is optimized to minimize free energy, it approaches the
density on the causes of sensory data (q(Ψ|ζ) ≈ p(Ψ|ỹ)). The difference between these densities can
be measured with the Kullback-Leibler divergence, which always returns a positive scalar value or zero
when both densities are equal.

The free energy bound is created by the (always positive valued) divergence between the recognition
density and the conditional density summed with the surprise. There are three expression for free
energy by using Bayes rule [23], but the most understandable expression for free energy is:

F (ζ, ỹ) = DKL(q(Ψ|ζ)||p(Ψ|ỹ)− ln p(ỹ) (2-2)

In this expression is DKL(·||·) the Kullback-Leibler divergence between two densities. This formulation
shows that by minimizing free energy with respect to ζ the divergence between the recognition and
conditional densities are reduced so that the recognition density approximates the conditional density
q(Ψ|ζ) ≈ p(Ψ|ỹ). This corresponds to Bayesian inference on the causes of sensory signals [22]. Note
that the free energy is upper bound on surprise because the divergence is always positive or zero.
Finally the expression shows that the free energy is a scalar.

The formulation also shows that it is possible to minimize free energy for sensory inputs and action
simultaneously. By minimizing the free energy with respect to ỹ, action suppresses the free energy.
However, ỹ can’t be controlled directly. This is where Active Inference comes into play as we shall see
in section 2-2.

The FEP is summarized as follows. In order to be alive an agent has to minimize the free energy
of its internal states and its action. Free energy optimizes a probabilistic model based on sensory
observations. At its core, the FEP is a prediction error minimizer by suppressing free energy.
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2-2 Active Inference

Active Inference combines perception, learning and action in one formulation based of the FEP. Active
inference is a form of self references learning [42]. With several assumptions in the FEP [18], Active
Inference can be formulated as a gradient descent on the weighted sum of squared prediction errors.
This means that a system can always minimize the total free energy by using measurement and the
generative model.

The system

ỹ = g(x̃, ṽ, θ) + z̃
˙̃x = f(x̃, ṽ, θ) + w̃ (2-3)

is the true generative model (real world), which describes how sensory data are generated for the
agent. This information is not directly available to the agent so it makes the assumption that the
data are generated by:

ỹ = g(x̃, ṽ, θ) + z̃

˙̃x = f(x̃, ṽ, a, θ) + w̃ (2-4)
ṽ = η̃ + ñ

This model is called the generative model, which is a model of the environment where the agent is
immersed in. The hidden states are x̃ and ṽ, where ṽ models the perturbations outside the agent its
environment [23] and is considered autonomous. The hidden parameters are θ, which help map the
generative model. They are, for example, parameters of the equations of motion.

The sensory states ỹ and ỹ look similar, but they ar not. That is because the generative model is a
probabilistic model of the true (stochastic) model. Another difference is that the action is embedded
within equation (2-3). The generative model of equation (2-4) has the states partitioned in a non
autonomous part x̃(t) and an autonomous part ṽ(t). This causes a difference between the models. In
fact this difference is what action (by the agent) tries to cancel by minimizing the free energy.

By minimizing the free energy the agent has to infer the states of the world and learn the unknown
parameters responsible of its motion by optimizing the sufficient statistic of its recognition density
[23]. This is perceptual inference and learning. This scheme is solved by assuming a mean-field
approximation [24]. Under the Laplace approximations, which considers Gaussian distributions, it is
sufficient to only optimize the expectations of the parameters. This is the case, because the covariances
can be written as functions of the expectations. Therefore we can assume that the sufficient statistics
are the expectations of the states (x̃ and ṽ), parameters (θ) and precisions (γ), µ = (µ̃x, µ̃v, µθ, µγ) [23],
these are called the beliefs. Based on these approximations, gradient descent equations are formulated
from the Free energy that describes perceptual inference, learning and action in equation (2-5) [17] [24].
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The gradient descent equations are seen as biology plausible and are:

Perceptual inference:

˙̃µx = Dµ̃x −
∂F

∂µ̃x
≈ Dµ̃x −

∂ε̃⊤

∂µ̃x
ξ

˙̃µv = Dµ̃v −
∂F

∂µ̃v
≈ Dµ̃v −

∂ε̃⊤

∂µ̃v
ξ

Learning:

µ̈θ = − ∂F

∂µ̃θ
≈ −∂ε̃⊤

∂µ̃θ
ξ (2-5)

Action:

ȧ = −∂F

∂a
≈ −∂ε̃⊤

∂a
ξy

Free energy:

F ≈ 1
2 ε̃⊤Πε̃− 1

2 ln |Π|

ξ = Πε̃

Prediction errors:

ε̃ =

 ε̃y = ỹ − g(µ)
ε̃x = Dµ̃x − f(µ)
ε̃v = µ̃v − η̃

 (2-6)

The Laplace approximations and neglection of mean field approximation terms [23] make the formula-
tion of free energy F a weighted summed square error. The makes it easier to calculate the partial free
energy gradients (∂F ) with respect to x, v, θ and a. The prediction errors are denoted by ε̃, which are
the difference between the sensory samples ỹ with the sensory mapping of the hidden states g(µ) and
the error of the expected motion with the expected hidden state. D is a motion shift operator which
maps the derivate of µ̃ as µ̃′ = Dµ̃. This means that D is a square matrix with identity matrices at
the appropriate locations.

The matrix Π(µ(γ)) is the inverse covariance matrix or precision matrix of random effects. This means
that a low covariance has a high precision matrix and boosts the prediction errors proportionally [24].
In theory the precision matrix Π is constructed based on correlated noise by using temporal precisions
matrices [24]. However, when the noise is uncorrelated, the temporal precision matrix will have very
high values on its main diagonal with respect to its off-diagonal values [24]. This has the effect that only
the diagonal will be weighted. Therefore when the noise is uncorrelated, it can be assumed that the
matrix Π will only have the inverse covariances per state on its diagonal. The noise can be considered
independent [8] (most of the times) and this is how the precision matrix for the states Πx and for
the measurements Πy are constructed in real robotic implementations of Active Inference [40] [5].
Although this assumption is appropriate for physical systems, it is not very plausible for biological
processes when the noise is a result of dynamic processes itself [24].

The first two expressions in equation (2-5) describes recognition dynamics in terms of how the expected
states change over time. This can be seen as the state prediction step. The minimization of prediction
errors is also called predictive coding [44].

The learning part is captured in the third line of equation (2-5), which learns the parameters of θ.
Note that this is a second-order differential equation, because these expectations optimize Action [17].
This equation plays an important role for learning in Dynamic Expectation Maximization (DEM) [24],
in fact Active Inference is an extension to DEM.
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The fourth expression describes action as gradient descent. Action cannot affect free energy directly,
but action can affect the sensory prediction errors ε̃y|a = ỹ(a) − g(µ). This links action to percep-
tion and this is why Active Inference is unique. This means that Actions tries to fulfill perceptual
predictions while at the same time perception tries to minimize the prediction error by adjusting the
expectations of the hidden states. This is generally impossible to solve as both a and ỹ are a function
of time. Therefore ∂aỹ is a functional derivative and cannot be determined if not the full history of a(t)
is taken into account. One solution to compute this functional derivative is by using high-dimensional
space regressors, but these increase the complexity and give unreliable results [34]. A forward model
that maps the input to output directly circumvents the need for this. This is extensively used in the
internal model principle of control theory which states “a good controller incorporates a model of the
dynamics that generate the signals which the control system is intended to track.” [16]. Which means
that the controller contains a model of the outside world. Current implementations of Active Inference
in a real robot use a forward model with attractor dynamics [40] [5]. Forward models also show up in
biology, these would be similar to the classical reflex arcs [19].

When no learning is involved and the external forces are ignored the free energy formulation can be
partitioned as:

F (µ, y) = 1
2 ε̃⊤

x Πwε̃x + 1
2 ε̃⊤

y Πz ε̃y (2-7)

This partitioning shows clearly the prediction errors of the hidden states and the sensory prediction
errors. The latter term is of most interest in this thesis. This term requires to have generalized
sensory prediction errors ε̃y = ỹ − g(µ). However, how does one acquire generalized measurements ỹ
if one cannot measure higher order derivatives of a signal y. In current robotic implementations of
Active Inference an embedding order of p = 1 is used [40] [5]. This is because the sensors of the robotic
system only allow for positions and velocity measurements. Having a method that can estimate higher
order derivatives, and thus having a higher embedding order, should help in making Active Inference
function better.

Active Inference can be summarized as follows. Active Inference is developed by neuroscientist Karl
Friston as a unifying theory for the brain. It unifies perception, learning and action into a single free
energy formulation. This unification is something no other theory has done before and is what makes
Active Inference unique. By using Laplace and mean-field approximations, the free energy formulation
is a weighted square sum of prediction errors. From this free energy formulation, gradient descents
expressions are derived for perception, learning and action. A short description of how Active Inference
functions is that an agent samples the world to match its predictions and use action to fulfill these.
A final note on Active Inference is that it is a closed loop control system and when the embedding
order is p = 0 and only perceptual inference is considered, it is very comparable to Linear Quadratic
Gaussian (LQG) control [24] [41] [21]

2-3 Generalized Motions

In the previous sections, the terms generalized coordinates or generalized motions are mentioned.
These are an important concept in Active Inference and are necessary to make the Free Energy
Principle work on dynamical systems. This section explains the most important concepts of generalized
motions.

The first reason why generalized motions are important is as follows. The generalized motions allow
for better estimation of the posterior p(x̃|ỹ) than p(x|y). A good explanation for this is that state x is
a dynamic variable and therefore p(x|y) will change over time. By including generalized motions of x
it capture this change over time. A Kalman filter for example does not use this information if smooth
noise acts on the system [31]. Although attempts have been made to incorporate smooth noise in a
Kalman filter by using autoregressive models, but are not optimal [26] [54].
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The second reason is that a dynamic equilibrium can be tracked by using generalized motions. Then
based on the mean-field and Laplace approximations, the gradient descent equation of perceptual
inference is [23] [24]:

˙̃µ = Dµ̃− ∂µF (µ̃, ỹ)

where µ̃ = E[x̃] and note that Dµ̃ = µ̃′. When there is a difference between ˙̃µ and µ̃′ the free energy
is not minimal. When µ̇ ≈ µ′ the free energy is minimal and this also means that the motion of x̃ is
constant. This means that the change over time of the distribution p(x̃|y) is zero (ṗ(x̃|y) = 0) and
thus a dynamic equilibrium is achieved.

Consider the following autonomous state space system

ẋ = f(x) + w (2-8)
y = g(x) + z

where w and z are noises. Usually these are considered white Gaussian noise in engineering. White
noise has the issue that is cannot be differentiated with respect to time [25]. The derivative of white
noise is infinite and contains no useful information anymore. On the other hand, real world noises are
generated by dynamic processes [17] and have a smooth transition in it. This means that this type of
noise is differentiable with respect to time and allows for extraction of information from higher order
derivatives.

In the case of differentiable noises and omitting non linear terms, the temporal derivatives of the
system of equation (2-8) are:

ẋ = f(x) + w y = g(x) + z
ẍ = ∂xf(x)ẋ + ẇ ẏ = ∂xg(x)ẋ + ż...
x = ∂xf(x)ẍ + ẅ ÿ = ∂xg(x)ẍ + z̈
...

...

(2-9)

For an agent in uncertain dynamic environments, the state x and the noises are unknown. The
accuracy of state estimate or beliefs of x can be increased by having higher order derivatives. Think
of this as a Taylor expansion of a differentiable function around a point, it also gets more accurate to
the true function when more derivative terms are considered. The amount of higher order derivatives
used are denoted by p and is called the embedding order. When the change of beliefs about the states
are used instead of time derivatives equation 2-9 becomes

x′ = f(x) + w y = g(x) + z
x′′ = ∂xf(x)x′ + w′ y′ = ∂xg(x)x′ + z′

x′′′ = ∂xf(x)x′′ + w′′ y′′ = ∂xg(x)x′′ + z′′

...
...

(2-10)

Beliefs can be seen as the expected value of the true state, this is something that Active Inferences
makes extensively use of. The prime denotes that x′ is calculated from x and is the belief of the true
ẋ. The primes are called "motion", so that x′ is the motion of x and follow the same rules as the dot
notation for temporal derivatives. The prime is just to distinguish the difference. The system above
can be written compactly as the generalized system:

Dx̃ = f̃(x̃) + w̃ ỹ = g̃(x̃) + z̃ (2-11)

The generalized state is x̃ = (x, x′, x′′, ...)⊤ and the same goes for ỹ, w̃ and z̃. The matrix for f̃(x̃) and
g̃(x̃) are constructed in a similar fashion as f̃(x̃) = (f(x), ∂xf(x)x′, ∂xf(x)x′′, ...)⊤. Finally D is the
motion shift operator or derivative operator that shifts the motions in such a way that Dx̃ = x̃′. This

Master of Science Thesis E.P. Veldhuis



2-3 Generalized Motions 11

means that D is a square matrix with identity matrices on its first off diagonal. Instead of a differential
equation, eq (2-11) is an instantaneous probabilistic mapping of the belief about motions of state x.
The noises are assumed to be zero mean Gaussian noises with differentiable covariance. The covariance
matrix of the generalized noise of w̃ is constructed with a temporal variance matrix [24]. Without
going into details how this works, the main point is that this covariance matrix is differentiable.

2-3-1 Generalized measurements

A major problem in Active Inference is how to construct the generalized measurement vector ỹ? Real
life sensors are limited and can only measure derivative of a physical signal up to some order. For
example, position, velocity and acceleration are measurable. However, how is the third time derivative
or higher of position measured?

When we take a look at the partitioned free energy equation of equation (2-7) and rewritten below,
one can assume that the embedding order of the measurements ε̃y and the states ε̃x are independent.
This is not the case, because the expression of ε̃y = ỹ − g(µ) ensures that the embedding order of the
measurement must be equal to the embedding order of the states.

F (µ, y) = 1
2 ε̃⊤

x Πwε̃x + 1
2 ε̃⊤

y Πz ε̃y

In this equation ε̃y = ỹ−g(µ) is the sensory prediction error, with ỹ as the generalized measurements.
Remember that µ = µ̃x is the generalized state when external forces and learning parameters are
omitted.

A solution to equalize the embedding order is by padding the generalized measurement vector ỹ
with zeros for the missing embedding orders. This is definitely possible as it was done before in
simulations [27] and in real robotic systems [40] [10], but technically speaking it will introduce a bias.
And on the other hand, the higher order beliefs will not affect the lower order beliefs much this way.

To make Active Inference perform better, the generalize measurement vector has to be constructed.
A solution to create the generalized measurement vector is to have a real time differentiator estimate
higher order derivatives of a signal. These can in theory estimate up to any order derivative. However,
they are limited by the sample rate of signals and noise on the signal. Although they can attenuate
noise, generally speaking the signal to noise ration reduces for each higher order derivative. Chapter
3 will go deeper into existing differentiators and chapter 4 shows the proposed differentiator.

Additionally, when constructing the generalized measurement vector ỹ, the proper precision values of
the noise are also necessary in Πz. This means that the variances of the generalized measurement are
required. A differentiator should be able to determine the variances of the noises for the estimated
higher order measurements, however, this is not trivial. Chapter 4 goes into details about this.
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Chapter 3

Methods to create Generalized
Measurements

This chapter gives an overview of existing differentiators that can differentiate an input signal online.
Their algorithms are listed and are described shortly. At the end of this chapter, each mentioned
differentiator is tabulated within common categories and scored based on their relative performance
from literature. This way it is easy to see what the best differentiator is and where the new proposed
method is later to be fitted in.

3-1 The reason for differentiators

Differentiators have three advantages shortly mentioned in chapter 1. The first is that they are model
free and are therefore able to estimate derivatives from any arbitrary signal. The second advantage
is that differentiators work properly when the statistical properties of the noise are unknown or may
vary over time. The third advantage is that they can improve a noisy signal. This means that a
filtered signal has a lower variance than the raw noisy signal.

One might question the reason for using online differentiators when there are also other methods
available that can estimate derivative terms such as the famous Kalman filter [31]. This is true,
however, there are three reason for not using a Kalman filter. The first is that in this thesis, the
dynamics of a system are unknown. This also means that the input to the system is not known. If
a model would be used, it will be an autonomous model and has the form of a constant velocity or
constant acceleration model for example. These models are commonly used in radar tracking. In
fact Kalman filters have such a wide variety of applications in radar tracking that whole books are
dedicated to it [43]. The model determines how good a Kalman filter performs [11], thus for the best
results a precise model is needed. The downside of using a model based approach is that it models
one specific system, which is not flexible.

The second reason is that derivative extraction is limited by the order of the model. This means
that for a constant velocity model, the highest order derivative that can be extracted is the velocity.
Taking the derivative of the velocity will result in zero acceleration, because a constant velocity model
does not capture information about higher order derivatives. This means that other methods must be
applied to get higher order derivative than the modeled ones, which is something differentiators can
solve.

The third reason is that derivative extraction is not accurate at all if the model is not precise enough.
A constant acceleration model is for example very bad at predicting a sinusoid. This makes it hard
for a generalized model that can predict all sorts of functions.
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Besides these reasons there are also several other factors that makes a Kalman filter hard to use. Such
as the statistical properties of the noise must be known and the process noise must be tuned, which
can be quite tedious. So for all the reasons above a Kalman filter is not considered for extracting
higher order derivatives.

3-2 Two important remarks on continuous time differentiators

The first remark is that when a differentiator is defined in continuous time, it means that the input
signal is also continuous. This results in accurate simulations of the differentiator, because the time
step can be arbitrarily small. However, in real life the frequency of the differentiator is determined by
the sampling rate of the input, usually sensor samples, which are discrete. This limits the continuous
time differentiator performance significantly in practical applications. For example Taylor series ex-
pansion based differentiator (TSEBD) is very inaccurate for low values of ε while sampling it at a rate
of 20 Hz. This means that the sampling rate has significant effect on the accuracy of the derivative
estimation. As a general rule, the higher the sampling rate, the better the accuracy.

The second important remark is that when the best performing continuous time differentiators are
converted to their discrete time version, they cannot estimate derivatives of a polynomial input. This
is demonstrated in chapter 5, where the state-of-the-art differentiator is converted to discrete time.
This problem occurs in TSEBD and AEAD, other methods have not been tested if they have the
same problem. However, it is most likely that the same issue occurs in the other continuous time
differentiators mentioned in this chapter as well.

3-3 Classical Differentiator (CD)

Differentiation of a digital signal is not trivial. The noise gets extremely amplified when a signal is
differentiated in a classical sense as: ẏk = 1

∆T (yk − yk−1). To fight this amplification, in classical
control theory a differentiator is designed from an inertial system with a small time constant τ . This
filter is as follows

Y = s

τs + 1U = 1
τ

(
1− 1

τs + 1

)
U . (3-1)

This reduces the amplification of the noise with a proper chosen τ . However, this also introduces a
time lag in the system equal to τ . Another downside is that when τ becomes very small equation
3-1 approaches the naive way of differentiating so that it becomes: y(t) ≈ 1

τ (u(t)− u(t− τ))) ≈ u̇(t).
Resulting in amplification of the noise. These types of differentiators are very underperforming when
dealing with high frequency signals and noise. There are numerous methods that combat these kind
of effects as will be shown in the following sections.

3-4 Global robust exact differentiator (GRED)

The global robust exact differentiator (GRED) [35] [38] [46] [52] combines a sliding mode differentiator
with a high gain differentiator and takes the weighted average between them. Although [35] proofs
the existence of an arbitrary order robust differentiator, GRED is the realization for estimating the
first derivative. For a first order derivative estimator, the GRED is defined as follows [52].

y1 = αx11 + (1− α)x21

y2 = βx12 + (1− β)x22 (3-2)
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where y1 tracks the input u(t) and y2 represents the estimated derivative of u(t). The high gain
differentiator parameters x11 and x12 are defined as

ẋ11 = x12 −
a1
τ

(x11 − u(t))

ẋ12 = −a2
τ2 (x11 − u(t)) (3-3)

And the sliding mode differentiator parameters are defined as:

ẋ21 = x22 − λ1|x21 − u(t)| sgn(x21 − u(t))
ẋ22 = −λ2 sgn(x21 − u(t)) (3-4)

In equation 3-2, α and β have special definitions and are used to switch between the two differentiators.
They are defined as follows.

α =


0, |e1| < ε1 − c1
|e1|−ε1+c1

c1
, ε1 − c1 ≤ |e1| < ε1

1, |e1| ≥ ε1

and

β =


0, |e2| < ε2 − c2
|e2|−ε2+c2

c2
, ε2 − c2 ≤ |e2| < ε2

1, |e2| ≥ ε2

where e1 = x21 − x11, e2 = x22 − x12. The positive tuning parameters are ε1 = λ1τ , ε2 = λ2τ , c1 and
c2.

This differentiator can only estimate the first order derivative. It can estimate the derivative tolerable
for low frequency signals (equal or lower than 1 rad/s, although this is not a formal definition) with and
without noise as can be seen from Figure 3-2 and for the polynomial signal of 3-3. It has the highest
tracking error when no noise is present of the differentiators in this chapter, surprisingly it seems
to performs better than TSEBD when a polynomial signal is tracked with Gaussian noise (although
the root mean square error (RMSE) of TSEBD could be lower). It can’t track the signals for high
frequency signals (10 rad/s) as can be seen in Figure 3-2c. Another issue is that GRED has chatter
at the steady state. The reason for this is the use of the sign and a switching function.

3-5 Hybrid continuous nonlinear differentiator (HCND)

The hybrid continuous nonlinear differentiator (HCND) [53] is based on the GRED and reduces the
chatter problem. It also has slightly better noise attenuation. HCND is based on a combination of a
linear and a nonlinear differentiator. A second order hybrid system is as follows.

ẋ1 = x2 − k1|x1 − u(t)|
α+1

2 sgn(x1 − u(t))− k2(x1 − u(t))
ẋ2 = −k3|x1 − u(t)|α sgn(x1 − u(t))− k4(x1 − u(t)) (3-5)

where α, k1, k2, k3 and k4 are positive design parameters. α has to be in the range of [0, 1]. It must
be chosen carefully to obtain high tracking performance. The k parameters are used to adjust the
weight between the linear and non linear differentiator.

This differentiator works better than the GRED as can be seen in Figure 3-2 and 3-3, the combination
of a nonlinear part makes it deal effectively with a large tracking error. It also has a significantly
reduced chatter effect in the steady state error and it does not have a switching function.

However, it performs very poorly at high frequency derivative tracking as can be seen in 3-2c. The
error is large and oscillates at the same frequency of the input signal.
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3-6 Robust exact uniformly convergent arbitrary order differentiator (REUCOAD)

The robust exact convergent arbitrary order differentiator (REUCOAD) [4] [52] can estimate any order
of derivative exact within finite time. When it is used as a first order estimator, REUCOAD is defined
as follows.

ẋ1 = x2 − κ1θ |x1 − u(t)|
1
2 sgn(x1 − u(t))− k1(1− θ)|x1 − u(t)|

1+α
2 sgn(x1 − u(t))

ẋ2 = κ2θ |x1 − u(t)| sgn(x1 − u(t))− k2(1− θ)|x1 − u(t)|1+α sgn(x1 − u(t)) (3-6)

where κ1, κ1, k1, k2, θ and α are the design/tuning parameters. It is tuned based on rules, which can
be found in [4].

REUCOAD performs slightly better than HCND on high frequency signals, which can be seen from
Figure 3-2c and the polynomial in Figure 3-3 This method also has the chattering phenomena due to
the sign function as can be seen in the aforementioned figures. The only upside REUCOAD has is
that it has the shortest convergence time [52].

3-7 Taylor series expansion based differentiator (TSEBD)

As the name says, the TSEBD is based on a truncated Taylor series expansion and is defined as
follows [13].

r + εṙ + 1
2!ε

2r̈ + 1
3!ε

3 ...
r = u(t) (3-7)

This can be rewritten to extract the derivative estimations of u(t):

...
r + 3

ε
r̈ + 6

ε2 ṙ + 6
ε3 r = 6

ε3 u(t)

û(0)(t) = r(t + ε) ≈ u(t)

û(1)(t) = 3
ε

u(t)− 3
ε

r(t)− 2ṙ(t)− ε

2 r̈(t) (3-8)

û(2)(t) = 6
ε2 u(t)− 6

ε2 r(t)− 6
ε

ṙ(t)− 2r̈(t)

where ε is a small positive parameter. The smaller ε the higher the gain becomes. Which makes
the filter faster and better on continuous noise free signals. This can be seen in Figure 3-1, where
u(t) = sin(2t) is tracked with ε = 0.005. The high gain has the down side that it is very sensitive to
noise, which can be seen in Figure 3-2b and 3-3b. The input terms of û(1)(t) û(2)(t) are scaled by 3

ε
and 6

ε2 respectively, and thus will amplify noise that is on the input. The noise amplification can be
reduced by tuning ε as was done by [32] in Figure 3-8 at the cost of accuracy and lag. In Figure 3-8
it can be seen that the zeroth derivative (top middle) lags behind the true signal.

Figure 3-2c shows that TSEBD cannot track the first derivative properly, although it follows the trend
of it. This is due to a too high tuning parameter ε. A lower value of ε can track the first derivative
of an even higher frequency signal as is shown in the middle plot Figure 3-8.
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Figure 3-1: This figure is copied from [32] and shows the performance of TSEBD for the signal u(t) =
sin(2t). The error bounds (red dashed lines) are the ones from AEAD in Figure 3-6. It can be seen that it
has a very low error for the second order derivative for a low ε = 0.005.

3-8 Performance plots of GRED, HCND, REUCAOD and TSEBD

This section functions as support for the differentiators of the previous sections. It covers the plots of
the GRED, HCND, REUCAOD and TSEBD. All plots and figures are copied from [52]. The following
parameters were used for the differentiators [52].

1. GRED: a1 = 0.14, a2 = 0.2, τ = 0.1, λ1 = 6, λ2 = 28, ε1 = 1, c1 = 0.05, ε2 = 0.5 and c2 = 0.05.

2. HCND: α = 0.2 k1 = 1, k3 = 8. k2 = 7 and k4 = 25 when t ≤ 0, else k2 = 1 and k4 = 8.

3. REUCAOD: κ1 = 6.2144, κ2 = 20.48, k1 = 7, k2 = 2.1429, θ = 0 when t ≤ 1 else θ = 1 and
α = 0.06.

4. TSEBD: ε = 0.1, see section 3-7 for more details.

The follow signals are used:

1. u(t) = sin(t), which is the low frequency signal.

2. u(t) = sin(10t), which is the high frequency signal.

3. u(t) = t2 − t, which is a polynomial and can be considered to have a zero frequency.

These signals are corrupted by a bounded Gaussian normal distributed noise that is bounded by 0.05,
denoted as zg. This means that the standard deviation of the noise is 0.05.

From the plots in Figure 3-2 and Figure 3-3 and the reasoning in the previous sections, TSEBD
performs best with respect to the GRED, HCND and REUCAOD. The main reason is that it is
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3-9 Overlapping algebraic derivatives estimator (OADE) 17

capable of tracking the higher order derivatives in the absence of noise, while the others can’t track
high frequency signals at all (without retuning the parameters). The capability of tracking higher
order derivatives and high frequency signals is a very important requirement if a differentiator is used
to construct the generalized measurements for use in Active Inference.

There are two downsides to TSEBD. The first is that it is only capable of estimating up to the second
order derivative. The second is that it is very sensitive to noise, however, TSEBD can be tuned in
such a way that the derivatives are still accurate at the cost of lag in the zeroth order derivative as
was done in Figure 3-8.

3-9 Overlapping algebraic derivatives estimator (OADE)

The definition of the overlapping algebraic derivatives estimator (OADE) for the first three derivatives
is as follows [32].

û(j)(t) =

û
(j)
2 (t), (0 ≤ mod Tr < Tr/2) AND (t ≥ ϵ)

û
(j)
1 (t), (Tr/2 ≤ mod Tr < Tr) AND (t ≥ ϵ)

(3-9)

where

û
(1)
i (t) =


1
t7
i
[42t6

i u(t) + zi1(t)], for (ti ≥ ϵ)

û
(1)
i (t−

i ), for 0 ≤ ti < ϵ
(3-10)

û
(2)
i (t) =


1
t8
i
[840t6

i u(t) + 35zi1(t) + tizi2(t)], for (ti ≥ ϵ)

û
(2)
i (t−

i ), for 0 ≤ ti < ϵ
(3-11)

û
(3)
i (t) =


1
t9
i
[10080t6

i u(t) + 560zi1(t) + 28tizi2(t) + t3
i zi3(t)], for (ti ≥ ϵ)

û
(2)
i (t−

i ), for 0 ≤ ti < ϵ
(3-12)

and the corresponding filter equations are

żi1 = −882t5
i u(t) + zi2

żi2 = 7350t4
i u(t) + zi3

żi3 = −29400t3
i u(t) + zi4 (3-13)

żi4 = 52920t2
i u(t) + zi5

żi5 = −35280t1
i u(t) + zi6

żi6 = 5040u(t)

This differentiator is also based on the Taylor series. The parameter Tr determines for how long the
current estimated Taylor series is active for. This differentiator is then weighted with another one
that runs concurrent with the first one, but has a time offset of Tr/2, see the modulo operation in
equation (3-9).

Figure 3-4 shows that it is capable of tracking the derivatives with a relatively low error. It outperforms
the GRED, HCDN and REUCAOD in that regard. It can also track high frequency signals with noise
as shown in Figure 3-8, however, the noise attenuation is not that strong. Another downside is that
is has to be periodically reinitialized to maintain accuracy during the estimation process. For that
reason OADE is rated just behind TSEBD.
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(a) u(t) = sin(t)

(b) u(t) = sin(t) + zg

(c) u(t) = sin(10t) + zg

Figure 3-2: These figures are copied from [52] and show how the differentiators track the first derivative
of sinusoid inputs. The errors are plotted at the right hand side. In (a) and (b) the input is sin(t), but in
(b) this input is corrupted by additive Gaussian noise (zg). The same goes for (c), but the frequency of the
sine is increased so that the input is sin(10t) + zg. What stands out is that TSEBD can track the trend of
the derivative in (c) and has the lowest error. However, (b) shows that the TSEBD is very sensitive to the
noise.
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(a)

(b)

Figure 3-3: These figures are copied from [52] and show how the differentiators track the first derivative of
a polynomial input. The errors are plotted at the right hand side. In (a) and (b) the input is u(t) = t2− t,
but in (b) this input is corrupted by additive Gaussian noise (zg). TSEBD performs the best in (a), as it
has a zero steady state error. What stands out in (b) is that the tracking error of TSEBD has a very large
variance around zero. It is a lot more sensitive to noise than the others differentiators, although this could
be reduced by having a larger ε.
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Figure 3-4: This figure is copied from [32]. This shows that the OADE is capable of tracking higher order
derivatives with a relatively low error. However, OADE performs worse than TSEBD for the tracking error
in Figure 3-1. The flat line at the start of the derivatives are due to initialization of the first estimates in a
small time window ϵ. After that the main filter activates.

3-10 Algebraic estimation approach differentiator (AEAD)

The algebraic estimation approach differentiator (AEAD) [32] is based on a truncated Taylor series
expansion. It makes use of a differentiable function that has the same properties of the Dirac delta
function to create the estimator. That way the transfer function can be represented by a serial-parallel
connections of the basic transfer functions G(s) = a/(s + a) that have low pass characteristics. It is
formulated conveniently in a continuous time state space format and is a follows.

ẋ(t) = Ax(t) + Bu(t) (3-14)
û(t) = M̄−1Cx(t) (3-15)

The matrices A and B are

A =


−a 0 0 . . . 0
a −a 0 . . . 0
0 a −a . . . 0
...

...
... . . . ...

0 0 0 . . . −a

 , B =


a
0
0
...
0

 (3-16)

with cutoff frequency a > 0 as tunable parameter. It is recommended to set the cutoff frequency
slightly higher than the fastest system frequency. Although the transient response gets faster with
higher cutoff frequency, it does not necessarily mean that the estimates gets better, unlike TSEBD. A
too high value for a and the system estimates get worse, the same goes for a too low cutoff frequency.
This tunable parameters also determines the eigenvalues of the A matrix, because all are −a. This
means that the system is always stable.
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The matrix C is defined as

C =


0 . . . 0 0 µ10
0 . . . 0 µ20 µ21
0 . . . µ30 µ31 µ32
... . . . ...

...
...

µn,0 . . . µn,n−3 µn,n−2 µn,n−1

 , (3-17)

where the indexed elements of µ are defined as binomial expansion

µik = (−1)ka(i−1)
(

i− 1
k

)
, i = 1, 2, ..., n, k = 0, 1, 2, ..., n− 1 (3-18)

Finally the matrix M̄ is defined as

M̄ =



1 m̂1
a

m̂2
a2

m̂3
a3 . . . m̂n−1

an−1

0 1 m̂1
a

m̂2
a2 . . . m̂n−2

an−2

0 0 1 m̂1
a . . . m̂n−3

an−3

0 0 0 1 . . . m̂n−4
an−4

...
...

...
... . . . ...

0 0 0 0 . . . 1


, (3-19)

and here are the values of m̂ are also defined as binomial expansion as

m̂k = (−1)k

(
n + k − 1

k

)
, k = 1, 2, ..., n− 1 (3-20)

For efficiency, the inverse of M̄ can be calculated in a similar fashion without the need for calculating
the inverse after constructing M̄ . This inverse W = M̄−1 is defined in [32].

Figure 3-5 and 3-6 show the performance of AEAD without noise on a signal u(t) = sin(2t) for the
first five derivatives. It can be seen that it can track the higher order derivatives extremely well. The
tracking error increases over each successive derivative, but that is expected from a truncated Taylor
series expansion. This is also seen more clearly in Figure 3-7, where the error is plotted with respect
to the tuning parameters. Adding more derivatives to the estimator increases the accuracy.

Figure 3-8 shows the first two derivatives estimation of AEAD, TSEBD and OADE. The input signal
used is u(t) = sin(20t) + 0.01N (0, 1), where N (0, 1) is a Gaussian noise normal distribution. The
parameters used for the AEAD are a = 30 and n = 10. For TSEBD the parameter is ε = 0.01. For
OADE the parameters are Tr = 0.3 and ϵ = 0.08. What stands out is that the AEAD has the best
noise attenuation and it also tracks the signal extremely well, although it has a slower transient than
the other two. TSEBD still performs quite well, however, the noise amplification is clearly visible in
the bottom plot. TSEBD has some lag on the zeroth order derivative due to the relatively high ε
parameter, but it gives better noise attenuation and the lag has hardly effect on the first and second
derivative. OADE performs the worst of the three when noise is present. AEAD outperforms these
two and is therefore considered the state-of-the-art differentiator.

Although AEAD is claimed to be the best differentiator, it turns out that the discrete time version
of AEAD can’t track a polynomial input. The same is true for TSEBD and most likely for the other
differentiators as well, although this has not been validated. The derivative estimates of AEAD diverge
if a second degree or higher polynomial is used. This is shown later in Chapter 5. This divergence
sounds like AEAD is unstable in discrete time, but that is not the case. The derivative estimates are
diverging, even though the internal system stable.
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Figure 3-5: This figure is copied from [32] and shows the tracking performance of the AEAD. The red
dashed line is the analytical solution and the blue line is the estimated derivative of the input signal
u(t) = sin(2t). The estimations are denoted by u

(i)
est, where i denotes the i-th derivative. It tracks the

true derivative very good with the absence of noise. It has sharply peaked transients for the higher order
derivatives. The corresponding errors are plotted in Figure 3-6. The parameters that were used are a = 10
and n = 12.
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Figure 3-6: This figure is copied from [32] and shows the tracking error of Figure 3-5. The red dashed
line shows the bound of the estimation errors. It can be seen that the error is low at first and increases
over the amount of derivatives estimated.

Figure 3-7: This figure is copied from [32] and shows how the AEAD tracking improves by increasing the
amount of states n and is plotted over the cutoff frequency a. These upper bound errors are computed based
on the limit expression when time goes to infinity [32]. It can be clearly seen by adding more states, the
differentiator improves its accuracy. However, the accuracy reduces for every step of higher order derivative
with respect to the base signal.

Figure 3-8: This figure is copied from [32] and shows the performance of AEAD, TSEBD and OADE on a
high frequency signal with noise. The function to track is u(t) = sin(20t) + 0.01N (0, 1), and the dashed
red lines are the analytical derivatives. When looking at the bottom three plots, it can be seen that AEAD
outperforms the other two significantly in noise attenuation and estimation at the cost of a slower transient.
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3-11 Categorizing the differentiators

There are two important categories for real time differentiators based on the available literature. The
first category is their capability to track derivatives of a signal, which can be subdivided into low and
high frequency signals. The second category is how well they attenuate noisy signals. Table 3-1 shows
the scores of each differentiator mentioned in this chapter. The scores range from 0 to 10 and are
mainly based on the figures and literature throughout this chapter.

The table consist of the following categories. The most important category is the performance metric,
this covers derivative tracking of low and high frequency signals and noise attenuation. A less, but
still important metric is how many derivatives can be estimated (the more the better) and how
many tunable parameters the differentiator has (the lower the better). The last category covers the
underlying technique that the differentiator uses, a Taylor series based approach (TSB) or a sliding
mode technique (SMT). A backwards finite difference scheme (BFD) and the classical differentiator
(CD) from equation 3-1 are also included for reference. Note that all differentiators apart from the
BFD are defined in continuous time.

AEAD scores the best out of the differentiators mentioned in this chapter. This was also clearly
shown by the convincing plot of Figure 3-8. It shows that it outperforms TSEBD and OADE, which
are second and third respectively. AEAD is capable of tracking high frequency signals as well as
estimate any order of derivatives. This is reflected in the scores of AEAD in Table 3-1. TSEBD scores
second best if tuned properly. The effects of a good tuned TSEBD can be seen in Figure 3-8 vs the one
of 3-2c. Due to this conflict the score of this differentiator has been given a range. What also stands
out is that every good performing differentiator makes use of a Taylor series based approach. It shows
that these methods have at most two tunable parameters that are easily understandable. This makes
the TSB methods a lot easier to tune with respect to the SMT based methods, which have more than
four tunable parameters. And those parameters do not make physically sense of how they affect the
performance and will require lots of trial and error to get right.

Performance of eight types of differentiators
LF derivative HF derivative noise max tunable underlying

Method tracking tracking attenuation derivatives parameters technique
BFD 0.0 0.0 0.0 > 1 0 TSB
CD 1.0 to 3.0 1.0 1.0 to 5.0 1 1 -
GRED 4.0 2.0 5.0 1 6 SMT
HCND 7.0 2.0 4.0 1 5 SMT
REUCAOD 6.0 3.0 4.0 > 1 6 SMT
OADE 7.0 4.0 5.0 > 1 2 TSB
TSEBD 4.0 to 7.0 2.0 to 5.0 1.0 to 6.0 2 1 TSB
AEAD 9.0 7.0 8.0 > 1 2 TSB

Table 3-1: This table lists one discrete time (BFD) and seven continuous time differentiators to show how
they perform in each category. LF and HF denotes low frequency and high frequency respectively. A greater
number indicates a better score, except for the tunable parameters catagory. SMT denotes the sliding mode
technique and TSB is a Taylor series based technique. The CD (classical differentiator) and TSEBD have
a range of scores, because their tuning parameter can have a lot of effect on the noise attenuation and
thus the tracking accuracy at the cost of lag. From this table its easy to see that the top performing
differentiators are the last three. They have in common that they are all Taylor series based (TSB), but
the best one is clearly the AEAD.
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Chapter 4

Proposed method for finding Generalized
Measurements

The previous chapter shows that it is possible to extract higher order derivatives from a single signal.
The best performing differentiators are the ones that make use of a truncated Taylor series. The
proposed method in this chapter uses a Taylor series and first order solution to a differential equation
at its base, which can be exploited by differentiation to get higher order derivatives. Section 4-1
explains the proposed method thoroughly.

The inspiration for finding higher order derivatives are ordinary differential equations (ODE), because
their solutions are usually exponential functions and can be differentiated multiple times. These are
the backbone of the proposed method and are explained and exploited in section 4-2 to 4-4.

The main concept of finding higher order derivatives of a single signal is that it is possible to create a
dynamic system that tracks the signal in real time. When a system is dynamic, it can be differentiated
and therefore allows for extraction of higher order derivatives. The proof of concept of the proposed
differentiator is shown in 4-5. The system is not always stable, therefore the stability of the system is
analyzed in section 4-6. Finally this chapter ends with a noise analysis in section 4-8 to show how the
standard deviation of noise propagates per extra derivative estimated.

4-1 Proposed method: Recurrent Low Pass Algebraic Differentiator (RL-
PAD)

The proposed causal differentiator that can estimate higher derivatives and track a polynomial signal
is defined in discrete time by the following two recurrence equations.

y
(i)
k+1 =

(
y

(i)
k − u

(i)
k

)
e−ωih + u

(i)
k +

n−i−1∑
j=1

hj

j! y
(j)
k for i = 0, 1, ..., n− 1 (4-1)

u
(i+1)
k+1 = −ωi

(
y

(i)
k − u

(i)
k

)
e−ωih +

n−i−2∑
j=0

hj

j! y
(j)
k for i = 0, 1, ..., n− 2 (4-2)

In a nutshell, equation (4-1) and (4-2) continuously estimates the Taylor series expansion coefficients
of the external input signal u

(0)
k at any k by using low pass filtered derivative terms of itself. The

analytic definition of a low pass filter makes it differentiable and is used as an a priori value of the
derivatives u

(i+1)
k that is used in the k + 1 step. At that step these derivatives are filtered again in
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(4-1) by using them as inputs to steer the system in the proper direction until it converges towards
the true values of the Taylor expansion of the true input.

Equation (4-1) outputs the derivative estimate y
(i)
k+1, where the superscript (i) denotes the order of

derivative estimate. The amount of derivatives that are estimated go up to n, which also includes the
0th derivative. This means that for n = 2, the zeroth (y(0)

k+1) and first derivative (y(1)
k+1) are estimated.

The input to this equation is represented by u
(i)
k . The most important input is at i = 0. This is the

external signal sample whose derivatives are estimated and is represented by u
(0)
k .

Equation (4-2) determines the inputs u
(i+1)
k+1 for the higher order derivative estimates of y

(i)
k+1. These

updated inputs are in fact the derivative with respect to h of equation (4-1), with the assumption that
y

(i)
k and u

(i)
k are constant. This equation adds two types of dynamics to the estimations of y

(i)
k+1. The

first is due to the low pass filter and the second is that the output u
(i)
k+1 is used at the next step of

equation (4-1) that adds a lag. Thus the system order of (4-1) is 2n− 1.
The term h is in both equations the time step and the cutoff frequencies are ωi, which are tunable
parameters. The summation term represents a truncated Taylor series expansion, but note that in
equation (4-1) the series start at the second term.
When these equations work in unison, they do the following. The input is fed through a first order low
pass filter term and is then compensated by the truncated Taylor series expansion. This significantly
reduces lag for the output y

(i+1)
k+1 . Note that the Taylor series expansion requires the terms y

(j)
k which

are based on y(0) of previous samples. To determine the higher order derivative estimates, equation
(4-2) calculates the derivative of y

(i)
k with respect to the time step h. This derivative term u

(i+1)
k , will

approach the real derivative of a signal over time. However, this term is always larger when there is
a mismatch between the true and real derivative. Therefore it is filtered through the low pass filter
in equation (4-1) at the next step to attenuate this high value and be compensated for lag by the
summation term. These low pass filters at every step are the inspiration of the name for the proposed
method. In essence the two steps that are repeated each time are: Firstly update y

(i)
k+1 by using the

derivatives of the previous state u
(i)
k , but remember that u

(0)
k is always the raw input of the external

signal. Secondly use this y
(i)
k+1 to calculate u

(i)
k+1 and set u

(0)
k properly.

An intuitive interpretation why the algorithm can estimate coefficients of the Taylor series expansion
of the input is as follows. Suppose we have a signal r(t) that can be expanded as a Taylor series
around t = 0 as

r(t) = r0 + ṙ0t + 1
2 r̈0t2 + ...

Converting it to discrete time with time step h results in

rk+1 = rk + ṙkh + 1
2 r̈kh2 + ...

Expanding equation (4-1) for the zeroth derivative (i = 0) and using rk as input we get

y
(0)
k+1 =

(
y

(0)
k − rk

)
e−ω0h + rk + y

(1)
k h + 1

2y
(2)
k h2 + ...

Assuming that the algorithm is stable and converges over time, then when the term
(
y

(0)
k − rk

)
≈ 0

for all k steps after that (this means that also
(
y

(0)
k+1 − rk+1

)
≈ 0 ), the remainder of equation (4-1)

will approximately be

y
(0)
k+1 ≈ rk+1 ≈ rk + y

(1)
k h + 1

2y
(2)
k h2 + ...

This means that

rk + y
(1)
k h + 1

2y
(2)
k h2 + ... ≈ rk + ṙkh + 1

2 r̈kh2 + ...

(4-3)
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and therefore

y
(1)
k ≈ ṙk

y
(2)
k ≈ r̈k

...
y

(n−1)
k ≈ r

(n−1)
k

Thus the derivatives of rk are found by estimating the coefficients of the Taylor series expansion. It is
important to note that the higher order derivatives become progressively less accurate, because each
order is based on the derivative estimate of one order lower. The reason for this is that y

(1)
k is based on

u
(0)
k and derivative estimate y

(2)
k is based on the input estimate of y

(1)
k . This dependency of estimations

based on estimations causes the accuracy of higher order derivatives estimates to decrease.

Important tuning parameters are the cutoff frequencies ωi for i = 0, 1, ..., n− 1 where n represents the
amount of derivative estimates in the system (including the 0th) and i denotes the order of term for
each cutoff frequency. This means that i = 0 is for the 0th derivative, i = 1 for the first, i = 2 for
the second, etc. The main transient (of the zeroth derivative) is determined by ω0. It is necessary
that ωi+1 < ωi, because it is important to have the lowest derivative converge properly before orders
above it do. This means that ωi for i ̸= 0 controls the damping of the response. The consecutive
decreasing values of ωi have the downside that the bandwidth for higher order derivatives gets lower for
each consecutive derivative estimation step and therefore, estimations of higher derivatives decrease
in accuracy rapidly. This phenomenon is also observed in simulations of the AEAD.

Tuning every ωi individually is not an easy task, therefore to reduce the amount of tuning parameters
to three ωi is defined as

ωi+1 = 1
fred

ωi, for i = 0, 1, ..., n− 2, and adviced to have fred >= 2.0. (4-4)

It can also be described in terms of ω0 as

ωi+1 = 1
(fred)i+1 ω0

The tuning parameters are now ω0, fred and n and are all positively valued. The rise time is determined
by ω0. The parameter fred controls the damping of the response, a higher value adds more damping.
Note that the time step h is not considered a tuning parameter, because this is determined by the
sample rate of a system. This makes tuning a lot easier for large n, although the values of ωi can be
individually tuned for better performance. The reduction factor fred >= 2.0 is empirically chosen so
that it gives a good damped response for the zero-th derivative. The advised lower limit of fred = 2.0
gives a good balance between ω0, h and n before the system becomes unstable. But note that the
stability is based on a combination of ωi, n and h together.

The transient response is determined by the parameters ω0, fred, n and also the time step h. A
smaller h allows for a faster response, because it increases the bandwidth of ω0. This means that
ω0 can be higher so that lowest cutoff frequency ωn−1 = ω0/ (fred)n−1 is also higher. For the best
estimation results, the cutoff frequency ωn−1 associated with the highest derivative should have a
cutoff frequency that is higher than the input its highest frequency. The amount of derivatives (n)
also affects the response, it becomes slower when more derivatives are estimated. The reason for this
is that higher derivatives are progressively adding slower dynamics to the system and thus they take
longer to converge. This slow converging is then fed back through all lower order derivatives resulting
in them taking more time to settle. As mentioned before, this behavior is also observed in AEAD.

This method can be seen as hybrid between TSEBD and AEAD, the proposed method has a similar
formulation to TSEBD, but with the noise attenuation of AEAD. The clear appearance of the truncated
Taylor series is what the proposed method has in common with TSEBD. AEAD is also based on a
truncated Taylor series, but it is convoluted in the matrix equations. The response based on the tuning
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parameter of TSEBD and the proposed method are also similar, the higher the value the faster the
response and the more accurate the estimates become. However, TSEBD estimates the derivatives
without filtering them resulting in a high noise sensitivity, in contrast the proposed method does filter
the signals before estimating the derivatives and is therefore less sensitive to noise. TSEBD estimates
the derivatives without filtering them, in contrast the proposed method does filter the signals before
estimating the derivatives. This is similar to the AEAD, that filters higher order derivatives of its
internal system through serial-parallel connected low pass filters and estimates the derivative based
on a high gain measurement matrix. The proposed method does not have a high gain measurement
matrix as is shown in the state space formulation of section 4-1-1. The proposed method has stronger
noise attenuation for the higher order derivatives, because the recurrent low pass filter makes sure
that noise and derivative estimates are contained within finite bounds or go to zero depending on the
filter parameters used.

To improve the readability of this chapter, the outputs of equation (4-1) and (4-2) are split up with
a different notation and are as follows. The state estimate y

(i)
k is notated by

yk = y
(0)
k

ŷ
(i+1)
k = y

(i+1)
k ,

where yk denotes the zeroth order derivative estimate and ŷ
(1+i)
k the higher order derivatives. These

are also denoted as dot notation extensively. The input estimates u
(i)
k is split up and notated as

rk = u
(0)
k

d

dh
yk = u

(1)
k

d

dh
ŷ

(i+1)
k = u

(i+1)
k

The true input is represented by rk that comes from an external source, such as sensor samples. The
input estimates that are used to estimate higher order derivatives are d

dhyk and d
dh ŷ

(i+1)
k . They are

denoted by d
dh of the state estimate, because that is a better understandable notation for the derivation

of the proposed method. The terms with prefix d
dh are also called raw derivatives throughout this

chapter.

4-1-1 RLPAD discrete time state space representation

The equations (4-1) and (4-2) have no way of directly telling that the system is stable if used with a
set of parameters ωi, h and n. A solution to this would be to convert them to a discrete time state
space so that the system matrix can be analyzed for stability. The RLPAD can be written as a linear
system of equations as

xk+1 = Axk + Buk

yk = Cxk (4-5)

The matrix A is constructed by the following conditional expression.

Aij =



eαSj+1, if i = j

−ωαeαSj+1 + (1− eβ)Sj , if i = j + 1
ωβeβSj , if i = j + 2

1
(β − γ)!h

(β−γ)!Sj+1, if i < j

0, otherwise

(4-6)
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Here is eα = e−ωαh and the same goes for eβ. The integer values α, β and γ are defined as the floored
values of α =

⌊
j−1

2

⌋
, β =

⌊
j
2

⌋
and γ =

⌊
i
2

⌋
. Sj is an altering series that outputs 0 if j is odd and 1 if

even. It is defined as
Sj = (−1)j + 1

2 , j ∈ Z

This is also used in the construction of the non square C matrix. This C matrix has a size of (n×2n−1)
and is defined as

Cij =
{
Sj , if 2i− 1 = j

0, otherwise
(4-7)

The matrix B is very trivial and is

B = [1− e0, ω0e0, 0, ..., 0]⊤ (4-8)

and has a size of (2n− 1× 1).

As an example, the matrices A, B and C are expanded below for n = 5 to show what the matrices
should look like if done properly. To avoid confusion with u in equation (4-5), the outputs of equations
(4-1) and (4-2) use the expanded notation of the output terms that was mentioned at the end of the
previous section. The raw derivatives terms ( d

dhy
(i)
k ) increase the matrix size by 2n− 1, where n is the

amount of derivatives to be estimated including the 0th. This means that for the case of n = 5 the
discrete time state space system estimates the 0th to 4th derivative and is

y(0)

d
dhy(0)

ŷ(1)

d
dh ŷ(1)

ŷ(2)

d
dh ŷ(2)

ŷ(3)

d
dh ŷ(3)

ŷ(4)


k+1︸ ︷︷ ︸

xk+1

=



e0 0 h 0 1
2h2 0 1

6h3 0 1
24h4

−ω0e0 0 1 0 h 0 1
2h2 0 1

6h3

0 1− e1 e1 0 h 0 1
2h2 0 1

6h3

0 ω1e1 −ω1e1 0 1 0 h 0 1
2h2

0 0 0 1− e2 e2 0 h 0 1
2h2

0 0 0 ω2e2 −ω2e2 0 1 0 h

0 0 0 0 0 1− e3 e3 0 h

0 0 0 0 0 ω3e3 −ω3e3 0 1
0 0 0 0 0 0 0 1− e4 e4


︸ ︷︷ ︸

A



y(0)

d
dhy(0)

ŷ(1)

d
dh ŷ(1)

ŷ(2)

d
dh ŷ(2)

ŷ(3)

d
dh ŷ(3)

ŷ(4)


k︸ ︷︷ ︸

xk

+



1− e0

ω0e0

0
0
0
0
0
0
0


︸ ︷︷ ︸

B

u

with ei = e−ωih for i = 0, 1, ..., n− 1. The output yk is

y(0)

ŷ(1)

ŷ(2)

ŷ(3)

ŷ(4)


k︸ ︷︷ ︸

yk

=


1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1


︸ ︷︷ ︸

C

xk

The matrix that is most important is the A matrix. The stability of the system is determined by
calculating the eigenvalues of A. Since this system is defined in discrete time, the system is stable
when the absolute value of the eigenvalues fall within the unit circle, i.e. are less than one. However,
due to the size of the A matrix, analytical methods are not feasible for determining the stability for
n > 2. Therefore numerical methods must be used to find the eigenvalues. The software Matlab for
example can do this easily by using the eig(A) function. Combining this with the tuning based on
the parameters n, ω0 and fred (see equation (4-4), it is not hard to find a stable A matrix rapidly.
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The only disadvantage of this state space representation is that matrices are sparse due to the large
state vector xk that also contains the raw derivative terms next to the estimated derivatives of u. This
sparsity wastes computational resources and increases computational complexity, which is O((2n−1)2).

4-1-2 RLPAD algorithm

Equation (4-1) and (4-2) can be captured in a single algorithm, see Algorithm 1. The algorithm takes
as input a set of ordered ω ∈ Ω (Ω = [ω0, ω1, ..., ωn−1]), a time step size h, an input u, the raw derivative
states M and the state of the current dynamic system X. The state X contains the state estimates
of the current time step so that X = [yk, ˆ̇yk, ˆ̈yk, ...]. These are the estimated derivatives including
the zero-th derivative. The raw derivatives states are structured as M =

[
0, d

dhyk, d
dh

ˆ̇yk, d
dh

ˆ̈yk, ...
]
.

This algorithm has to run every time step and has to be updated with the new state, the new raw
derivatives and input each time. Note that this algorithm makes use of the truncated Taylor series
expansion of Algorithm 2.

The complexity of this algorithm is O(n2), for the reason that computing a factorial has O(n) com-
plexity and that has to be computed n times. This results in a computational complexity of O(n2).
The complexity can be improved, because the Taylor series doesn’t have to be computed for all n
terms. When the time step is small enough, the accuracy does not improve much after three terms,
because four or higher terms will be approximately zero (h3 ≈ 0). In that case the total complexity
would be O(3n).

Algorithm 1 Algorithm for extracting higher order derivatives
1: Input
2: a set of cutoff frequencies Ω
3: time step h
4: input u
5: a set of raw derivative states M of X
6: a set of states X which also have the estimated terms in the Taylor series
7: Output
8: Y , a set of new states and estimates of the derivatives of the measurement. P , a set of raw

derivative terms required for updating the next step
9: procedure RLPAD_Step(Ω, h, u, M, X)

10: Y.init(X.size()) ▷ A new list to contain the updated states
11: P.init(X.size()) ▷ A new list to contain the raw derivative states, with 0th index 0
12: M [0] = u ▷ Assign the input to the 0th index
13: for (i← 0 to X.size() − 1) do
14: xc ← X[0] ▷ the first entry is used to update the state
15: X[0]← 0 ▷ Force this to 0 so it has no effect in the Taylor Series
16: y ← (xc −M [i])exp(−Ω[i]h) + M [i] + TaylorSeriesStep(X, h) ▷ Update
17: X.pop(0); ▷ Remove the first entry of X
18: Y [i]← y ▷ Assign the new state estimate to Y
19: ẏ ← −Ω[i](xc −M [i])exp(−Ω[i]h) + TaylorSeriesStep(X, h) ▷ Derivative of y
20: P [i + 1]← ẏ ▷ Assign ẏ to the list for a new "measurement" for a future step
21: end for
22: return Y , P ▷ The set of new states of X and the set of raw derivatives of X
23: end procedure

4-2 Second order differential equation for tracking

This section goes through the steps of how the proposed differentiator came to be. Let’s first take a
look at how a tracking system behaves in a physical sense. A very good example is a critically damped
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Algorithm 2 Algorithm for calculating the result of a Taylor series
1: procedure TaylorSeriesStep(T, h) ▷ An array of terms T and step size h
2: y ← 0
3: for (i← 0 to T .size() − 1) do
4: y ← y + T [i]hi/i! ▷ Sum each individual term of the Taylor Series
5: end for
6: return y ▷ The output for the Taylor series
7: end procedure

mass spring damper system that follows a forced input xr as shown in Figure 4-1. A damped system
also has the nice property of being less sensitive to noise at higher frequencies than that of the system
itself. This will prove quite useful in designing a method for extracting derivatives later on.

Figure 4-1: A model of a mass spring damper system with a prescribed motion xr. In this image k is the
spring constant, c the damping coefficient and m the mass. The direction of the displacement is indicated
by x.

From the free body diagram the differential equation can be extracted as follows.

mẍ + cẋ + kx = mẍr + cẋr + kxr (4-9)

ẍ + c

m
ẋ + k

m
x = mẍr + c

m
ẋr + k

m
xr (4-10)

(4-11)

Let m = 1, then the second order differential equation becomes:

ẍ + cẋ + kx = ẍr + cẋr + kxr (4-12)

Assume that xr, ẋr and ẍr are known and that they can be represented as:

xr = 1
2 ẍr0t2 + ẋr0t + xr0 (4-13)

ẋr = ẍr0t + ẋr0

ẍr = ẍr0

which is in essence a truncated Taylor series. This is an very important concept throughout this
chapter.

The system is critically damped when c = 2
√

k. This comes from the famous differential equation:

ẍ + 2ζωnẋ + ω2
nx = 0 (4-14)
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when ζ = 1 and k = ω2
n. This well known differential equation has the solution in the form of:

x(t) = (C1 + C2t)eλt (4-15)

with λ = −ωn as a double root. So for equation (4-12) the double root is λ1,2 = −
√

k and plugging
this into (4-15) gives the homogeneous solution xh.

The general solution of this second order system is:

x = xh + xp (4-16)

To find the particular solution xp, an ansatz is needed. Let’s say that

xp = At2 + Bt + C. (4-17)

The term x and its derivatives are substituted for xp in equation (4-12). The full expressions of xr of
equation 4-13 also gets substituted in that same equation. Then equation (4-12) becomes:

2A + c(2At + B) + k(At2 + Bt + C) = ẍr0 + c(ẍr0 + ẋr0) + k(1
2 ẍr0t2 + ẋr0t + xr0) (4-18)

Collecting the terms give:

kAt2 + (2CA + kB)t + 2A + cB + kC = 1
2kẍr0t2 + (cẍr0 + kẋr0)t + ẍr0 + cẋr0 + kxr0 (4-19)

From this equation A, B and C can be solved:

A = 1
2 ẍr0

2cA + kB = cẍr0 + kẋr0

B = ẋr0

2A + cB + kC = ẍr0 + cẋr0 + kxr0

C = xr0

It can be seen that the coefficients A, B and C have the same values as the coefficients of the truncated
Taylor series of xr. Now that the coefficients of the particular solution are known, the initial values
can be used to solve the constants C1 and C2 to get the general solution of equation (4-12). Plugging
it into equation 4-16 and taking the derivative:

x(t) = (C1 + C2t)eλt + 1
2 ẍr0t2 + ẋr0t + xr0 (4-20)

ẋ(t) = λ(C1 + C2t)eλt + ẍr0t + ẋr0 (4-21)

The initial conditions at t = 0 are x(0) = xi and ẋ(0) = ẋi then by evaluating the equations above at
t = 0:

x(0) = C1 + xr0 = xi

C1 = xi − xr0 (4-22)

ẋ(0) = λC1 + C2 + ẋr0 = ẋi

C2 = ẋi − ẋr0 − λ(xi − xr0) (4-23)
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This gives the general solution

x(t) = (xi − xr0)eλt + (ẋi − ẋr0 − λ(xi − xr0))teλt + 1
2 ẍr0t2 + ẋr0t + xr0 (4-24)

This solution tracks the target xr perfectly with no error and no lag, because the exponential terms
go to zero when t → ∞ and the remainder is the truncated Taylor series which happens to be equal
to xr in equation 4-13. Note that this can only track xr perfectly if xr and its time derivatives are
known and have no noise on the signal. If the truncated Taylor series is omitted, the system will lag
the target when it accelerates. This is due to the nature of the second order system, a third order
dynamical system can track constant acceleration for example.

The continuous time domain solution is not useful for target tracking, because the target to be tracked
can change its states, such as position and velocity, over time. This requires to update the initial
conditions for every sample, therefore it has to be discretized. The solution can be easily discretized
in time with time step h = Ts:

xk+1 = (C1,k + C2,kh)eλh + 1
2 ẍr,kh2 + ẋr,kh + xr,k

ẋk+1 = λ(C1,k + C2,kh)eλh + C2,keλh + ẍr,kh + ẋr,k (4-25)
with
C1,k = xk − xr,k

C2,k = ẋk − ẋr,k − λ(xk − xr,k)

In this set of equations k represents the current sample, xr the measurement of the target as the input
and xk the current state of the system tracking the target. λ is the double root of the characteristics
equation of the system and can be seen as a cutoff frequency.

This set of equations has two advantages for the problem of finding higher order derivatives. The first
is that it is possible to differentiate equation (4-25) multiple times with respect to h as it is represented
by an exponential. Therefore, higher order derivatives can be found. The second advantage is that a
damped system attenuates noise, which will be required when the input is real noisy sensor data.

On the other hand the system of equations (4-25) has two problems. The first problem is that the
equations require knowledge about ẋr,k and ẍr,k. However, these derivatives of the measurement are
unknown. In fact, finding these derivatives is the main goal of the thesis. The second problem is
that C2,k needs the derivative ẋk of the system itself as well as the measurement derivative ẋr,k.
This means that it requires two unknown derivatives where the latter depends on the first. This
makes the estimations inaccurate, because the estimated "measurement" derivative depends on another
estimation. In order to eliminate this problem, the system can be reduced by one order as will be
explained in the next section.

There are two important concepts to be learned from this differential equation. The first is that it
allows for extracting of higher order derivatives of an input signal due to the exponential term. The
second is that if the measurement is noise free and the derivatives are known, a dynamic system can
be used to track the signal perfectly. However, the derivatives of inputs/measurements are considered
unknown in this thesis and are usually not readily available in real systems.

4-3 First order ODE, a simpler model

As mentioned before, the second order ODE has as problem that it requires known derivatives of input
xr and derivatives of it self for ẋk+1. In order to avoid that, the system is reduced by one order. A
first order differential equation has the form of:

τ0ẏ + y = r (4-26)
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In this equation τ is the time constant, r is the measurement that is tracked and y is the state of the
tracker. A physical interpretation of this system is a differential equations for the velocity of a falling
mass under constant acceleration with linear air resistance (v̇ + kv = g).

The solution to this differential equations is as follows. First solve the homogeneous solution:

τ0ẏ + y = 0
ẏ + ω0y = 0

with: ω0 = 1
τ0

The root of the characteristic equation is

λ = −ω0 (4-27)

The homogeneous solution has the form of

yh(t) = C1e−ω0t (4-28)

For the particular solution an ansatz is

yp = A

Plugging yp into the differential equation for y and solve for A:

τ0ẏp + yp = r

A = r

yp = r

The general solution is:

y = yh + yp

y = C1e−ω0t + r

The general solution constant term C1 can now be solved using the initial conditions at t = 0 so that
y(0) = y0, where y0 is the initial condition.

y(t) = C1e−ω0t + r

y(0) = C1 + r = y0

C1 = y0 − r

The solution to the differential equation is:

y(t) = (y0 − r)e−ω0t + r (4-29)

For the same reasons mentioned in the previous section, it has to be in discrete time with h = Ts:

yk+1 = (yk − rk)e−ω0h + rk (4-30)

The input term r is the measurement and the cutoff frequency is ω0. Just as the second order solution
to the ODE in equation (4-16) it has low pass characteristics. In fact, the solution above is a first
order low pass filter and can be represented by a resistor-capacitor circuit (RC filter). This means
that if it is differentiated with respect to time, it is exactly equal to the classical differentiator (CD)
of equation (3-1).

The solution of equation (4-30) has two advantages. The first advantage is that it is possible to take
derivatives multiple times, which allows for extracting higher order derivatives for noise free signals.
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Figure 4-2: The step response in (a) and a sine input r = sin(t) in (b) of the solution to the first order
differential equation of (4-30) (a low pass filter). The parameters used are ω0 = 10 and a time step of
h = 0.01. It tracks the constant input perfectly in (a). It follows the trend of the input with a lag when a
time varying input is used in (b)

The second advantage is that the equation does not depend on higher order terms of itself as was the
case with the second order ODE in equation (4-16).
When r is constant, it can track the input perfectly (see Figure 4-2a). However, when r has a constant
velocity ṙ, the tracker will lag behind the target. This can be clearly seen in Figure 4-2b, where y lags
the input by some amount. To be precise, it will lag τ0ẏ in distance and note that ẏ = ṙ when t→∞.
Although one could make τ0 very small to reduce lag, but this also has the side effect that the cutoff
frequency ω0 = 1

τ0
is very high and thus will be more sensitive to noise. The reason for this is that it

is exactly equal to the classical differentiator in (3-1. So this solution comes with all the problems the
classical differentiator has, i.e. noise amplification for high gains and lag for low gains. This is not
desired for tracking, the tracker must track the input as accurate as possible. The next section covers
a method to reduce lag significantly.

4-4 Compensator

The second order ODE in section 4-2 shows that with prior knowledge of the truncated Taylor series of
the input helps to track the target with zero error. However, in this thesis the derivatives are unknown
and therefore a truncated Taylor series cannot be constructed directly. Despite that, it is possible to
estimate the coefficients of the Taylor series over time instead, which in turn are the estimates of the
derivatives of the input. This section shows how to do that by extending the first order ODE of the
previous section with a compensator that helps to reduce lag and allows for extracting higher order
derivative.

4-4-1 Input as Taylor series

A continuous signal can be represented by an infinite Taylor series around a point t0. This means that
signal r(t) can be represented as an infinite polynomial:

r(t) = r(t0) + ṙ(t0)
1! (t− t0) + r̈(t0)

2! (t− t0)2 +
...
r (t0)

3! (t− t0)3 + ... (4-31)

When r(t) is substituted in equation (4-26) and set t0 = 0 for convenience it becomes:

τ0ẏ + y = r(0) + ṙ(0)t + r̈(0)
2 t2 +

...
r (0)

6 t3 + ... (4-32)
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This first order differential equation has the solution in the form of:

y(t) = C1e−ω0t + A + Bt + Ct2 + Dt3 + ... (4-33)

One might expect that the coefficients of A, B, C and D are the same as the ones of the differential
equation of (4-19). Although it would be very convenient to have, this is not case. When the differential
equation of (4-33) is solved for a second degree polynomial input, the coefficients are:

A = r(0)− τ0ṙ(0) + τ2
0 r̈(0)

B = ṙ(0)− τ0r̈(0)

C = 1
2 r̈(0)

C1 = y0 − r(0) + τ0ṙ(0)− τ2
0 r̈(0)

This shows that the coefficients depend on multiple derivative terms of r which did not solve the
problem of having derivatives of r in the coefficients. The derivative terms of the input r are required,
which are unknown. The goal is to find these derivatives of signals and eventually also for noisy
signals.

A solution to this is to set the coefficients (A, B, C, ...) with the same values of the truncated Taylor
series and keep the first order low pass filter as is. The solution of equation (4-29) is augmented so
that it can follow the Taylor series of (4-31). Then the solution becomes:

y(t) = (y(t0)− r(t0))e−ω0(t−t0) + r(t0) + ṙ(t0)
1! (t− t0) + r̈(t0)

2! (t− t0)2 + ... (4-34)

The main idea of this is that when t→∞ the exponential term is equal to zero, and thus the Taylor
series remain. However, a truncated Taylor series can only estimate the input accurate in a small
range around an evaluating point. So in order to improve the estimation, this equation has to be
evaluated at several evaluating points of the input. When this is done for a set of evaluating points
te the solution of y(t) will converge to the Taylor series around that given ti, where i denotes the i-th
evaluation point. Thus it will match the input signal more accurately.

Evaluating equation (4-34) for a set of evaluating points te turn this continuous equation into a
discrete problem. The reason for that is that the equation its initial conditions has to be set at every
newly evaluated ti, and those initial conditions depend on the previous evaluating point at ti−1 just
before t = ti. This causes discontinuities in equation (4-34). This is shown in Figure 4-3, where the
evaluating points of the set te are shown. By adding more evaluating points, the equation stays more
close to the reference input. This means that when making the steps between evaluating points so
small, so that a small increment h of time t ends up at a new evaluating point, a recurrence equation
will appear. This transforms equation (4-34) to its discrete time variant and is:

yk+1 = (yk − rk)e−ω0h + rk + ṙkh + 1
2 r̈kh2 + 1

6 r̈kh3 + ..., (4-35)

where k denotes the k-th sample at time t = kh and h is the time step.

Note that equation (4-34) and (4-35) are not the solution to the differential equation. This augmen-
tation must be seen as a compensator to reduce lag. This formulation is very similar to the dynamic
system of TSEBD in equation (3-7), but with a low pass filter at the start and is defined in discrete
time.

The problem of the equation above is that, as mentioned before, the derivatives of the input signal are
unknown. A way to solve this issue is to estimate the derivatives of rk by having the derivatives of rk

be a function of yk and rk. The next section explains how these input derivatives can be estimated.
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Figure 4-3: These plots show the truncated Taylor series expansion of 4 terms of the function f(t) at
several evaluation points. It shows that when more evaluation points are added, the Taylor series of 4
terms can estimate the function more accurately. The continuous change of evaluating points creates
discontinuities in equation (4-34) and is, therefore, turned into a discrete time equation (4-35).

4-4-2 Estimating the Taylor series coefficients

There are three properties that can be exploited from equation (4-30). The first is that it has a steep
gradient or velocity at the start of a step response, see Figure 4-2a, which can be used to estimate
derivatives. The second is that it can follow the trend of a time varying signal with some lag (Figure
4-2b) and the third is that it can attenuate noise, since it is a low pass filter at its core. The key
idea is to combine these properties in a feedback loop to compensate for the lag, attenuate noise and
give a better tracking accuracy than without a compensator. Rewriting equation (4-35) to work with
estimates of derivate terms of rk denoted by ŷ gives:

yk+1 = (yk − rk)e−ω0h + rk + ˆ̇ykh + 1
2

ˆ̈ykh2 + 1
6

.̂..
y kh3 + ... (4-36)

For simplicity, the higher order terms are omitted for a first analysis. So the equation reduces to:

yk+1 = (yk − rk)e−ω0h + rk + ˆ̇ykh (4-37)

The next question is, what would ˆ̇y be? One might try to estimate the velocity as the direct derivative
of the equation above so that

ˆ̇yk+1 = d

dh
yk+1 = −ω0(yk − rk)e−ω0h + ˆ̇yk (4-38)

Note that all the y and ˆ̇y terms are assumed constant during differentiation. This has to be done,
because these are also constant in the continuous time variant of the Taylor series. This way it
preserves the interchangeability between a continuous and a discrete time Taylor series. Or to put
in a signal processing way, the terms y and ˆ̇y are constant during a step k, because the samples are
modeled as zero order hold.
At first glance derivative feedback could work, but when transformed to the Z-domain it will turn out
that this method induces oscillations for a wide range of combinations for ω0h < 1, which can be seen
in Figure 4-4. This is bad as the oscillations will be induced for low values of ω0, essentially removing
low pass characteristics. The following analysis makes this this clear.
The system that has feedback with a velocity term of itself is

yk+1 = (yk + rk)e0 + rk + ˆ̇ykh, e0 = e−ω0h (4-39)
ˆ̇yk+1 = −ω0(yk + rk)e0 + ˆ̇yk
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The Z-domain transformations are as follows.

Z{yk} = Y (z)
Z{rk} = R(z)

Z{ˆ̇yk} = ˆ̇Y (z)

Then the system of equations of (4-39) can then be transformed to the Z-domain as:

zY (z) = e0Y (z) + (1− e0)R(z) + h ˆ̇Y (z)

z ˆ̇Y (z) = −ω0e0Y (z) + ω0e0R(z) + ˆ̇Y (z)

This can be written as a discrete transfer function by substituting ˆ̇Y (z) and rearranging the terms so
that the transfer function becomes

Y (z)
R(z) = (1− e0)z + e0 − 1 + ω0e0h

z2 − (e0 + 1)z + e0 + ω0e0h
, with e0 = e−ω0h (4-40)

It is interesting to see that the system turned into a second order system by adding a velocity term
that depends on itself to the base function. This is not that strange because the velocity feedback
added additional dynamics to the system. This transfer function is stable, as it has its roots of the
denominator always within the unit circle. However, it will be an oscillating system with low damping
for a wide range of values of ω0 and h. This can be shown by the analysis of poles. The characteristic
equation is z2 − (e0 + 1)z + e0 + ω0e0h, rewriting this to

Ceq = z2 + βz + γ (4-41)
β = −(e0 + 1)
γ = e0 + ω0e0h

allows us to find the roots easily. The range of values of β and γ are limited by the nature of the
exponent for negative values. The ranges are found as follows. Set e0 = e−κ with κ = ω0h and κ ≥ 0.
The limits of β can be directly found from the fact that 0 ≤ e0 ≤ 1 and therefore the limits are

lim
κ→0

β = −2

lim
κ→∞

β = −1

{β ∈ R| − 2 ≤ β ≤ −1} (4-42)

The interval of γ takes a bit more effort to find, the limits of γ are as follows. By writing γ as

γ = e−κ + κe−κ (4-43)

the limit of κ→ 0 is found easily.

lim
κ→0

γ = 1 (4-44)

The limit of κ→∞ is found by using L’Hospital’s rule:

lim
κ→∞

γ = lim
κ→∞

e−κ + lim
κ→∞

κ

eκ
(4-45)

lim
κ→∞

γ = 0 + lim
κ→∞

d
dκκ
d

dκeκ
= lim

κ→∞
1
eκ

= 0 (4-46)

The limits do not give a definitive answer of the interval of γ, as it does not tell if γ ≥ 1 for a value
of κ ≥ 0. This can be determined by taking the derivative of γ with respect to κ which is:

d

dκ
γ = −κe−κ (4-47)
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This shows that the derivative of γ is strictly negative, which means that γ < 1 for κ > 0. Thus the
interval of γ is {γ ∈ R|0 ≤ γ ≤ 1}.

The poles of Ceq = z2 + βz + γ are found by the quadratic formula:

z1,2 = −β

2 ±
1
2

√
β2 − 4γ (4-48)

The system will have oscillation when
√

β2 − 4γ < 0. These oscillations can reach almost pure oscilla-
tory behavior depending on the value κ. This is shown by the following analysis when

√
β2 − 4γ < 0.

The absolute value is defined as ||z|| =
√

zz̄, where z̄ is the complex conjugate. The absolute value of
the poles is found by taking the absolute value of the quadratic formula. When the poles are complex
the absolute value is

||z1,2|| =
√

γ (4-49)

This also shows that ||z1,2|| <= 1 and thus the system of equation (4-40) is always stable or marginally
stable (||z1,2|| = 1) for

√
β2 − 4γ < 0. These poles in the Z-domain, are not as intuitive to interpret as

poles in the S-domain, therefore insight in the oscillations are easier in the S-domain for this case. The
exact relation of s→ z is defined as z = esh, where h is the time step. So rearranging this expression
in terms of s is

s = 1
h

ln z (4-50)

The value of z can be complex so the logarithm can be expanded and the expression becomes

s = ln(||z||) + i arg(z)
h

(4-51)

In the case of
√

β2 − 4γ < 0, the pole pair z1,2 in the S-domain are

s1,2 = 1
h

(
ln(√γ)± i arctan

(√
||β2 − 4γ||
−β

))
(4-52)

When γ → 1 the real part of s1,2 → 0, while the imaginary part does not go to zero as fast. This
results in complex conjugate pole pairs where the imaginary part is much greater than the real part
and thus the system has slow decaying oscillations.

In the extreme case it will have a pole pair that is close to s1,2 = 0± αi. The characteristic equation
of this is then (s + αi)(s − αi) = s2 + α2. This has the same characteristics equation of a sine with
sin(αt). From that it can be concluded that the response of the system in equation (4-40) can be close
to a pure oscillator. This is also confirmed by Figure 4-4bc. It shows that for a step response the
system oscillates with very low damping (b) and these effects are increased for lower values of κ (c).

The most important aspect of Figure 4-4 is that it shows that the transfer functions of equation (4-40)
has really bad low pass properties. When κ is low valued and the time step is constant (h = 0.01),
ω0 = κh−1 will be relatively low valued as well. A low pass filter with a low ω would damp the
response, but with this system a low ω0 induces oscillations and they get worse the lower ω0 gets.
This is the reason why the filter of equation (4-39) would not work for a differentiator.

In order to reduce the effects of oscillations, a tunable damping term is added. The derivative of
equation (4-39) can be fed through a low pass filter similar to equation (4-36) as that has a dampening
effect. This process is as follows for a first degree polynomial:

yk+1 = (yk − rk)e−ω0h + rk + ˆ̇ykh

d

dh
yk+1 = −ω0(yk − rk)e−ω0h + ˆ̇yk

ˆ̇yk+1 = (ˆ̇yk −
d

dh
yk)e−ω1h + d

dh
yk (4-53)
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Figure 4-4: Step response of the discrete transfer function of equation (4-40) for varying κ = ω0h, with
constant time step h = 0.01. The left image (a) shows the characteristic response of a second order system
with κ = 1. It has high over shoot, rapid decaying oscillations and a fast settling time. Lowering κ to 0.25
(b) shows that the oscillations are decaying slower and that the settling time is longer with respect to (a).
The frequency of the oscillations are slightly lower than of (a). Lowering the value of κ to 0.05 (c) show
even slower decaying oscillation and a settling time that is significantly longer than (a). Also note that the
frequency of the oscillations in (c) is reduced with respect to (b). Having κ > 1 results in a more damped
and faster transient. On the other hand, when 0 < κ < 1, the system is slower and behaves more as pure
oscillator. This is unwanted behavior for an differentiator.

The last expression can be interpreted as a new "measurement" d
dhyk is created to update the estimated

velocity ˆ̇yk+1. This has as result that the derivative d
dhyk is smoothed by a first order low pass filter

with ω1 as the cutoff frequency. Note that d
dhyk+1 is not used for calculating ˆ̇yk+1, but the previous

calculated sample is used. This way there is no mismatch between the samples at k. If d
dhyk+1 was

used instead, a lead would be introduced.

The effect of filtering the derivative of d
dhyk with a low pass filter has the net effect that it is damped.

This can be shown by transforming the set of equations of (4-53) to the Z-domain. The transformations
are

Z{yk} = Y (z)
Z{rk} = R(z)

Z{ d

dh
yk} = D(z)

Z{ˆ̇yk} = ˆ̇Y (z)

and the transformed equations of (4-53) become

zY (z) = (Y (z)−R(z))e0 + R(z) + ˆ̇Y (z)h

zD(z) = −ω0(Y (z)−R(z))e0 + ˆ̇Y (z)

z ˆ̇Y (z) = ( ˆ̇Y (z)−D(z))e1 + D(z) (4-54)

where e0 = e−ω0h and e1 = e−ω1h. By solving these equations in terms of Y (z) and R(z) the following
discrete time transfer functions is found:

Y (z)
R(z) = (1− e0)z2 − (1− e0)e1z − (1− e1)(hω0e0 + e0 − 1)

z3 − (e0 + e1)z2 + (e0e1 + e1 − 1)z + (1− e1)(hω0e0 + e0) (4-55)

It can be seen that this system is one order higher than the transfer function of equation (4-40) due
to the additional filter pass. The part of interest is (1− e1)(hω0e0 + e0) in the denominator. The term
e1 = e−ω1h can take the values between 0 and 1 by tuning ωi. This results in controlling how much
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the last part has effect on the response. In turn this will affect the oscillations of the response, while
keeping the main transient response mainly determined by e0.
The effect of a constant e0 and varying e1 is shown in Figure 4-5. The time step is kept constant
and the value of ω1 is changed in κ1 = ω1h. The damping of the response increases from high to low
values for κ1, which can be clearly seen in (a-b) and over damping in (c). Notice that in these plots
the opposite of Figure 4-4 happens, where it shows that for lower κ the oscillations increased. The
transient response is also affected by the value of κ1 with the shortest one in (b). However, it is a lot
less affected compared to the transient response in Figure 4-4. This shows that the transient can be
tuned individually along with the damping.
Concluding, by filtering the raw derivative through a second low pass filter with cutoff frequency ω1,
the problems that were encountered in equation (4-40) are solved. This way the transient response
based on e0 and damping term (e1) can be tuned individually. Another important aspect is that the
filter restored its low pass characteristics, which can be seen in the bode plot of Figure 4-5d. The
magnitude decreases by 20dB/decade after the cutoff frequency ω0 = 20 rad/s.
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Figure 4-5: Step responses of the discrete transfer function of equation (4-55) for constant e0 = e−κ0

and varying e1 = e−κ1 , where κ0 = ω0h and κ1 = −ω1h in (a-c) and the bode plot of (b) shown in (d).
The transfer function has a time step of h = 0.01 seconds. The left image (a) shows that there are fast
oscillations for κ1 = 1 that reduce in amplitude over time. Lowering κ to 0.1 (b) shows that the oscillations
are damped rapidly with some overshoot. Having κ1 = 0.01 in (c) results in more damping than (b).
However, it is over damped so much that it takes a long time to settle. All figures show a similar rise time,
that is because the transfer function of equation (4-55) has a term to control the damping and rise time
which is something that the transfer function of equation (4-40) could not. The low-pass characteristics of
(b) are shown clearly in the Bode plot (d)

Adding a low pass filter creates the problem that the derivative estimate will lag behind the true
value. In that case the derivative estimate will lag 1

ω1
d

dh
ˆ̇yk in distance. This is the same problem that

was encountered in equation (4-30). So a solution to this is to compensate for this lag as was done
for the lower order derivative by using another truncated Taylor series. This means that it is possible
to generalize this method for up to any amount of terms in the Taylor series by taking the derivative
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and then feed it through a low pass filter that is also compensated by a Taylor series expansion. The
generalization of this process is

y
(i)
k+1 =

(
y

(i)
k − u

(i)
k

)
e−ωih + u

(i)
k +

n−i−1∑
j=1

hj

j! y
(j)
k for i = 0, 1, ..., n− 1

u
(i+1)
k+1 = −ωi

(
y

(i)
k − u

(i)
k

)
e−ωih +

n−i−2∑
j=0

hj

j! y
(j)
k for i = 0, 1, ..., n− 2

These are the same recurrence equations of (4-1) and (4-2) of the proposed method (RLPAD) in section
4-1. The important input is u

(0)
k , which is the external input to the system. The positive tuning

parameters are ω0, fred, n and h. The parameter fred determines the values of ωi+1 = f
−(i+1)
red ω0,

with the condition that ωi+1 < ωi. It is also possible to tune all ωi individually, but that is a tedious
process for a large n.

These two equations capture the whole proposed method for estimating higher order derivatives. To
show that this method can do that, a proof of concept is shown in the next section. The proposed
method is compared to the state of the art differentiator AEAD in chapter 5 and 6 to see how they
perform with different types of inputs. Chapter 5 tests both methods for analytical inputs such as a
polynomial, a sine and a combination of the two. Chapter 6 shows how they perform when the input
is real sensor data.

4-5 A proof of concept

This section shows the proof of concept of the proposed method. The algorithm is tested on two types
of inputs, a polynomial and a sine. The polynomial function is

u(t) = x0 + v0t + a0
1
2 t2 + j0

1
6 t3 + s0

1
20 t4 + c0

1
120 t5 (4-56)

with x0 = 0, v0 = 2, a0 = 1, j0 = −0.5, s0 = 0.25, c0 = −0.125.

and the sine function is

r(t) = sin(t) (4-57)

The polynomial function can be interpreted as a constant "crackle" function ("crackle" is the 5th order
derivative of position). This means that is has has non zero derivatives up to the 5th order. The
constant terms are chosen so that the output values are contained within a small bound between
t = [0, 10] for clear figures. This function will also be used later to compare the performance of AEAD
versus the proposed method in Chapter 5.

It is important that these functions can be differentiated multiple times so that the root mean square
error (RMSE) can be evaluated of the differentiator with respect to the true derivatives. The poly-
nomial can be differentiated five times before it is zero. The degree of the polynomial is limited to
five, because five derivatives can be extracted from it and that amount is assumed to be sufficient for
testing purposes. The sine function can be differentiated an infinite amount of times, and will prove
to be hard to approximate with a finite set of derivatives in contrast to the polynomial.

The goal of this proof of concept is to verify that the proposed method is capable of extracting higher
order derivatives from a polynomial and a sine. Therefore the tuning of the proposed method to
get the RMSE as low as possible is not considered in this section. The parameters used are n = 6
(estimates 5 derivatives), ω0 = 100 and fred = 2.0. These parameters are the same for the sine and
polynomial inputs.

The polynomial and its derivatives are tracked with very low errors in Figure 4-6. Table 4-1 shows
that this is indeed the case. Although the errors increase over each consecutive derivative, the RMSE
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(a) (b)

Figure 4-6: These plots show the derivative tracking of the proposed method for the polynomial signal of
equation (4-56). The parameters used are n = 6, ω0 = 100 and a time step of h = 0.001. The i in y(i)

denotes the order of derivative. The true derivatives are denoted by y
(i)
t . The polynomial and its estimated

derivatives are tracked with very low errors in (a) and (b) with the RMSE shown in Table 4-1.

of the 5th derivative is still extremely low. The proposed method has a big advantage here, because
the input polynomial has a degree of six. This results in a constant 5th order derivative, which can
be tracked by the algorithm with low error because its filter size is n = 6. If it was a higher degree
polynomial or n = 5, the estimated derivatives RMSE would have been higher as the proposed method
would have not been able to track those without lag for the higher order derivative estimates. This
advantage is shown in Figure 4-9a, where it can be seen that adding more derivative estimations do
not improve the error, because the 5th derivative is constant at n = 6. It also shows that the RMSE
of e(0) decreases linear in log scale by adding more derivative terms.

The sine input and its first two derivatives in Figure 4-7 are tracked with very low errors, however,
higher order estimates decrease in accuracy rapidly. It shows in (b) that the 4th derivative starts to
overshoot and the 5th derivative lags behind the true signal. These effects results in higher RMSE in
Table 4-1 for the sine input. It shows that the RMSE is increased for each higher order derivative.
The 5th order derivative lags the true one, because the amount of states in the algorithm is limited
to n = 6. This means that there is no lag compensation for this estimate. Increasing the filter size
to higher orders and retuning solves this issue. Figure 4-9b shows that by adding more derivative
estimation terms the error for the sine decreases, however, at n = 8 the error starts to increase again.
This is due to the bandwidth reduction by of ωi by fred for each higher order derivative estimated.
This eventually leads to a too low ωi that is unable to track the true higher order derivative.

A sinusoidal input has the property that it has an infinite amount of derivatives. Therefore at some
point the estimated derivatives starts to lag the true ones, since the proposed method can only estimate
a finite amount of derivatives. The effect of increasing the amount of states to n = 10 and retuning
the filter to ω0 = 500 can be seen in Figure 4-8. It tracks the 5th order derivative with significantly
reduced lag and the 4th order derivative has hardly any overshoot. However, this higher gain value
has the downside that it makes the system very sensitives to noise.

This proof of concept concludes that the proposed method is capable of tracking higher order deriva-
tives with low errors when its not limited by noise and large time steps. It excels at tracking and
estimating derivatives of polynomial signals, which was one of the sub goals in this thesis. It can track
sinusoidal inputs and estimate the derivatives of it, although they decrease in accuracy more rapidly
than for polynomial inputs. These effects can be reduced with the right tuning.
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(a) (b)

Figure 4-7: These plots show the derivative tracking of the proposed method for sin(t). The parameters
used are n = 6, ω0 = 100, fred = 2.0 and a time step of h = 0.001. The i in y(i) denotes the order of
derivative. The true derivatives are denoted by y

(i)
t . The sine is tracked with low errors in (a). In (b) it

shows some overshoot for the 4th derivative and the 5th derivative starts to lag the true derivative. The
RMSE of these plots are shown in Table 4-1.

(a) (b)

Figure 4-8: These plots show the derivative tracking of the proposed method for sin(t) with different
parameters. The parameters used are n = 10, ω0 = 500, fred = 2.0 and a time step of h = 0.001. The
i in y(i) denotes the order of derivative. The true derivatives are denoted by y

(i)
t . This figure shows that

by adding more states and having a higher gain, it can track the derivatives of a sine a lot better than the
one in Figure 4-7.
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RMSE of RLPAD with time step ∆T = 0.001 and n = 6
input e(0) e(1) e(2) e(3) e(4) e(5)

polynomial 1.4 · 10−12 2.9 · 10−10 4.9 · 10−9 9.7 · 10−8 9.2 · 10−7 4.6 · 10−6

sine 3.1 · 10−8 2.9 · 10−6 1.3 · 10−4 3.0 · 10−3 3.7 · 10−2 2.3 · 10−1

Table 4-1: The root mean square errors of Figure 4-6 and 4-7 are tabulated here. The parameters used are
n = 6, ω0 = 100 and fred = 2.0. The RMSE is recorded over the interval t = [4.0, 20] after the transient
response has settled. The error of the i-th derivative is denoted by e(i). This table shows that the proposed
method is capable of tracking derivatives accurately with very low errors, especially for the polynomial. The
sine input also has low errors, but it increases over the amount of derivatives added.
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Figure 4-9: These plots show the RMSE (in log scale) over an increasing amount of derivatives estimates
from n = 1 to 10 calculated by the proposed method. The RMSE is recorded over the interval t = [40, 50]
to make sure that all transients have settled. The parameters used are ω0 = 100, fred = 2.0 and a time
step of h = 0.001. The i in e(i) denotes the root mean square error of the ith derivative. Plot (a) shows the
error of the polynomial (4-56) over the amount of derivatives and in (b) the same, but for a sine function
(4-57). It can be seen that in (a), the errors drop rapidly and linear in log scale for a polynomial. It also
shows that the error does not decrease more if it exceeds the degree of polynomial. The reason that the
error is very high at n = 1 is, because, the polynomial has a very high velocity at t = 40 and this results in
a large lag for the position. Plot (b) shows that the RMSE of a sine input also improves by adding more
states, however, it also worsen by adding more states than n = 7 for this particular case. The reason for
this is the bandwidth reduction per derivative estimated, therefore at some point the bandwidth is too low
to estimate derivative accurately.

4-6 Stability Analysis

The definition of the proposed method in discrete time has the downside that it is not always stable.
The main culprit of that is the sample time h. The sampling time is a limiting factor for the tunable
parameters ω0, fred and n. This means that a large range of combinations can make the algorithm
unstable. This is shown in Figure 4-10a, where the plot shows that when constant parameters are
used except for n, the system can behave differently. It shows that the RMSE is increased drastically
for n = 4 to 6. This indicates that the system is unstable for these n. On the other hand it is stable
again for higher values of n. Note that these used parameters have a terrible settling time due to slow
decaying oscillations because of a low value of fred = 1.4. Nevertheless it illustrates that the system
stability is sensitive to the parameters used.

Figure 4-10b, shows a similar effect when only ω0 is varied and a constant n = 10 and fred = 2.0 are
used. Now the system gets unstable at the higher values of ω0. This eventually happens because the
damping is not scaled with ω0. This means that the systems will start to oscillate more with higher
values of ω0 until the oscillations are eventually not damped anymore, resulting in an unstable system.
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Figure 4-10: These plots show the stability in terms of increasing RMSE of the proposed method with a
constant set of parameters, but with a varying n = 1 to 10 in (a) and varying ω0 = 100 to 900 in (b).
The input is u = sin(t) and the RMSE is recorded over the interval t = [10, 20], where not all transients
haves settled. This range is chosen so that the stability can be detected based on the increasing RMSE.
The parameters used are ω0 = 20, fred = 1.4 for (a) and n = 10, fred = 2.0 in (b). Both have a time
step of h = 0.001. The i in e(i) denotes the root mean square error of the ith derivative. In (a) something
unexpected happens, the system is stable for n = 1 to 3 and from n = 7 to 10. The RMSE is high for
the latter, because the system has not settled yet. In fact, the parameters that are used cause it to have
slow decaying oscillations and those take long to settle. Most noticeable is that the system is unstable for
n = 4, 5 and 6. This shows that the range of stable parameters can vary quite a lot even when its stable
for others. Plot (b) shows that the system eventually gets unstable (at ω0 = 1000) by increasing ω0. At
ω0 = 900 the system seems unstable, but it is actually stable. It has very slow decaying oscillations with
high amplitudes, but these have not settled yet within the RMSE interval.

The easiest way to check if the system is stable for a set of parameters is to confirm that all eigenvalues
of the state transitions matrix A of equation (4-6) fall within the unit circle. The size of A scales by
2n−1. This means that for n = 3 this matrix is (5×5), which results in a 5th degree polynomial if one
tries to find the eigenvalues. There is no general solution to find the roots of a 5th degree polynomial
or higher, therefore numerical methods provide the solution.

For example, Matlab can find the eigenvalues easily with the function eig(A). Then these eigenvalues
have to be checked if their absolute values are less then one. If that is the case, the system is
asymptotically stable. If at least one eigenvalue is exactly 1, the system is marginally stable and
unstable if greater than one. This procedure was used extensively to tell if the parameters used
caused the system to be stable.

However, numerical methods have the downside that they can be inaccurate for eigenvalues very close
to 1. This means that a system can be falsely considered unstable if the rounding errors caused an
eigenvalue to be just slightly greater than one. This can also happen the other way around, so that a
system is falsely considered stable.

Another way to look at the stability is to see what happens in the limit case when the time step
h→ 0. Then by setting h = 0 in A of (4-6) a lot of terms become one or zero, because e0 = 1. Then
by calculating the eigenvalues as |A− λI| = 0 and solving for λ the expression

λn−1(1− λ)n = 0

is found. This shows that n− 1 eigenvalues are 0 and the other n eigenvalues are 1. This means that
in the limit case h → 0 the system is marginally stable, since it has poles exactly on the unit circle.
Analyzing the limit case of h→ 0 does not give more information about the stability.

Concluding, the stability is determined by the tuning parameters n, fred, ω0 and h. This results in
a wide range of parameters that are stable or unstable. The next section goes into depth on how
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to quickly find good tuning parameters that are stable. The stability cannot be checked analytically
therefore numerical methods must be used that can determine the stability. For example Matlab can
check this by verifying that the eigenvalues of the state transition matrix are within the unit circle.

4-7 Tuning rules

Section 4-6 mentioned that the stability of the proposed method is affected by all tuning parameters
ω0, fred and n. The time step is not considered a direct tuning parameter, because the sample rate
will be determined by external systems. Since the system depends on a wide range of parameters,
it is impossible to find analytically proper tuning parameters, therefore a rule set is given to find a
stable and good set of tuning parameters rapidly. When h is preset and the input signal has known
derivatives the tuning rules are as follows.

1. Set n to the desired amount of derivatives to be estimated.

2. Set fred = 2.0 for starters. This gives a good damping for a range of stable ω0.

3. Set ω0 high enough so that it has still enough bandwidth for higher order derivatives, because
ωi+1 = ω0/f i+1

red have subsequently a lower cutoff frequency. For best results, the cutoff frequency
ωn−1 associated with the highest derivative should have a cutoff frequency that is higher than
the input its highest frequency. The upper bound of ω0 is roughly limited by 1

h when fred = 2.0
before the system becomes unstable.

4. Test the response on an given input with known derivatives and verify that the response and
the estimations errors are satisfactory.

5. If the response is unstable, reduce ω0 or increase fred. A final option is to reduce n, to have less
derivatives estimated in favor of stability.

6. If the response is slow, try increasing ω0.

7. If the derivative estimation errors are too high, try increasing ω0 or lowering fred.

8. If the response has slow decaying oscillations, try increasing fred. This term has the most effect
on damping the oscillations.

9. Repeat step 4 to 8 until satisfactory.

10. If still not satisfactory, try reducing or increasing n, since there is an optimal n that give the
lowest errors.

These tuning steps are also similar if there is noise on a signal. The only part that must be considered
is that a high ω0 also amplifies noise on the higher order derivatives. So there must be a good trade
off between ω0 and fred to get good noise attenuation.

4-8 Noise analysis

The proposed method can attenuate noise better than AEAD if tuned properly. However, it also can
attenuate it too much. This happens because the proposed method has low pass filter characteristics
with consecutive decreasing cutoff frequencies for higher order derivatives. This eventually results in a
fully damped signal that is zero and has no more information. This is demonstrated by the following
analysis.

Let the input u be a steady state signal corrupted by noise so that

u = 0 + σnN (0, 1),
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where N (0, 1) represents a normalized Gaussian distributed random variable with zero mean and is
scaled by σn. This σn is then also the standard deviation of the input u. This input is then used for
the proposed method, RLPAD, to gain insights in the noise attenuation capabilities. In additions this
will also show how the noise variance is propagated over its higher order derivatives.

Figure 4-11 and Figure 4-12 shows the standard deviation of the higher order derivatives when the
input is u with σn = 0.01. In both figures it shows that the zeroth derivative is attenuated well below
the standard deviation of the noise input. Figure 4-12b shows that by increasing the gain (ω0), the
standard deviation of the zeroth derivative remains below the input standard deviation σn = 0.01.
Concluding that it has good noise attenuation for the zeroth derivative.

The first derivative and up have all higher standard deviations than the input σn. This is expected,
because the noise gets amplified by ωi−1 for every ith derivative term, but is also reduced in amplifi-
cation by ωi which have a consecutive lower bandwidth for the next i. Eventually this bandwidth is so
low that the noise gets reduced even more and starts to go to zero, which can be clearly seen in Figure
4-11b. The damping term fred is here so high that the higher order noise standard deviation starts
to decrease. However, when it starts to decrease, it does not necessarily mean that the higher order
derivative estimates have a lower variance than the input. Generally speaking, the ωi of those have
too low bandwidth to track an input signal properly. An exception to this is a constant high degree
polynomial, in that case it can estimate the highest (constant) derivative with an standard deviation
below the input its standard deviation. The downside of this is that the settling time is extremely
slow with respect to the zeroth derivative for those cases.

The parameter ω0 determines the rise time of the system. This means that a higher ω0 tracks the
input closer to a 1:1 ratio, making it more sensitive to noise. In turn this amplifies the noise of the
higher order derivatives by a lot. Figure 4-12b shows that increasing ω0 has a strong effect on the
standard deviation of each consecutive higher order derivative estimate.

The effect of varying the parameter fred on the standard deviation is shown in Figure 4-13. It shows
that increasing fred damps the noise and eventually damps it too much. This is indicated by the
crossing of σ(5) with σ(4) and σ(3). The suggested starting value of fred = 2.0 for tuning the filter is
based on this figure, because it shows that the fifth order derivative is not yet over damped.

Summarizing, the noise is attenuated properly for the zeroth order derivative estimate so that the
standard deviation of the output is always lower than that of the input. However, the higher order
derivatives amplify this standard deviation and have consecutively less attenuation for each higher
order derivative. The system can be over damped to force noise attenuation on the higher order
derivatives, but this will also result in removing any useful information about them. The parameters
that affect noise attenuation mostly are ω0 and fred, where the first determines the gain and the latter
the damping.

4-8-1 Knowledge about the higher order variance is required in Active Inference

Active inference requires not only the generalized measurements, but also the precisions of the mea-
surements for Πz as was mentioned in section 2-2. This means that the variance of the noisy input
and also the variances of the estimated derivatives are required for Active Inference. Finding these
dependent variances is not an easy task. For example, one could use the error propagation formula,
because the variance should get propagated to higher order derivatives. However, this will not work,
since error propagation assumes every variable independent. That is clearly not the case for the pro-
posed method, because all higher order derivatives are a function of the lower ones. In fact the noise
of all estimated derivatives is dependent on the noise of the input signal. Solving this analytically is
out of the scope of this thesis.

A solution to find the variances of the higher order derivatives is to simulate the system with white
Gaussian noise for a large number of steps. Then from these simulations, the standard deviations can
be estimated and thus the variances. However, this numeric method for finding variances of higher
order derivatives can also be used for all other existing differentiators. These variances would then be
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Figure 4-11: These plots show the standard deviation of the estimated derivatives for a stationary signal
with σn = 0.01. The parameters used are n = 10, ω0 = 60, h = 0.001, fred = 2.0 in (a) and fred = 3.0
in (b). The standard deviation is calculated over 20001 samples and the red line indicates the standard
deviation of the input noise. It can be seen that in both plots the zeroth derivative is attenuated so that
it falls below the original standard deviation. This means that it can improve a noisy signal. The standard
deviation increase over the amount of higher order derivatives estimated. However, (b) shows that it starts
to get lower again. This is due to the higher damping term fred = 3.0. This reduction in standard deviation
does not mean that the system can track this derivative estimate more accurate, because it might not track
it at all because the bandwidth was too low.

1 2 3 4 5 6 7 8 9 10

n derivatives (incl 0th)

10-3

10-2

10-1

100

101

102

s
ta

n
d
a
rd

 d
e
v
ia

ti
o
n

RLPAD standard deviation over n derivatives 

for a stationary noisy signal  sampled at T=0.001[s]

(0)

(1)

(2)

(3)

(4)

(5)

(a)

20 30 40 50 60 70 80 90 100 110

0
 [rad/s]

10-3

10-2

10-1

100

101

102

103

104

s
ta

n
d
a
rd

 d
e
v
ia

ti
o
n

RLPAD standard deviation over 
0
 

for a stationary noisy signal  sampled at T=0.001[s]

(0)

(1)

(2)

(3)

(4)

(5)

(b)

Figure 4-12: These plots show how the standard deviation of the estimated derivatives change over the
states n = 1 to 10 in (a) and over ω0 = 20 to 110 in (b). In both plots the parameters are fred = 2.0,
h = 0.001 and the input is a stationary signal with σn = 0.01. Plot (a) has ω0 = 60 and (b) has n = 10 and
are recorded over 20001 samples. The standard deviation of the derivative estimates are denoted by σ(i),
where i is the ith derivative. Plot (a) shows that increasing the number of estimated derivatives does not
have much effect on the standard deviation. It can be seen that there is a slight bump at each second data
point, but after that the standard deviation is almost constant. Plot (b) shows the effect of an increasing
ω0 on the standard deviation. It can be seen that a higher value of omega increases the derivative errors
and they seem to asymptotically converge to a constant standard deviation. However, they do not, and
besides that the system becomes unstable before the standard deviations can converge. It also shows that
σ0 < σn, which indicates that the 0th order derivative estimate is better than a raw noisy input.
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Figure 4-13: These plots show how the standard deviation of the estimated derivatives change over the
parameter fred, where fred = 1.6 to 2.5. The parameters used are n = 10.0, ω0 = 60, h = 0.001 and
the input is a stationary signal with σn = 0.01. The standard deviation of the derivative estimates are
recorded over 20001 samples and are denoted by σ(i), where i is the ith derivative. This figure shows that
by increasing fred the standard deviation is also reduced for each order derivative. It affects lower order
less with respect to the higher ones. It can be seen that σ(5) eventually crosses σ(4). This is due to the
fact that at some point fred damps the higher derivative estimates too much and go to zero. Note that
this plot is similar to Figure 4-11, but with more samples of fred.

assumed independent (but are not) and used for the precision matrix in Active Inference. However,
there is another problem, the noise that remains on the output of a differentiator is smoothed and
becomes therefore smooth noise or colored noise. This is something that Active Inference can take care
of, because it is build around the idea that real world noises are generated by dynamic processes [17]
and are therefore smooth. However, taking care of smooth noise properly is a complex task and is out
of the scope of this thesis.
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Chapter 5

Numerical Experiments

In this chapter the performance of the algebraic estimation approach differentiator (AEAD) is com-
pared to the proposed method, the recurrent low pass algebraic differentiator (RLPAD). The methods
are tested with a known (causal) input and derivatives of that input. The tracking functions are a
polynomial, a sinusoid and a combination of the two. Then they are evaluated based on the root
mean square error (RMSE) with respect to the true values. The most important experiment is that
the differentiators are also evaluated when the tracking signal has additive noise on it. The capability
of determining the unknown derivatives of the input signal as close to the ground truth as possible
determines what the better differentiator is.
AEAD and the proposed method have as input a polynomial, a sinusoid and a combination of the two.
The reason for using a polynomial is that a second degree polynomial can model a free falling object
with no drag. This means, that polynomials are encountered in physics and are therefore realistic to
test the differentiators on. The same is true for a sinusoid. A mass spring system has for example
a sinusoidal oscillation. These facts makes the combination of the two also a realistic input. The
proposed method and AEAD are tested with the following input functions.

1. The differentiators are tested with a 5th degree polynomial as input which is

u(t) = x0 + v0t + a0
1
2 t2 + j0

1
6 t3 + s0

1
20 t4 + c0

1
120 t5 (5-1)

with x0 = 0, v0 = 2, a0 = 1, j0 = −0.5, s0 = 0.25, c0 = −0.125.

This function can be interpreted as a constant "crackle" function ("crackle" is the 5th order
derivative of position). This means that is has has non zero derivatives up to the 5th order.

2. A sinusoid input

u(t) = sin(2t), (5-2)

which has an infinite order of derivatives. The frequency of 2 rad/s is used to match a test case
in the works of Kasac et al (2018) [32]. This is the same reason for why the cutoff frequency of
5.0 rad/s is given to the AEAD.

3. A polynomial and sinusoid combined to make the input function:

u(t) = sin(t) + 3 cos(at) + bt3 (5-3)

with a = 1
10

b = 1
100

which is the same function as in the Master’s thesis of I. Heijne [28]. This function also has an
infinite number of derivatives due to the periodicity.
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The derivatives are known of the input functions, this means that the performance of the differentiators
is evaluated by a root mean square error over a time interval.
All functions can be corrupted by additive white noise that is based on a normalized Gaussian dis-
tribution σN (0, 1). The values picked from the distribution are multiplied by a constant σ, which is
also the value of the standard deviation of the resulting distribution.
To give the proposed method an equal playing field, the continuous time state space of AEAD is
converted to a discrete time state space. This is done in Matlab by using the c2d(SS, dt) function,
that uses the most accurate conversion method. Both differentiators are set to n = 10 to estimate
10 derivatives (including the 0th). This high amount of estimates n = 10 has the most advantage for
AEAD, the zeroth estimates y(0) is improved significantly by the amount of n terms. However, more
terms do not necessarily lead to better derivative estimations especially in the presence of noise. A
good balance for AEAD is n = 10 and this value is also set for the proposed method so that they
estimate an equal number of derivatives. This is a disadvantage for the proposed method, because
adding that many states do not necessarily improve its estimates and can even make them worse.
The performance of the zeroth to the fifth order derivative are evaluated. This is done because
according to Friston, the generalized states in Active Inference stop containing useful information
after an embedding order of six [24]. This is reduced to the fifth order for readability in the figures
and also because the differentiators start to perform worse for even higher derivatives than five.
All plots in this chapter are created with an input and differentiator sampled at h = ∆T = 0.01
seconds (100Hz) unless stated otherwise. This sampling rate is chosen with the thought that it is not
considered a too high or too low frequency. This means that increasing the sample frequency results
in better estimates and the other way around for a lower sample frequency. The following sections
evaluate the performance of the differentiators per input function stated above.

5-1 The proposed method outperforms AEAD for polynomial inputs

The main reason why RLPAD outperforms AEAD is that the latter cannot track the polynomial signal.
The estimated derivatives diverge over time which can be clearly seen in Figure 5-1b. Reducing the
step time does not prevent this problem, but it does make the estimates diverge slower as can be seen
in Table 5-2.
For the case without noise the following tuning parameters are used. AEAD has ωc = 5 rad/s, this
gives a fast enough transient. RLPAD has the parameters ω0 = 50 rad/s and fred = 2.0, this also
gives a fast transient while keeping enough bandwidth for higher order derivatives. The performance
of the differentiators with a noise free polynomial as input is plotted in Figure 5-1.
Without noise, RLPAD tracks the polynomial and its derivatives with very low errors, which can be
seen from Table 5-1 and Figure 5-1cd. The figure also shows that the higher order derivatives settle
slower consecutively, the reason for that is of every ω0,1...,n−1 is decreasing for each extra derivative.
AEAD is no real competition here, because it can’t track the derivatives and give high errors.
The differentiators are retuned for the input with noise to have a lower RMSE and better noise
attenuation. Retuning AEAD did not have much effect, therefore ωc = 5 rad/s. A lower ωc would
attenuate the noise more, but the rise time also becomes slower which did not help in this case.
RLPAD is retuned by setting fred = 3.0 to have better noise attenuation.
The tracking performance of the differentiators for a polynomial input with noise is plotted in Figure
5-2 and have three important aspects to it. The first is that AEAD behaves the same as before and
the noise does not make a real difference. Although it can be seen that the noise has significantly
less attenuation than RLPAD. The second is that RLPAD in (c) shows almost no visible difference
compared to the one without noise in Figure 5-2c. The errors are still far below one which can be
seen in Table 5-3. The errors of the 0th to 2nd derivative have increased by a factor of roughly 10 to
100 compared to Table 5-1. The third is that the attenuation of the noise is very good in (d), but has
a slow settling time due to a higher fred value.
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Concluding, the RLPAD outperforms AEAD significantly, because AEAD cannot track a polynomial
signal. RLPAD on itself tracks a polynomial signal with very small errors and can estimate the higher
order derivatives, even in the presence of white noise.
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Figure 5-1: Plot of the trajectories of AEAD (a-b) and RLPAD (c-d) for a polynomial (5-1) input function
sampled at h = 0.01 seconds. The parameters used are ωc = 5 rad/s for AEAD, for RLPAD ω0 = 50
rad/s and fred = 2.0. Both differentiators use n = 10 for the amount of estimated derivatives and their
sample time is h = 0.01 seconds. The solid lines are the trajectories estimated and dashed lines are the
true derivatives. The superscript yi denotes the i-th derivative. The top images show clearly that AEAD
can’t track this polynomial function, especially in (b). The error of y(0) also increases over time but its
not that apparent from the plot itself. RLPAD on the other hand tracks the polynomial with very low error
for all derivatives. It shows that its converging on (d) the higher order derivative. It outperforms AEAD
significantly for a polynomial input.

5-2 The proposed method is slightly better for a sinusoid input

The input used for this section is the sinusoidal function of equation (5-2) which is u(t) = sin(2t). For
the case without noise the following tuning parameters are used. AEAD has ωc = 5 rad/s, because
this was also used in Kasac et al (2018) [32] for the same input. RLPAD has the parameters ω0 = 100
rad/s and fred = 2.4, which gives a fast response similar to AEAD, but with more oscillations. The
performance of the differentiators with a noise free sinusoidal input is plotted in Figure 5-3 and the
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RMSE Polynomial with time step ∆T = 0.01 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 1.118 2.186 25.8 2.25 · 102 1.35 · 103 5.63 · 103

RLPAD 1.20 · 10−6 4.22 · 10−5 5.49 · 10−4 4.63 · 10−3 2.14 · 10−2 4.740 · 10−2

Table 5-1: This table shows the root mean square errors of the derivative estimations with the true ones
of the polynomial input. The RMSE is recorded over the interval t = [4.0, 20.0] seconds after the main
transient. The i-th derivative error is denoted by e(i) .The parameters used are ωc = 5 rad/s for AEAD,
for RLPAD ω0 = 50 rad/s and fred = 2.0. Both differentiators use n = 10 for the amount of estimated
derivatives and their sample time is h = 0.01 seconds. It is clear that RLPAD performs alot better with
all errors far below one. The RMSE of AEAD is really high in comparison, but this is due to the fact that
AEAD can’t track polynomial signals, because the derivative estimates diverge over time.

RMSE Polynomial with time step ∆T = 0.001 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 1.04 · 10−1 4.48 · 10−2 2.63 · 10−1 2.26 1.36 · 101 5.65 · 101

RLPAD 2.71 · 10−7 1.26 · 10−5 2.88 · 10−4 3.28 · 10−3 1.76 · 10−2 4.172 · 10−2

Table 5-2: This table shows the root mean square errors of the derivative estimations with the true ones
of the polynomial input. The RMSE is recorded over the interval t = [4.0, 20.0] seconds after the main
transient. The parameters for the differentiators are the same as in Table 5-1, but now the sample time is
set to h = 0.001. The conclusion did not change, but it shows that by making the time step smaller, the
errors also become smaller with constant differentiator parameters. The derivative estimates of AEAD still
diverge, but slower when the sample time is smaller. RLPAD could even get lower estimation errors if a
higher ω0 was used.

RMSE Noisy (σ = 0.001) Polynomial with time step ∆T = 0.01 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 1.12 2.19 25.8 2.25 · 102 1.35 · 103 5.63 · 103

RLPAD 5.36 · 10−4 6.04 · 10−4 3.17 · 10−2 7.77 · 10−2 1.02 · 10−1 4.98 · 10−2

Table 5-3: This table shows the root mean square errors of the derivative estimations with the true ones of
the noisy polynomial input. The RMSE is recorded over the interval t = [4.0, 20.0] seconds after the main
transient. The i-th derivative error is denoted by e(i). The parameters used are ωc = 5 rad/s for AEAD,
for RLPAD ω0 = 50 rad/s and fred = 3.0. Both differentiators use n = 10 for the amount of estimated
derivatives and their sample time is h = 0.01 seconds. The errors of AEAD are not affected by the noise
that much, because the divergence error is leading. RLPAD shows that with the presence of noise, the
errors of the higher order derivatives are very low. The error e(0) is affected most compared to Table 5-1.
This shows that RLPAD has good noise attenuation.

RMSE Noisy (σ = 0.01) Polynomial with time step ∆T = 0.01 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 1.12 2.19 25.8 2.26 · 102 1.36 · 103 5.65 · 103

RLPAD 5.36 · 10−3 5.93 · 10−2 2.93 · 10−1 5.27 · 10−1 3.34 · 10−1 8.19 · 10−2

Table 5-4: This table shows the root mean square errors of the derivative estimations with the true ones
of the noisy polynomial input. The RMSE is recorded over the interval t = [4.0, 20.0] seconds after the
main transient. The i-th derivative error is denoted by e(i). The same parameters are used as in Table 5-3,
but now the noise standard devation is increased by a factor 10 (σ = 0.01). It shows that increasing the
standard deviation by a factor 10 scales the errors of RLPAD roughly by a factor 10 as well. Especially for
the first three derivatives.
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Figure 5-2: Plot of the trajectories of AEAD (a-b) and RLPAD (c-d) for a polynomial input function (5-1)
with additive noise with standard deviation σ = 0.001 sampled at h = 0.01 seconds. The parameters used
are ωc = 5 rad/s for AEAD, for RLPAD ω0 = 50 rad/s and fred = 3.0. Both differentiators use n = 10
for the amount of estimated derivatives and their sample time is h = 0.01 seconds. The solid lines are
the trajectories estimated and dashed lines are the true derivatives. The superscript yi denotes the i-th
derivative. The conclusion is still the same for AEAD, it cannot track polynomials. Besides that, it can be
seen that the noise is amplified considerably for the higher order derivatives in (a-b). RLPAD tracks the
polynomial and attenuates the noise significantly better.

corresponding root mean square errors of the derivative estimates are tabulated in Table 5-5 and tell
the following.

Both AEAD and the proposed method can track a sinusoidal signal. Figure 5-3 shows that both
differentiators are capable of estimating the zeroth to second order derivative accurately, because they
both have errors well below one in Table 5-5. RLPAD has a lower RMSE for e(0) and e(1), however,
AEAD has a lower RMSE for the second up to the fourth derivative estimation. Both y(2) estimates
lead slightly the true value, but the lead is less for AEAD in Figure 5-3a. Figure 5-3b show clearly
why the third and fourth derivative estimate have low errors with respect to (d). The overshoots of
the third derivative estimate y(3) in (b) is slightly lower than the one in (d). The fourth derivative
lags for both differentiators but the amplitude is a lot higher for RLPAD compared to AEAD.

A more interesting case will be a sinusoid with noise, because now it is possible to compare both
differentiators on a function that they can track. The parameters of AEAD remain unchanged, but
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RLPAD is retuned with ω0 = 60 and fred = 2.0. The standard deviation of the noise is σ = 0.001.
The performance of the differentiators with a noisy sinusoidal input are plotted in Figure 5-4 with
the corresponding root mean square errors tabulated in Table 5-6 and concludes the following three
points.

The first point is that both differentiators can estimate the zeroth up to the second derivative with
a low RMSE, as can be seen in Table 5-6 without amplifying the noise too much. Also in this case
RLPAD has a better performance for the zeroth derivative, it is a factor 11 lower than AEAD. This
table also shows that AEAD did not improve the noisy input, because the RMSE of e(0) is greater
than the standard deviation of the noise (e(0) > σ), RLPAD on the other hand did improve it. The
second point is that both differentiators cannot estimate derivatives higher than the second order with
the parameters used. Although both can estimate the trend of the third order derivative with some
overshoot and not too much lag. The trends of the estimated higher order derivatives are still very
apparent with respect to Figure 5-3b and (d), but it is somewhat harder to spot for AEAD as the noise
is amplified quite a lot. The third point is that the the proposed method has better noise attenuation
for the third and higher derivative estimates. This can be clearly seen in Figure 5-3d for the fourth
and fifth derivative with respect to Figure 5-3b. AEAD has a far larger variance compared to RLPAD.

Summarizing, both differentiators can track the low frequency sinusoid input sin(2t) with and without
noise, but they fail to track the fourth derivative. However, it is important to note that higher order
derivatives of the noiseless input get more accurate when the time step becomes smaller and the gains
higher, especially for RLPAD. Which has a lower RMSE for the zeroth derivative estimate and has
roughly equal errors for the higher order derivative estimates compared to AEAD. However, AEAD
has a slightly lower error for estimating the second derivative and higher. For the fact that RLPAD
estimates the zeroth order derivative a factor ≈ 10 better in the presence of noise, it can be concluded
that the proposed method is slightly better than AEAD for a low frequency sinusoid.

RMSE Sinusoid with time step ∆T = 0.01 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 7.59 · 10−3 1.77 · 10−2 1.30 · 10−1 1.73 8.46 3.90 · 101

RLPAD 2.20 · 10−4 1.29 · 10−2 1.96 · 10−1 2.19 1.34 · 101 3.84 · 101

Table 5-5: This table shows the root mean square errors of the derivative estimations with the true ones
of the sinusoidal input. The RMSE is recorded over the interval t = [4.0, 20.0] seconds after the main
transient. The i-th derivative error is denoted by e(i). The parameters used are ωc = 5 rad/s for AEAD,
for RLPAD ω0 = 100 rad/s and fred = 2.4. Both differentiators use n = 10 for the amount of estimated
derivatives and their sample time is h = 0.01 seconds. Both differentiators perform similar, the only large
difference in error is in the zeroth derivative. RLPAD has a ≈ 35× lower error than AEAD for e(0), the
others have a difference of a factor 2 at max.

RMSE Noisy (σ = 0.001) sinusoid with time step ∆T = 0.01 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 7.62 · 10−3 2.25 · 10−2 2.29 · 10−1 2.17 1.32 · 101 5.75 · 101

RLPAD 6.69 · 10−4 1.75 · 10−2 2.46 · 10−1 2.37 1.42 · 101 4.77 · 101

Table 5-6: This table shows the root mean square errors of the derivative estimations with the true ones
of the sinusoidal input. The RMSE is recorded over the interval t = [4.0, 20.0] seconds after the main
transient. The i-th derivative error is denoted by e(i). The parameters used are ωc = 5 rad/s for AEAD,
for RLPAD ω0 = 60 rad/s and fred = 2.0. Both differentiators use n = 10 for the amount of estimated
derivatives and their sample time is h = 0.01 seconds. Both differentiators perform similar, the only large
difference in error is in the zeroth derivative. RLPAD has a ≈ 11× lower error than AEAD for the zeroth.
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Figure 5-3: Plot of the trajectories of AEAD (a-b) and RLPAD (c-d) for a sinusoidal input function (5-2)
sampled at h = 0.01 seconds. The parameters used are ωc = 5 rad/s for AEAD, for RLPAD ω0 = 100
rad/s and fred = 2.4. Both differentiators use n = 10 for the amount of estimated derivatives and their
sample time is h = 0.01 seconds. The solid lines are the trajectories estimated and dashed lines are the
true derivatives. The superscript yi denotes the i-th derivative. Both differentiators track up to the second
derivative with low errors (a) and (c). Although the second order derivative is leading the true one and leads
slightly more for RLPAD. The right images shows that they both cannot track the higher order derivatives
properly. The third order derivative estimate follows the trend, but overshoots for both differentiators.
RLPAD has more overshoot in it than AEAD.

5-2-1 High frequency sinusoid tracking

Differentiators are very sensitive to their time step when a periodic function is used as input. The
previous section shows that for tracking the derivatives of a low frequency signal (sin(2t) has a fre-
quency of 0.3 Hz), the sample rate has to be relatively very high (100 Hz). This results in accurate
derivatives estimations up to the second derivative.

A general downside of differentiators is that they need a relatively high bandwidth compared to the
system that is being tracked. It must be said that RLPAD is more sensitive to sampling rates than
AEAD, however, in the end both cannot track the derivatives properly when the sampling rate is too
low.

The following figure (Figure 5-5) demonstrates that differentiators are capable of tracking a periodic
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Figure 5-4: Plot of the trajectories of AEAD (a-b) and RLPAD (c-d) for a sinusoidal input function (5-2)
with additive noise with standard deviation σ = 0.001 sampled at h = 0.01 seconds. The parameters used
are ωc = 5 rad/s for AEAD, for RLPAD ω0 = 60 rad/s and fred = 2.0. Both differentiators use n = 10
for the amount of estimated derivatives and their sample time is h = 0.01 seconds. The solid lines are
the trajectories estimated and dashed lines are the true derivatives. The superscript yi denotes the i-th
derivative. Both differentiators perform well at estimating the first two derivatives in (a) and (c). The noise
is attenuated, but it can be clearly seen that AEAD has worse noise attenuation in (b) with respect to (d).
RLPAD has better noise attenuation, but both struggle with estimating the fourth and higher derivative.

function with a higher frequency when the sampling rate is sufficient. The input to the differentiator
is u = sin(20t) corrupted by a Gaussian noise with a standard deviation of σ = 0.01.

This figure shows that the performance is very similar for both RLPAD and AEAD. This is also
shown by the RMSE in Table 5-6. However, AEAD is slightly better at estimating the first and
second derivatives. Figure 5-6b shows that the errors lie very close to each other when a log scale
is used, but it can be seen that RLPAD has clearly a better zeroth order derivative estimate when
n = 10. Considering that they perform mostly similar, the tracking performance of a high frequency
sinusoid is considered to be equal. However, the conclusion that RLPAD performs slightly better than
AEAD for a sinusoidal input does not change. The reason for this can also be found in Figure 5-6a,
RLPAD settles faster to an optimal zeroth order derivative compared to AEAD when fewer derivatives
are to be estimated (lower n).
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Figure 5-5: Plot of the trajectories of AEAD (a-b) and RLPAD (c-d) for a sinusoidal input function sin(20t)
with additive noise with standard deviation σ = 0.01 sampled at h = 0.001 seconds. The parameters used
are ωc = 33 rad/s for AEAD, for RLPAD ω0 = 400 rad/s and fred = 2.0. Both differentiators use n = 10
for the amount of estimated derivatives and their sample time is h = 0.001 seconds. The solid lines are
the trajectories estimated and dashed lines are the true derivatives. The superscript y(i) denotes the i-th
derivative. The figures only show the zeroth, first and second derivative, because higher derivatives are not
tracked properly (they lag) and are too hard to make out due to the increasing amplitude of the derivatives.
Both differentiators seems to have the same behavior. They track all derivatives similar and attenuate the
noise roughly by the same amount.

RMSE Noisy (σ = 0.01) input sin(20t) with time step ∆T = 0.001 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 8.54 · 10−3 8.63 · 10−1 8.36 · 101 5.69 · 103 2.82 · 105 1.01 · 107

RLPAD 5.46 · 10−3 8.75 · 10−1 8.62 · 101 5.45 · 103 2.15 · 105 4.83 · 106

Table 5-7: This table shows the root mean square errors of the derivative estimations with the true ones
of the input sin(20t) with noise. The RMSE is recorded over the interval t = [4.0, 20.0] seconds after the
main transient. The i-th derivative error is denoted by e(i) .The parameters used are ωc = 33 rad/s for
AEAD, for RLPAD ω0 = 400 rad/s and fred = 2.0. Both differentiators use n = 10 for the amount of
estimated derivatives and their sample time is h = 0.001 seconds. Both differentiators perform very similar
and both can attenuate the noise enough so that the zeroth derivative has a lower error than the standard
deivation.
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Additional insights

Generally more states make the differentiators derivative estimates more accurate, but this is not
always the case. Especially when noise is present on an input. This is shown in Figure 5-6a. The
RMSE of the zeroth order derivative estimate of RLPAD caps out very rapidly at about n = 4. Which
makes sense, because the Taylor series expansion has almost no influence on the zeroth derivative when
n > 4. On the other hand, AEAD continuous to improve its zeroth order estimate, coincidently its
best estimate is at n = 10. This figure can change a lot depending on the type of signal and noise as is
shown later in chapter 6 when real sensor data is used. However, this figure indicates that there is an
optimal set of parameters for an arbitrary input that give the lowest RMSE for both differentiators.
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Figure 5-6: RMSE of AEAD vs RLPAD over n in (a) and at n = 10 in (b) for a sinusoidal input
function sin(20t) with additive noise with standard deviation σ = 0.01 sampled at h = 0.001 seconds. The
parameters used are ωc = 33 rad/s for AEAD, for RLPAD ω0 = 400 rad/s and fred = 2.0. It shows that
RLPAD reaches its constant RMSE very rapidly over n states, while AEAD improves the estimates slowly
over n, until it eventually increases again. Coincidently, that point is at n = 10 for the input used.

5-3 RLPAD outperforms AEAD for a sinusoid combined with polynomial
as input

The input function that is used next is the sinusoid combined with a polynomial of equation (5-3) and
written below for reference.

u(t) = sin(t) + 3 cos( 1
10 t) + 1

100 t3

The parameters used for the noise free cases are for AEAD ωc = 10 rad/s and for RLPAD ω0 = 50 and
fred = 2.2. These gives a nice damped and fast response for RLPAD similar to the initial transient of
AEAD. The plots are shown in Figure 5-7.

Figure 5-7 concludes the same as was the case for a polynomial input for AEAD in section 5-1. The
derivatives diverge in (a-b) and thus AEAD cannot track a polynomial and therefore also not the
additive sinusoid within it.

The proposed method can track a polynomial and sinusoid separately, therefore it is expected that
it can track also a combination of the two. This is confirmed by Figure 5-7cd and Table 5-8. The
errors are well below one for the zeroth up to the second derivative. However, RLPAD does start to
have increased errors starting from the third order derivative, which is shown by the overshoots at
the peaks of y

(3)
t in Figure 5-7d. The fourth and fifth order estimates lag and have high overshoots

resulting in large errors.
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The differentiators are retuned for the case with additive noise (σ = 0.001) in Figure 5-4. AEAD has
ωc = 5 rad/s and for RLPAD ω0 is set to ω0 = 40. Their RMSE are logged in Table 5-6.

The conclusion about Figure 5-4 is similar to the noise free case. AEAD can’t track the input, and it
shows less noise attenuation compared to RLPAD. RLPAD on the other hand does follow the input and
attenuates the noise. The output of y(0) has lower RMSE than the standard deviation, thus it shows
that the differentiator can improve the noisy input. The noise gets amplified over each consecutive
derivative estimation, but that is expected. It still manages to keep the RMSE of the estimates with
noise fairly low in Table 5-9 compared to Table 5-8. The zeroth order is only increased by roughly a
factor 10 which gets lower for the consecutive derivative errors.

Summarizing, AEAD cannot track the derivatives of an input that is a combination of a polynomial
and sinusoid. The reason for this is that it can’t track a polynomial input as was shown in section
5-1. RLPAD on the other can track this type of input and estimates derivative with low errors in the
case with a without noise. RLPAD also improves the input by estimating the zeroth order derivative
with a lower RMSE than it would have if the input was used with noise.

RMSE polynomial + sinusoid input with time step ∆T = 0.01 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 3.21 · 10−2 5.95 · 10−2 7.40 · 10−1 6.48 3.89 · 101 1.62 · 102

RLPAD 3.32 · 10−5 1.22 · 10−3 1.64 · 10−2 1.32 · 10−1 5.58 · 10−1 1.14

Table 5-8: This table shows the root mean square errors of the derivative estimations with the true ones of
the combination of the polynomial and sine input. The RMSE is recorded over the interval t = [4.0, 20.0]
seconds after the main transient. The i-th derivative error is denoted by e(i) . The parameters used are
ωc = 5 rad/s for AEAD, for RLPAD ω0 = 50 rad/s and fred = 2.2. Both differentiators use n = 10 for the
amount of estimated derivatives and their sample time is h = 0.01 seconds. The errors of AEAD increase
rapidly, because it cannot track a function that consists of a polynomial signal. RLPAD can track this type
and shows that the error is far below one for up to the second order derivative.

RMSE Noisy (σ = 0.001) polynomial+sinusoid with time step ∆T = 0.01 and n = 10
Method e(0) e(1) e(2) e(3) e(4) e(5)

AEAD 3.22 · 10−2 6.12 · 10−2 7.65 · 10−1 6.71 4.03 · 101 1.68 · 102

RLPAD 5.28 · 10−4 7.15 · 10−3 5.96 · 10−2 2.73 · 10−1 7.92 · 10−1 1.25

Table 5-9: This table shows the root mean square errors of the derivative estimations with the true ones of
the combination of the polynomial and sine input with additive noise (σ = 0.001). The RMSE is recorded
over the interval t = [4.0, 20.0] seconds after the main transient. The i-th derivative error is denoted by
e(i) . The parameters used are ωc = 5 rad/s for AEAD, for RLPAD ω0 = 40 rad/s and fred = 2.2.
Both differentiators use n = 10 for the amount of estimated derivatives and their sample time is h = 0.01
seconds. The error of AEAD increases rapidly because it cannot track a polynomial signal. RLPAD shows
that it performs with low errors for up to the second order derivative. It also improves the estimate of
the zeroth order derivative, because the RMSE of it is lower than the standard deviation of the noise (
e(0) < σ).

5-4 Summary

The performance of AEAD and the proposed method (RLPAD) are evaluated by using three type of
input functions with known higher order derivatives. The inputs are a polynomial, a sinusoid and
a combination of the two, see equation (5-1) to (5-3) respectively. The performance of these inputs
conclude the following four points. The first is that AEAD cannot track a polynomial signal, because
the derivative estimates diverge over time. This eventually leads to all estimates diverging including
the zeroth order estimate, albeit a lot slower. The proposed method on the other hand can track a
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Figure 5-7: Plot of the trajectories of AEAD (a-b) and RLPAD (c-d) for a combination of a polynomial
and sinusoidal input function (5-3) sampled at h = 0.01 seconds. The parameters used are ωc = 10 rad/s
for AEAD, for RLPAD ω0 = 50 rad/s and fred = 2.2. Both differentiators use n = 10 for the amount
of estimated derivatives and their sample time is h = 0.01 seconds. The solid lines are the trajectories
estimated and dashed lines are the true derivatives. The superscript y(i) denotes the i-th derivative. Since
AEAD cannot track a polynomial signal, it is no surprise that it also cannot track a combination of it with
a sine. The divergence is already getting out of hand for y(2). RLPAD on the other hand, can track this
signal with low error. It tracks the zeroth to second derivative good, but struggles with the third and higher.

polynomial very accurately also in the presence of noise. It can track all derivatives of a polynomial
when the amount of estimated derivatives is equal to the degree of the polynomial. And in the case
with noise, RLPAD attenuates it properly for polynomial signals.

The second is that both differentiators can track a sinusoid input with and without noise. With the
right tuning their performance is very similar for both the RMSE of the derivatives and transient
responses. The proposed method has a better estimate for the zeroth order derivative and is therefore
considered slightly better than AEAD.

The third point is that the proposed method also functions properly with an input that is a combination
of a sinusoid and a polynomial, whereas AEAD cannot track this signal. The reason for that is that
AEAD cannot track polynomial signals.

The fourth point is that the performance of both differentiators is highly affected by the time step,
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Figure 5-8: Plot of the trajectories of AEAD (a-b) and RLPAD (c-d) for a combination of a polynomial
and sinusoidal input function (5-3) with additive noise (σ = 0.001) sampled at h = 0.01 seconds. The
parameters used are ωc = 5 rad/s for AEAD, for RLPAD ω0 = 40 rad/s and fred = 2.2. Both differentiators
use n = 10 for the amount of estimated derivatives and their sample time is h = 0.01 seconds. The solid
lines are the trajectories estimated and dashed lines are the true derivatives. The superscript y(i) denotes
the i-th derivative. The conclusion is for AEAD the same, it still cannot track an input that consists of a
polynomial. RLPAD can track the zeroth to second order derivative still pretty good with noise present. It
also tracks the trend of the third derivative, but it overshoots slightly. Higher order derivatives start to lag
behind.

the amount of derivatives estimated and the noise that is present on the input.
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Chapter 6

Real data experiment

The previous chapter evaluates the performance of the recurrent low pass algebraic differentiator
(RLPAD) and the algebraic estimation approach differentiator (AEAD) for nice mathematical inputs.
It is also interesting to see how well the differentiators perform on real sensor data. This chapter
evaluates the RLPAD and AEAD when real sensor data is used as input. The sensor data that is
used is recorded by an OptiTrack system [1] and is made available by D. Benders. For in depth
information about the data acquisition setup and experiments conducted, see his Master’s thesis [6].
The data consist of flight data from a Parrot AR.Drone 2.0 (a quad-copter) [2] that flies stationary
while it is affected by wind from a fan, which is described in more detail in section 6-1. Section 6-2
covers offline smoothing of the raw data so that a ground truth of the higher order derivatives can
be determined. The performance of AEAD and RLPAD can then be evaluated, which is covered in
section 6-3. Finally, the findings of the real data experiment are summarized in section 6-4.

6-1 Experimental setup for data acquisition

The setup that was used to get sensor data is shown in Figure 6-1 and is as follows. The lab room
is rigged with 10 OptiTrack system cameras [1]. The drone is placed in the middle of the lab, with
its axis and center of mass aligned with the calibrated ones of the OptiTrack system. The calibrated
("world") axes are as follows. The y-axis points towards the fan, x-axis points to the right when facing
the fan and the z-axis point up. The drone has reflective markers on it to allow it to be tracked by the
OptiTrack system, they are placed in such a way so that the center of mass of the markers align with
the center of mass of the drone. The Robot Operating System (ROS) is used for the data acquisition
of the OptiTrack system and the drone. ROS is also used to control the drone, which commands the
drone to maintain a steady position during flight.

A wind source is used to disturb the drone, this means that the unmodeled noise of the drone has
smooth characteristics. To create this wind, a fan is placed 6 meters in front of the drone. The fan is
initially turned off while the drone takes off and maintains a steady flight. After 10 seconds of liftoff
the fan is turned on and set to a low wind mode. After 45 seconds of liftoff, the fan is set to a high
wind mode and creates a stronger wind stream.

The OptiTrack systems records positions and rotations very accurately with its proprietary software
and has a very high signal to noise ratio. The drone can pitch, yaw and roll, but for the differentiator
experiment the only input used is the "world" x-position recorded by the OptiTrack system. The
world positions can be transformed to body coordinates of the drone, but this is not necessary for
derivative estimation as a differentiator should be able to handle any type signal as they are model
free. Therefore it is decided to use the "world" x-position recorded by the OptiTrack system as input
for the comparison of the two differentiators.

Master of Science Thesis E.P. Veldhuis



6-2 Experiment data analysis and post processing 65

The raw data and the time line of events when the fan is turned on are shown in Figure 6-2. Notice
that the drone does not respond instantly to the wind produced by the fan at the 10 seconds mark.
The winds takes some time until it reaches the drone six meters away. The transition point at t = 26
seconds denotes the point where the wind effects the drone. This can be seen by looking at the
relatively low amplitude oscillations before the transition point and higher and faster oscillations
after. When the fan is at high speed at t = 45 seconds, the drone starts to drift away from its set
point.

Figure 6-1: Schematic of the experiment setup. The drone is placed and aligned with the origin of the
calibrated OptiTrack system. The wind source is placed about 6 meters in front of the drone. The drone
its position and attitude is recorded by 10 OptriTrack cameras at 120 Hz. The image of the drone is copied
from [3].

6-2 Experiment data analysis and post processing

A ground truth of the higher order derivatives of the raw data are necessary to compare the proposed
method (RLPAD) with the state of the art differentiator (AEAD). There are no sensors that measured
the derivatives, therefore they must be determined offline.

The OptiTrack system has a very low standard deviation of σ = 6.0 · 10−5 [m] for the first 3 seconds
when the drone is not moving (see Figure 6-3a). Because the noise is so low, one could think that
the derivatives would be accurate if a finite difference scheme is used. This is not true, even though
the standard deviation of the noise is very low, the estimated derivatives will be amplified too much,
even by this noise (see the saw tooth shapes in Figure 6-3b). Therefore the data has to be smoothed
to create a reasonable ground truth for the higher order derivatives.

There are numerous methods that can smooth data, such as a moving average, exponential smoothing
[45] and a Gaussian filter (also known as Gaussian blur) to name a few. Each have their downsides,
but the main disadvantage of these is that they cannot determine the derivatives of the smoothed data
directly from their formulation. A smoothing filter that can smooth and estimate the derivatives at
the same time, is a Savitzky-Golay filter [48]. It can do this, because the smoothing is based on a n-th
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6-2 Experiment data analysis and post processing 66

degree local polynomial that is fitted through data points around a central point by a given window
size in a least-squares sense. The derivatives are then estimated by taking the derivative of this n-th
degree polynomial up to n− 1 derivatives. This type of filter is a form of local polynomial regression
or sometimes called a local polynomial smoothing filter [49]. The Savitzky-Golay filter is used in the
next section to smooth the raw data.
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Figure 6-2: Plot of the raw sensor data acquired by the OptiTrack system at 120Hz. The full data set is
plotted over 70 seconds. The vertical dashed lines indicated the events of the experiment. Lift off happens
at t = 3.5 seconds. The fan is turned on 10 seconds after lift off and set to low at t = 13.5 seconds. The
fan is set to high at t = 48.5 seconds. The transition point, indicated by the dashed dot line is when the
drone is clearly affected by the wind disturbance. The wind source does not disturb the drone instantly
after it is turned on, because the wind needs time to travel a distance of about 6 meters first.
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Figure 6-3: Plot of the raw sensor data acquired by the OptiTrack system at 120Hz. The data of Figure
6-2 is zoomed in to a range of t = 0 to t = 10 seconds in (a). The box indicated the close up region of
(b). It shows clean data in (a), however, viewing the data from that resolution is deceiving. Because a
close up in (b) shows that there are relatively high saw tooths present in the data. These are the reason
why backwards differentiation will not give accurate results.

6-2-1 Offline smoothing and derivative estimation for a ground truth

The Savitzky-Golay filter [48] requires two parameters to be tuned for smoothing the data properly.
The first parameter is the degree of the polynomial used for fitting and the second parameter deter-
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mines the window size around a central point. These parameters have to be set properly for the data
to still have meaningful information.

There are two important factors to keep in mind when using this filter. The first is that the window
size determines how many samples are considered. This essentially functions as a low pass filter when
the window size becomes larger. This means that the smoothed output starts to lose information
by increasing the window size. The second is that the amount of derivatives that can be extracted
depends on the polynomial degree minus one. Furthermore increasing the polynomial degree does not
result in better smoothed data, especially when a constant window size is used [33].

The goal of this filter is to smooth the raw data in such a way so that the sensor noise is reduced sig-
nificantly, while still following the trend of the data points. A helpful tool for finding good parameters
is by making use of the residual noise of the raw data. It is defined as

ηr = xsmooth − xraw. (6-1)

This allows for calculating the mean, standard deviation and autocorrelation. The standard deviation
and autocorrelation are important for determining the proper tuning parameters. The standard de-
viation is important, because for properly smoothed data it is expected to have a standard deviation
that is slightly greater or equal to the standard deviation of the stationary case (between t = [0, 3]
in Fig 6-3). The autocorrelation is important, because it can determine the whiteness of the residual
noise. The parameters of the Savitzky-Golay filter determine the autocorrelation plot. When the filter
does not smooth the raw data as much, it will show correlation with itself and when the filter smooths
too much it will show the same behavior. There is a set of parameters that smooth the raw data in
an uncorrelated way and at that point the residual noise can be considered uncorrelated white noise.

The sensor noise of the OptiTrack system is considered white in this thesis. Therefore the parameters
of the Savitzky-Golay filter can be tuned in such a way so that the autocorrelation plot of the residual
noise is as uncorrelated as possible. This is achieved by the following steps.

1. Set a desired polynomial degree and keep it constant. The amount of derivatives that can be
extracted is the degree minus one.

2. Set an odd window size that is greater than the polynomial degree.

3. Smooth the raw data with the Savitzky-Golay filter [48]

4. Calculate the residual noise by subtracting the raw data from the smoothed data.

5. Calculate the mean, standard deviation and autocorrelation of the residual noise.

6. Evaluate the mean, it should be close to zero.

7. Evaluate the standard deviation, it should be only a few factors greater than the stationery
noise.

8. Evaluate the autocorrelation function, it should be highly uncorrelated.

9. If the evaluation is not sufficient enough, go back to step 2 and repeat.

These steps were evaluated manually, while having a constant polynomial degree of 4. This gave the
best results for higher order derivatives. A higher degree polynomial resulted in rapid oscillations of
derivatives and could not get the data smoothed based on the conditions stated above. This could
be solved by multi filtering the smoothed data, but this is not considered in this thesis. A degree
of 4 allows for the extraction of up to the third order derivative. This is considered sufficient for
differentiator testing purposes, because they show very large errors when they estimate derivatives
higher than the second order when noise is present on the signal.
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By following the steps above, the best window size found is 31 samples. This gave the following
statistical properties of the residual noise. The mean is µr = 2.8 · 10−8 and the standard deviation is
σr = 2.1 ·10−4. The mean shows that it is very close to zero, this indicates together with the standard
deviation that it follows the raw data accurately. The standard deviation is only a factor 2.1·10−4

6.0·10−5 = 3.5
larger than the standard deviation of the stationary noise. This is considered good, because one can
expect that the standard deviation of the noise is larger during flight. Factors like vibrations and
velocity of the drone can affect the accuracy of the OptiTrack system. The decisive factor of how good
the noisy data is filtered is shown by the autocorrelation plot in Figure 6-5b. It shows that the residual
noise is highly uncorrelated, when the raw data is smoothed with the parameters: a polynomial degree
of 4 and a window size of 31. Note that instead of manually finding the optimal windows size, [47]
proposes a recursive method that can find the optimal window size based on the given polynomial
degree and known noise properties of the signal. However, this method was not considered due to
time constraints and it is not known how optimal the window size is when the variance of the noise
varies over time.

The result of smoothing the raw data by a Savitzky-Golay filter [48] is shown in Figure 6-4. It shows
the smoothed signal and its first derivative in (a). The derivative looks smooth, although it still has
some small bumps of short duration. Figure 6-4b shows the same close up of Figure 6-3b, but has the
smoothed signal plotted over it. It shows that the saw tooths of the raw data are effectively filtered,
resulting in smoother derivatives.

An interesting fact about the residual noise in Figure 6-5a is that it has a non constant standard
deviation. The noise clearly has higher amplitudes past the transition point at t = 26 seconds and
thus has higher standard deviations. This varies over time, because the interval of t = [50, 60] shows
that the noise has lower amplitudes, resulting in a lower standard deviation locally. This change of
the noise properties results in a non Gaussian distributed normalized histogram, which can be seen
in Figure 6-6. This figure does not show all the histogram bins, because there are several outliers.
To show that this distribution is non Gaussian, three pure Gaussian probability density functions are
plotted over it. The reason why this distribution is non Gaussian, is because the standard deviation
of the noise residual (σ = 2.14 · 10−4) does not line up with the peaks of the histogram plot at all.
The main reason for this is that the standard deviation varies over the whole data set and there
are relatively many outliers. The Gaussian distribution of the stationary standard deviation is also
plotted for reference, and also this does not match the peaks of the histogram. A better Gaussian
distribution fit for this histogram is when the standard deviation is σ = 9.0 · 10−5. The change of
variance is actually a beneficial aspect in the comparison of the differentiators, because it also tests
the capability of how they handle variable noise.

Summarizing, the raw data is smoothed by a Savitzky-Golay filter [48]. The parameters used for it
are a 4th degree polynomial and a window size of 31 samples. The 4th degree polynomial allows for
the extraction up to the third order derivative. Although the filter can extract more derivatives, the
degree of 4 is used, because the noise affects higher derivative too much. The smoothed data and its
corresponding derivatives are the ground truth for the comparison between the proposed method and
AEAD in the next section.

6-3 AEAD vs RLPAD

The experiment is as follows. The input to the differentiators is the smoothed raw sensor data that
is created by the Savitzky-Golay filter [48]. The ground truths for the derivatives are also determined
by this filter, up to the third order for the reasons stated in the previous section. The performance of
both differentiators is evaluated based on the RMSE between the outputs and ground truths over a
specified time interval.

The ground truths determine the tuning of both differentiators. They are manually tuned to get
the lowest root mean squared error for the zero-th and first order derivative. Initially the following
parameters are used:
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Figure 6-4: The smoothed raw data and the derivative is calculated by using the Savitzky-Golay filter (a).
A close up of the raw and smoothed data is plotted in (b). The data is now cleaner as it filtered out the
saw tooths in the close up in (b). The derivative is smooth but still has rapid dips and bumps along its
signal. This derivative is used as ground truth for the differentiator experiment.

■ Parameter set A

• AEAD: a = 12 and n = 10.
• RLPAD: ω0 = 120, fred = 3.0 and n = 10.

For this set of parameters n is set to 10, this means that the differentiators will estimate up to 9
derivatives plus the zeroth. However, from Figure 6-7 it can be seen that the performance of the
RLPAD does not necessarily get better by estimating more derivatives. It shows that it has the lowest
RMSE at n = 3 for the zeroth derivative. The same is true for AEAD, its higher order estimations get
worse for an input with a high noise variance and those influence the lower order estimations. This
means that adding more derivative estimations does not always improve accuracy. For aforementioned
reasons, both differentiators are also retuned and tested with the following parameters.

■ Parameter set B

• AEAD: a = 12 and n = 3.
• RLPAD: ω0 = 100, fred = 1.8 and n = 3.

The AEAD is converted to a discrete state space with Matlab’s c2d function with a sample rate of
Ts = 1/120. This function converts it with the highest accuracy possible. Both differentiators are
evaluated for the parameter set A and B in the following two sections.

6-3-1 Performance of parameter set A (n = 10)

The performance of the proposed method, RLPAD, is compared with AEAD for parameter set A
and the results are as follows. AEAD performs better at estimating the first derivative, but performs
similar as the proposed method for the rest of the derivatives. However, the proposed method damps
higher order derivatives better. Generally speaking, both differentiators struggle to estimate the 3rd
order derivative due to high errors.

Table 6-1 shows that this is the case. AEAD performs about 2.9× better at estimating the first
derivative. They perform very similar for the zeroth and second order derivative. The errors increase
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Figure 6-5: The residual noise is plotted in (a) and its autocorrelation in (b). The residual noise plot also
shows two distinct phases. The noise has lower amplitudes at the first 25 seconds. The autocorrelation
plot shows that the samples are highly uncorrelated with past samples over the full duration of 70 seconds.

rapidly for the third order derivative, but RLPAD keeps it lower than AEAD.
RMSE of the full data set and n = 10 at 120Hz

Method e(0) e(1) e(2) e(3)

AEAD 5.50 · 10−4 1.37 · 10−2 0.68 19.3
RLPAD 5.61 · 10−4 4.0 · 10−2 0.69 5.65

Table 6-1: This RMSE is recorded after the main transient response in the interval of t = [4.0, 70.0][s].
Both differentiators perform similar for the zeroth and second derivative when n = 10. However, AEAD is
2.9 times better at estimating the first derivative. RLPAD has the advantage that it does not let a higher
derivative explode as fast which can be seen at e(3). It supresses the noise (and signal) of higher derivatives
a lot more.

The performance is visualized in Figure 6-8, which shows the zeroth, first and second derivative plot
in the interval t = [30, 40]. It shows clearly that AEAD (a) has lower errors for the first derivative
compared to RLPAD in (b). This is shown more clearly in Figure 6-9. RLPAD shows a smoother
estimation of the second derivative than AEAD. It overshoots less, but it is slower and lags somewhat
compared to (c). The reason for this is that RLPAD has a stronger low pass filter for each consecutive
higher order derivative that is estimated.

6-3-2 Performance of parameter set B (n = 3)

In this section the proposed method, RLPAD, is compared with AEAD for parameter set B. This
means that for this parameter set the maximum amount of derivatives estimated is up to the second
order. In contrast to the previous section, RLPAD outperforms AEAD significantly for all derivatives
estimated. RLPAD estimates the zeroth order derivative a factor 3.5 better than AEAD and the first
derivative by a factor of 2.1.

Table 6-2 shows that this is the case. RLPAD performs about 2.1× better at estimating the first
derivative and it is coincidently 2.1 times better than the estimate in Table 6-1. However, the errors
get closer to each other for the second derivative, but RLPAD is still the better one as it can follow
the trend of the second derivative.
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Figure 6-6: This histogram shows that the residual noise does not follow a Gaussian normal distribution
and therefore the noise is not Gaussian distributed (globally). Figure 6-5a shows that the variation changes
a lot over time, so locally the noise can be, and likely is, Gaussian distributed. This results in that the total
distribution of the residual noise is a sum of several Gaussian distributed probability density functions. The
yellow bell curve is the shape that the bins of the residual noise should have if the noise was Gaussian with
a constant variance.

RMSE of the full data set and n = 3 at 120Hz
Method e(0) e(1) e(2)

AEAD 1.09 · 10−3 4.11 · 10−2 5.26 · 10−1

RLPAD 3.08 · 10−4 1.95 · 10−2 4.29 · 10−1

Table 6-2: This RMSE is recorded after the main transient response in the interval of t = [4.0, 70.0][s]
with parameter set B. In contrast to the case where n = 10, RLPAD outperforms AEAD for all estimated
derivatives. RLPAD performs 3.5× better at estimating the zeroth derivative and 2.1× for the first derivative
estimate.

The performance is visualized in Figure 6-10, which shows the zeroth, first and second derivative plot
in the interval t = [30, 40]. It shows clearly that AEAD (a) has higher errors for the first derivative
compared to RLPAD in (b). It follows the trend but it lags behind the true signal. This is shown
more clearly in Figure 6-11. AEAD fails to track the second derivative (c), it shows that it is to slow
to follow the trend properly and lags even more than the first derivative estimate. RLPAD on the
other hand follows the trend very good, but it also suffers from a small lag that is induced by the low
pass filter characteristics.

6-3-3 Performance of parameter set B (n = 3) on raw data

The previous two subsections compared the performance with the smoothed data as input and ground
truth. It is also interesting to see how the differentiators perform with raw data as input, but now
with the smoothed data as ground truth. This way, the backwards differentiation scheme can also be
compared. The reason for comparing a backwards finite difference scheme is that it is used in current
implementations of Active Inference for finding generalized measurements [7].

A finite difference scheme was not compared in the previous subsections, because it will outperform
the differentiators when the smoothed data is used as input. There is no noise on the input, and
locally it is based on a polynomial, this means that a backwards differentiator scheme can estimate
the first derivative a lot better than the differentiators can. The differentiators are designed to work
with noisy inputs. Therefore it is more realistic to compare a finite difference scheme on a noisy input.

The differentiators use parameter set B and the results are as follows. Table 6-3 shows that the
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Figure 6-7: This figure shows the RMSE over n = 1 to 10 of the smoothed real sensor data for the
parameters of parameter set A in (a). The errors are indicated by e(i), where i denotes the i-th derivative.
The diamonds and crosses indicate the RMSE of RLPAD and AEAD respectively. This figure clearly indicates
that RLPAD has a lowest error for all estimates at n = 3. The lowest error for AEAD is at n = 5 and
does not change much over more states. In contrast, the first order derivative estimation decreases until
n = 10. Plot (b) shows that this figure is highly affected by noise. The smoothed input is corrupted with
a Gaussian noise with a standard deviation of 0.01. It shows that the RMSE of AEAD is highly affected
by the noise. The more derivatives are added the worse all estimates become. In contrast, RLPAD is not
sensitive to that, but this does not necessarily mean that the estimations are accurate. The reason for this
is that RLPAD suppresses the higher order derivatives so much that they eventually go towards zero. Note
that RLPAD was retuned in plot (b) to give a better plot (ω0 = 60.0).

backwards finite difference scheme (BFD) outperforms the differentiators for the 0th derivative. This
is somewhat misleading, because the backwards differentiators 0th derivative is just the raw input.
This means that the differentiators fail to filter the noise of this input so that the zeroth derivative
is more accurate. Improving the signal is hard for differentiators when the raw data is very accurate
already.

An important result is that RLPAD estimates the first order derivative better than BFD. BFD out-
performs AEAD, because the full data set has a standard deviation of 2.11 · 10−4. If the standard
deviation is higher, the derivative estimations of BFD gets worse rapidly. This can already be seen
for the second order derivative estimation which is already 17 times higher than RLPAD.

Figure 6-12 shows the plots of the derivative estimation in the interval t = [30, 40]. The conclusion
for RLPAD and AEAD is the same as Figure 6-10. BFD shows that it is very noisy, but it follows the
trend of the velocity good on average. This is due to the fact that the raw input its noise has a very
low standard deviation. Although BFD works for the first derivative in this case, it will not for higher
orders because the noise will be amplified for each additional derivative. Resulting in extremely high
errors.
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Figure 6-8: The figures show the tracking performance of the zeroth, first and second derivative for n = 10
in the interval t = [30, 40]. The solid lines are the estimations and the dashed lines are the true values. It
shows that the AEAD (a) has frequent oscillations in the estimations. This is amplified a lot for the second
derivative estimation in (c). RLPAD (b) has a smoother first derivative estimation, but overshoots more as
can be clearly seen in the highest peak around t = 39. The estimated second derivative in (d) is therefore
also more smooth than (c). It overshoots relatively less than (c) and lags behind the true signal, but it
follows the general trend.

RMSE of the full data set and n = 3 at 120Hz
Method e(0) e(1) e(2)

BFD 2.19 · 10−4 3.65 · 10−2 7.35
AEAD 1.09 · 10−3 4.11 · 10−2 5.26 · 10−1

RLPAD 3.41 · 10−4 2.02 · 10−2 4.43 · 10−1

Table 6-3: This RMSE is recorded after the main transient response in the interval of t = [4.0, 70.0][s]
with parameter set B. In contrast to the case where n = 10, RLPAD outperform AEAD in all estimated
derivatives. RLPAD performs 3.5× better at estimating the zeroth derivative and 2.1× for the first derivative
estimate. BFD shows the lowest error for the zeroth derivative, and this error is equal to the standard
deviation of the raw data with respect to the smoothed data. This means that the other differentiators
struggle with low standard deviations as they could not improve the error of the zeroth derivative.
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Figure 6-9: The figures show the error of the first derivative of the smoothed data set. It shows that the
AEAD (a) estimates the velocity better than RLPAD (b) when n = 10. It is also interesting to see that
the noise seems more smooth in (b).

6-4 Summary

In this chapter the proposed method (RLPAD) is compared with AEAD by using real sensor data
as input to the differentiators. The real sensor data is not usable as input directly, because it does
not have a ground truth about its derivatives. Therefore the sensor data is smoothed by a Savitzky-
Golay filter [48]. This filter smooths and estimates the derivatives of the input by fitting a polynomial
through the data points.

The smoothed data is used as input to the differentiators and they are compared with two sets of
parameters. The reason for two parameter sets is that the performance of the differentiators are highly
affected by the amount of derivatives they estimate. The first parameter set estimates 9 derivatives
(parameter set A) and the second set 2 derivatives (parameter set B). When the differentiators use
parameter set A, the AEAD and RLPAD perform similar except for estimating the first derivative.
AEAD estimates it 2.9 times better than RLPAD.

On the other hand, when parameter set B is used, RLPAD outperforms AEAD on every aspect. It
estimates the zeroth derivative better by a factor of 3.5 and the first derivative by a factor of 2.1. Its
estimates are better than when RLPAD uses parameter set A. It also shows that a backward finite
difference scheme is bad for finding higher order derivatives.

A final insight is that the performance of the differentiators are highly affected by noise. AEAD shows
that this is the case when the noise variance gets higher. Instead of improving the derivative estimates
by increasing n, they become worse instead. However, RLPAD is not sensitive to this effect when
adding more derivative terms, because it has a stronger noise attenuation for estimating the higher
order derivatives. But this does not mean that the derivative estimates are accurate.
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Figure 6-10: The figures show the tracking performance of the zeroth, first and second derivative for n = 3
in the interval t = [30, 40]. The solid lines are the estimations and the dashed lines are the true values. It
shows that the AEAD (a) has lag the estimations of the first derivative, but it follows the trend. In (c) it
shows that the estimated second derivative lags more and shows that it is too slow to track the trend of it.
On the other hand RLPAD (b and d) can track the velocity without lag and follows the trend of the second
derivative with some lag.
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Figure 6-11: The figures show the error of the first derivative of the smoothed data set. It shows the
opposite of Figure 6-9. AEAD (a) estimates the velocity worse than RLPAD (b) when n = 3. It now shows
that AEAD seems to be more smooth, because of the larger gaps between the lines.
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Figure 6-12: The figures show the tracking performance in the interval t = [30, 40] when the raw input is
used for a backwards finite difference scheme (BFD), AEAD and RLPAD. The differentiators used parameter
set B and the solid lines are the estimations and the dashed lines are the true values. It shows that the BFD
(a) has a noisy first derivative estimation. Albeit relatively accurate due to the accuracy of the OptiTrack
system [1]. However, the second derivative amplifies this noise even more and becomes useless due to a bad
signal to noise ratio. AEAD (b) and RLPAD (c) shows the same performance as in Figure 6-10. RLPAD
tracks the velocity good with small overshoots and without any noise compared to (a).
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Chapter 7

Conclusion

The initial goal of this thesis is to investigate if there are existing methods that can generate generalized
measurements from a single input for Active Inference in real time. Real time differentiators are the
solution to this, because those are able to estimate higher order derivatives of a single input signal.
Chapter 3 conducts a short literature study about differentiators and tabulates eight existing causal
differentiators that are scored based on performance metrics. The state of the art differentiator is
the algebraic estimation approach differentiator (AEAD), which can extract an arbitrary order of
derivatives. However, it turns out that the state of the art differentiator and others cannot track a
polynomial input when converted to a discrete time formulation.

This leads to the main goal of this thesis, which is:

Create a custom differentiator that can track a polynomial signal and any other type of input, while
performing similar or better than the state of the art differentiator AEAD.

The proposed method, the recurrent low pass algebraic differentiator (RLPAD), has achieved this
goal. The RLPAD is based on a truncated Taylor series expansion and a low pass filter at its core.
In contrast to the state of the art differentiator, this one is defined in discrete time. This definition
makes it able to track polynomial signals, thereby solving the first part of the main goal.

The next part of the goal is to evaluate if the proposed method performs better or similar compared
to the AEAD. Two experiments are conducted to numerically evaluate both differentiators. The
first experiment in chapter 5 evaluates the performance based on three analytical inputs, which can be
differentiated multiple times. The three input functions are a polynomial, a sinusoid and a combination
of the two. Additionally, the analytical inputs are corrupted by a Gaussian noise, to determine how
well the differentiators attenuate noise.

The second experiment in chapter 6 evaluates how well the differentiators perform when real sensor
data is used. It does not matter what kind of system generates the data, because a differentiator
is capable of handling any type of signal. In order to evaluate the performance properly, the sensor
data is smoothed and filtered by a Savitizky-Golay filter [48] to create a ground truth about the
derivatives of the signal. The Savitizky-Golay filter is tuned iteratively so that the noise residual
between the smoothed and raw data is highly uncorrelated. This way, the derivative estimations of
the differentiators can be evaluated up to the third order derivative.

The first experiment concludes the following. The proposed method performs very similar compared
to AEAD for sinusoidal inputs with and without noise, but it estimates the zeroth order derivative
better. The proposed method outperforms AEAD significantly when polynomial inputs are used. This
also includes a combination of a sinusoid with a polynomial. The proposed differentiator performs
exceptionally well when pure polynomial signals are used, even when they are corrupted by noise. The
AEAD cannot track these types of signals.
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The second experiment concludes the following two points. The first is that the performance of the
differentiators are highly affected by the amount of derivatives they estimate. This results in a range
for each differentiator, where either the proposed method, or AEAD is better. Therefore, in chapter 6
the differentiators are tested at their optimal parameter n. The proposed method outperforms AEAD
when n = 3 and performs better than when more derivatives are estimated (n = 10). However,
when n = 10, AEAD outperforms the proposed method and has the lowest absolute error for the first
derivative for the specific data set used. Other than that they perform roughly similar for the other
derivatives.

The second point is that the performance of the two differentiators, and differentiators in general, is
highly affected by the strength of the noise. By artificially increasing the noise of the smoothed data,
AEAD shows that it gets less accurate by adding more derivative estimations terms. In contrast, the
proposed method is not very sensitive to that and the errors remain almost constant at some point
when adding more derivative estimation terms. This is due to the fact that the proposed method has
a stronger noise attenuation than AEAD.

Based on the conclusions of these two experiments, the performance metrics of RLPAD are tabulated
in Table 7-1 together with the scores of AEAD that were determined in chapter 3. This table shows
that RLPAD outperforms AEAD at derivative tracking for low frequency signals. The main reason
for this is that the AEAD could not track a polynomial function which can be considered to have
zero frequency. With the right tuning and a small enough time step, they perform roughly similar for
high frequency signals. As said before, RLPAD is slightly better than AEAD for the zero-th up to the
second derivative in the numerical simulations. On the other hand AEAD performs slightly better for
real sensor data as input, although this varies a lot by the amount of derivatives estimated and noise of
the input. In terms of noise attenuation RLPAD and AEAD perform very similar, however, RLPAD
is allowed to have a stronger noise attenuation due to an extra damping parameter. Additionally
it is capable of tracking polynomials with noise, therefore the noise attenuation of RLPAD is rated
slightly higher. Both differentiators can estimate any order of derivative, however, the accuracy of
higher order derivatives is highly affected by the sample rate and noise. The category where AEAD
is definitely better at is the amount of tunable parameters, which are two compared to RLPAD that
has three.

Performance of AEAD vs the proposed method (RLPAD)
LF derivative HF derivative noise max tunable underlying

Method tracking tracking Attenuation derivatives parameters technique
AEAD 9.0 7.0 8.0 > 1 2 TSB
RLPAD 10.0 7.0 9.0 > 1 3 TSB

Table 7-1: This table shows how the current state of the art differentiator (AEAD) performs versus the
proposed method (RLPAD). LF and HF denotes low frequency and high frequency respectively. The values
of AEAD are copied from Table 3-1. AEAD is outperformed by RLPAD for low frequency signals, because
AEAD can’t track polynomial signals properly. RLPAD can track polynomial inputs and for high frequency
signals it performs about the same as AEAD. The noise attenuation is slightly better for RLPAD. The
downside of RLPAD is that it has an extra tunable parameter and that it is defined in discrete time.

The following sub goal is partially answered: Quantify the variance propagation of the higher order
derivatives from the input.

Knowing the variances of the estimated derivatives would simplify the construction of the precision
matrix in Active Inference that corresponds with the generalized measurements. The premise is that
the variances of the outputs of RLPAD can be determined analytically when the input noise variance
is known. Determining the variances analytically turned out to be a difficult problem and is out of
the scope of this thesis, thus the premise was not evaluated as true nor false. Instead, the variances of
the output can be determined with numerical simulations by having as input a stationary signal with
additive Gaussian noise. However, this is a general method that works for all differentiators.
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Now the final question can be answered: which method is best suited for creating generalized measure-
ments in Active Inference?

RLPAD is more suitable than AEAD for creating generalized measurements in Active Inference for
three reasons. The first is that RLPAD can estimate derivatives of polynomial signals properly which
is something AEAD cannot. However, when real sensor data is used, AEAD performs slightly better
than RLPAD. The main reason for this is that AEAD has the lowest absolute error for the first order
derivative for the data set used. However, the performance of both differentiators are highly affected
by noise and the amount of derivatives estimated.

The second reason is that RLPAD has superior noise attenuation. The way RLPAD is defined makes
sure that the higher order derivatives eventually go to zero. AEAD, on the other hand, amplifies the
noise considerably for each consecutive derivative estimate.

The third reason is that RLPAD performs better when a lower number of derivatives are estimated.
This is advantageous, because it reduces computational time at the cost of some accuracy.
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Chapter 8

Recommendations and future work

This research came with its own difficulties. Some ideas could not be implemented or could not be
solved due to time constraints. These difficulties gave rise to new ideas and questions. Therefore, this
chapter covers three recommendations of the recurrent low pass algebraic differentiator (RLPAD), also
known as the proposed method. Furthermore, it mentions an inspiration for a potential new filter.
And finally, states two new research question for Active Inference as future work.

Recommendations

The first thing that stands out in chapter 4 is that the proposed method is defined in discrete time.
Therefore, the first recommendation is that it can be beneficial if RLPAD can be defined in continuous
time. Attempts have been made to transform it to continuous time, but were unsuccessful. A continu-
ous time definition would make the tuning of the filter easier. The reason for this is that once a set of
parameters work in continuous time, they behave the same when converted to discrete time when the
most precise conversion is used under the assumption that the filter is stable. On the other hand, the
discrete time variant requires retuning as soon as the time step becomes larger, because it can become
unstable. However, a danger is that when the proposed method is converted to continuous time, it
might not be able to track polynomial signals when converted to discrete time. This was also the
case for the algebraic estimation approach differentiator (AEAD) and Taylor series expansion based
differentiator (TSEBD).

The second recommendation is to find a better expression to tune the cutoff frequencies ωi. In this
work, they are defined as ωi+1 = ωi

fred
for i = 0, 1, ..., n−1. This expression helps to reduce the amount

of tunable parameters of the filter to three, however, it is not proven that each subsequent ω is optimal.
Therefore a suggestion is to find an optimal set of ωi if there exists one.

The third recommendation is that the performance of the proposed differentiator can be improved
by multi filtering. Multi filtering is not considered in this thesis, however, the authors of AEAD [32]
did for their differentiator. They show that multi filtering can improve noise attenuation significantly,
therefore multi filtering can potentially improve the performance of RLPAD.

Inspiration for a new filter

A Savitzky-Golay filter is used in chapter 6 to smooth the data and extract the derivatives at the
same time. The ability to smooth and extract derivatives is a very interesting property of this filter.
It would be very beneficial if this filter could work in real time. Sadly this filter is non-causal as it
takes future and past samples into account. Therefore, this gave rise to the idea that the underlying
technique of the Savitzky-Golay filter (fitting a local polynomial through data points in the least
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square sense) can be an inspiration to develop a causal filter that can smooth and estimate derivatives
at the same time.

A filter like this can overcome the high bandwidth requirements for real time differentiators, because a
polynomial fit works with a lower bandwidths. Although this comes with its own set of problems [12],
because a too low bandwidth results in noisy estimates and a too high bandwidth creates a bias. This
causes loss of information of the original data.

Future work

This thesis gives rise to the first research question: How does Active Inference perform when it uses
differentiators to construct the generalized coordinates? Current implementations of Active Inference
[10] or other methods that make use of generalized coordinates [37] make use of a simple backward
difference scheme to estimate higher order derivatives, which is very inaccurate when dealing with noisy
signals. This thesis shows that there are better methods that can estimate higher order derivatives
in real time. This means that higher order derivatives of sensor data can be estimated to improve
the performance of Active Inference. Therefore, it would be very interesting to evaluate how Active
Inference performs when differentiators are used to estimate higher order derivatives. Also note that
not only the derivatives of measurements can be estimated, but also those of the inputs.

In turn this also gives directly rise to the second research question: How many embedding orders are
necessary in practical implementation of Active Inference? Recall that the embedding order indicates
the amount of higher order derivatives Active Inference uses. Friston mentions that signals can still
have useful information up to an embedding order of six [24]. However, even with low noise it is
difficult to estimate the second order derivative accurately as this thesis shows. Let alone the sixth
order derivative. It is therefore interesting to investigate to which embedding order Active Inference
improves its performance in practical implementations.

These last two stated questions are very interesting and can bring the full potential of Active Inference
one step closer in robotics.
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