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FEVERLESS: Fast and Secure Vertical
Federated Learning Based on XGBoost

for Decentralized Labels
Rui Wang , O�guzhan Ersoy , Hangyu Zhu, Yaochu Jin , Fellow, IEEE, and Kaitai Liang ,Member, IEEE

Abstract—Vertical Federated Learning (VFL) enables multiple clients to collaboratively train a global model over vertically partitioned

data without leaking private local information. Tree-based models, like XGBoost and LightGBM, have been widely used in VFL to

enhance the interpretation and efficiency of training. However, there is a fundamental lack of research on how to conduct VFL securely

over distributed labels. This work is the first to fill this gap by designing a novel protocol, called FEVERLESS, based on XGBoost.

FEVERLESS leverages secure aggregation via information masking technique and global differential privacy provided by a fairly and

randomly selected noise leader to prevent private information from being leaked in the training process. Furthermore, it provides label

and data privacy against honest-but-curious adversaries even in the case of collusion of n� 2 out of n clients. We present a

comprehensive security and efficiency analysis for our design, and the empirical results from our experiments demonstrate that

FEVERLESS is fast and secure. In particular, it outperforms the solution based on additive homomorphic encryption in runtime cost

and provides better accuracy than the local differential privacy approach.

Index Terms—Differential privacy, privacy preservation, secure aggregation, vertical federated learning, XGBoost

Ç

1 INTRODUCTION

TRADITIONAL centralized deep learning models, demand-
ing to collect a considerable amount of clients’ data to

maintain high accuracy, to some degree, may increase the
risk of data breaches. Data may not be easily shared among
different entities due to privacy regulations and policies. To
tackle this “Data Island” problem [1], Google proposed Fed-
erated Learning (FL) [2] to allow multiple clients to train a
global model without sharing private data. The basic para-
digm of FL is that all clients train local models with their
own data, and then the information of local models,
e.g., gradients, may be exchanged to produce a global
model.

Based on different types of data partition [1], FL can be
mainly categorized into Horizontal Federated Learning
(HFL) and Vertical Federated Learning (VFL). The former
focuses on training with horizontally partitioned data
where clients share the same feature space but differ in data
index set. Several research works [3], [4], [5], [6] have found
that training data of HFL is still at high risk of leakage
although private data is kept locally. Other studies [7], [8],
[9], [10], [11] have been dedicated to enhancing the security
of HFL. On the contrary, VFL is mainly applied in the sce-
nario of training with vertically partitioned data [12], [13]
where clients share the same data index set but differ in fea-
ture space. In this article, our principal focus is to achieve
privacy-preserving training on VFL.

To the best of our knowledge, many existing studies [12],
[13], [14], [15], [16], [17], [18] have proposed innovative
approaches to prevent private information breaches in the
context of VFL. Specifically, [14] introduced encryption-
based privacy-preserving logistic regression to safeguard
the information of data indexes. [15] gave a comprehensive
discussion on the impact of ID resolution. [17] introduced a
scheme without using a coordinator for a limited number of
clients. Recently, [16] proposed an asymmetrically VFL
scheme for logistic regression tackling privacy concerns on
ID alignment.

Unlike the training models used in the aforementioned
works, XGBoost [18], which is one of the most popular mod-
els applied in VFL, can provide better interpretation, easier
parameter tuning, and faster execution than deep learning
in tabular data training [19], [20]. These practical features
and advantages draw academia and industry’s attention to
the research on XGBoost, especially in the privacy-preserv-
ing context. [12] introduced an approach for tree-based
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model training through a hybrid method composing homo-
morphic encryption and secure Multi-Party Computation
(MPC) [21], [22]. After that, [13] proposed a similar system
to train XGBoost [18] securely over vertically partitioned
data by using Additively Homomorphic Encryption (AHE).
By applying Differential Privacy (DP) [23], [24] designed a
VFL system to train GBDT without the need of encryption/
decryption.

However, most of the above solutions based on AHE and
MPC do not scale well in terms of efficiency on training
XGBoost. Beyond that, all the existing schemes basically
assume that training labels are managed and processed by a
sole client. In practice, a VFL scheme supporting distributed
labels is necessary. For instance, multiple hospitals, clinics
and health centers currently may be set to COVID-19 test
spots and aim to train a model, e.g., XGBoost, to predict
with good interpretation if citizens (living in various loca-
tions) are infected based on their health records and symp-
toms. In this context, the labels (and their values), e.g., the
test results, are likely distributed among different health
authorities - even targeting to the same group of patients,
and feature space is vertically portioned. For example, a car-
diac hospital only maintains heart data for the patients,
while a psychiatric center holds the mental records, in
which both authorities may collect and manage each of its
registered patient’s label locally. Another common scenario
could be in the financial sector where multiple bank
branches and e-commerce companies prefer to build a
global model to predict if their customers may pay for some
service (e.g., car loan) on time. The banks have part of fea-
tures about the customers (e.g., account balance, funding in-
and-out records), while the companies may obtain other fea-
tures (e.g., payment preference). Since the customers may
get the same service, e.g., loan, from different institutions, it
is clear that labels must be distributed rather than central-
ized. In addition to efficiency and functionality aspects, one
may also consider capturing stronger security for VFL.
Training an XGBoost usually should involve the computa-
tion of first and second-order derivatives of the loss function
(note gradients and hessians contain labels’ information),
and the aggregation of them is required in each round. In
the context where the labels (and their values) are held by
different clients, if the gradients and hessians are transmit-
ted in the form of plaintexts and the summations of them
are known to an aggregator (who could be one of the clients
engages in training), inference and differential attacks (Sec-
tion 3.3) will be easily conducted by the aggregator, result-
ing in information leakage.

To tackle these problems, we propose a fast and secure
VFL protocol, FEVERLESS, to train XGBoost on distributed
labels without disclosing both feature and label value. In
our design, privacy protection is guaranteed by secure
aggregation (based on a masking scheme) and Global Dif-
ferential Privacy (GDP). We leverage masking instead of
heavy-cost multiparty computation and we guarantee a
“perfect secrecy” level for the masked data. In GDP, we use
Verifiable Random Function (VRF) to select a noise leader
per round (who cannot be predicted and pre-compromised
in advance) to aggregate noise from “selected” clients,
which significantly maintains model accuracy.

Our contributions can be summarized as follows.

(1) We define VFL in a more practical scenario where
training labels are distributed over multiple clients. Beyond
that, we develop FEVERLESS to train XGBoost securely and
efficiently with the elegant combination of secure aggrega-
tion technique (based on Diffie-Hellman (DH) key exchange
and Key Derivation Function (KDF) and GDP.

(2) We give a comprehensive security analysis to demon-
strate that FEVERLESS is able to safeguard label value and
feature privacy in the semi-honest setting, but also maintain
robustness even for the case where n� 2 out of n clients
commit collusion.

(3) We implement FEVERLESS and perform training time
and accuracy evaluation on different real-world datasets.
The empirical results show that FEVERLESS can maintain
efficiency and accuracy simultaneously, and its performance
is comparable to the baseline - a ”pure” XGBoost without
using any encryption and differential privacy. Specifically,
training the credit card and bank marketing datasets just
takes 1% and 6.5%more runtime than the baseline andmean-
while, the accuracy is only lower than that of the baseline by
0.9% and 3.21%, respectively.1

2 PRELIMINARIES

2.1 Xgboost

XGBoost [18] is a popular tree-based model in tabular data
training that can provide better interpretation, easier
parameters tuning and faster execution speed than deep
learning [19], [20]. It also outperforms other well-known
boosting tree systems in terms of accuracy and efficiency,
like Spark MLLib [25] and H2O [18], especially for large-
scale datasets. Therefore, in this paper, we consider using
XGBoost as a building block for classification tasks.

Assume that a training set withm data points composing
with feature space X ¼ fx1; . . . ; xmg and label space Y ¼
fy1; . . . ; ymg. Before training starts, every feature will be
sorted based on its values, and split candidates will be set
for features. XGBoost builds trees based on the determina-
tion of defined split candidates and some pruning condi-
tions. Specifically, computing gradients and hessians first
according to Eqs. (1) and (2) for each data entry, where
y
ðt�1Þ
i denotes the prediction of previous tree for i-th data
point, and yi is the label of ith data point:

gi ¼ 1

1þ e�y
ðt�1Þ
i

� yi ¼ ŷi � yi; (1)

hi ¼ e�y
ðt�1Þ
i

ð1þ e�y
ðt�1Þ
i Þ2

: (2)

For splitting nodes, the XGBoost algorithm determines
the best split candidate from all others based on maximum
Lsplit in Eq. (3), where � and g are regularization parameters:

Lsplit ¼ 1

2

" P
i2IL giP

i2IL hi þ �
þ

P
i2IR giP

i2IR hi þ �
�

P
i2I giP

i2I hi þ �

#
� g:

(3)

1. For banknote authentication dataset, FEVERLESS takes 13.96%
more training time than the baseline, and the accuracy is 30.4% lower.
This is because the model is trained by a small-scale dataset, so that the
robustness is seriously affected by noise.
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The current node will be the leaf node if the following
conditions are fulfilled: reaching the maximum depth of
tree, the maximum value of impurity is less than a preset
threshold. The calculation of the leaf value follows:

w ¼ �
P

i2I giP
i2I hi þ �

: (4)

2.2 Diffie-Hellman Key Exchange

Based on Decision Diffie-Hellman (DDH) hard problem [26]
defined below, Diffie-Hellman key exchange (DH) [27] pro-
vides a method used for exchanging keys across public
communication channels. Without losing generality and
correctness, it consists of a tuple of algorithms (Param.Gen,
Key.Gen, Key.Exc). The algorithm ðG; g; qÞ  Param.Gen
ð1aÞ generates public parameters (a group G with prime
order q generated by a generator g) based on secure parame-
ter a. ðski; pkiÞ  Key:GenðG, g, qÞ allows client i to gener-

ate secret key (ski  �Zq

$

) and compute public key
(pki  gski ). Shared key is computed by ðpkskji ; pk

ski
j Þ  

Key:Excðski; pki; skj; pkjÞ. Inspired by [22], [28], we utilize
shared keys as maskings to protect the information of labels
against inference attacks during transmission in public
channels. The correctness requires pk

skj
i ¼ pk

ski
j . The secu-

rity relies on the DDH problem [26], which is defined as:

Definition 2.1 (Decision Diffie-Hellman). Let G be a
group with prime order q and g be the fixed generator of the
group. The Probabilistic Polynomial Time (PPT) adversary A
is given and ga and gb where a and b are randomly chosen. The
probability of A distinguishing ðga; gb; gabÞ and ðga; gb; gcÞ for
a randomly chosen c is negligible:

Pr a; b �Zq

$

: Aðg; ga; gb; gabÞ ¼ true

� �����
�Pr a; b; c �Zq

$

: Aðg; ga; gb; gcÞ ¼ true

� ����� < neglðaÞ:

2.3 Pseudo-Random Generator and Hash Function

Pseudo-Random Generator (PRG) [29] is an algorithm that
is able to generate random numbers. The ”pseudo-random”
here means that the generated number is not truly random
but has similar properties to a random number. Generally,
the pseudo-random numbers are determined by given ini-
tial values a.k.a seeds. In cryptographic applications, a
secure PRG requires attackers not knowing seeds can distin-
guish a truly random number from an output of PRG with a
negligible probability. Similar to PRG, the hash function
allows mapping arbitrary sizes of data to a fixed bit value.
For reducing the communication cost of FEVERLESS, we
use SHAKE-256 [30], one of the hash functions in SHA-3

[31] family, to generate the customized size of maskings.

2.4 Key Derivation Function

Key Derivation Function (KDF) [32] is a kind of hash func-
tion that derives multiple secret keys from the main key by
utilizing Pesudo-Random Function (PRF) [33]. In general,
KDF algorithm DK  KDF ðmainkey; salt; roundsÞ derives
keys DK based on the main key, a cryptographic salt and
the current round of processing algorithm. The security

requires a secure KDF that is robust for brute-force attacks
or dictionary attacks. Inspired by [34] where key shares gen-
erated by DH key exchange are converted to AES keys, in
this paper, we use KDF to generate maskings for every
round to reduce communication costs. The main key we use
is generated by DH key exchange.

2.5 Verifiable Random Function

Verifiable Random Function (VRF) [35] is a PRF providing
verifiable proof of the correctness of outputs. It is a tool
widely used in cryptocurrencies, smart contracts and leader
selection in distributed systems [36]. Basically, given an
input x, a signature scheme and a hash function, a practical
leader selection scheme with VRF [36] works as:

Sleader  HðsignskiðxÞÞ ) (5)

where ski is the secret key for i-th client, and the maximum
leader score Sleader is used to determine leader. The security
and unforgeability of VRF require that the signature scheme
has the property of uniqueness, and the hash function is
able to map the signature to a random string with a fixed
size. The correctness of this Sleader is proved by the signature
of x.

2.6 Differential Privacy

Differential Privacy (DP) [37], [38] is a data protection sys-
tem targeting on the publishing of statistical information of
datasets while keeping individual data private. The security
of DP requires that adversaries cannot distinguish statistical
change between two datasets where an arbitrary data point
is different.

The most widely used DP mechanism is called ð�; dÞ-DP
requiring less noise injected than originally proposed �-DP
but with the same privacy level. The formal definition is
given as follows.

Definition 2.2. (ð�; dÞ - Differential Privacy) Given two real
positive numbers ð�; dÞ and a randomized algorithm A: Dn !
Y, the algorithm A provides ð�; dÞ - differential privacy if for all
data sets D, D0 2 Dn differing in only one data sample, and all
S � Y:

Pr½AðDÞ 2 S� � expð�Þ � Pr½AðD0Þ 2 S� þ d: (6)

Note the noiseN � Nð0;D2s2Þwill be put into the output
of the algorithm, where D is l2 - norm sensitivity of D and

s ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 lnð1:25=dÞp

[39].

3 PROBLEM FORMULATION

3.1 System Model

We here make some assumptions on our system. We sup-
pose that a private set intersection [40], [41] has been used
to align data IDs before the training starts, so that each client
shares the same data index space I . But the names of fea-
tures are not allowed to share among clients. As for the rela-
tionship of label tagging (indexes indicating a label belongs
to which client, e.g., the label a is held by client A;B), we
will consider that this can be known to the public in
advance. But this assumption does not mean that the label
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“value” is leaked. For instance, client C knows that client
A;B have a, but it does not know the specific value of a. We
also consider that the training is conducted on a dataset
with m samples composing with feature space X ¼
fx1; . . . ; xmg, each containing f features, and label set Y ¼
fy1; . . . ; ymg. Besides, features fXðcÞj j j 2 f1; . . . ; fgg and
labels fyðcÞi j i 2 f1; . . . ;mgg are held among n clients where
each client has at least one feature and one label. X

ðcÞ
j and

y
ðcÞ
i refer to j-th feature and i-th label owned by c-th client,
respectively. Note we summarize the main notations in
Table 1.

Considering a practical scenario wherein training labels
are distributed among clients, we propose a new variant of
VFL, named VFL over Distributed Labels (DL-VFL). The
concrete definition is given as follows.

Definition 3.1 (DL-VFL). Given a training set with m data
samples consisting of feature space X , label space Y, index space
I and clients set C, we have:

X c \ X c0 ¼ ;; Yc \ Yc0
��� ��� < m; I c ¼ I c0 ; 8c; c0 2 C; c 6¼ c0:

Remarks. Different clients hold the subset of X sampled
from feature space. A client c participating DL-VFL shares
the same sample ID space I with the corresponding labels,
where a single label may be tagged to multiply clients (1-to-
many case), for example, the label a! client A; B. One
may easily see the special case where a single label is
assigned to only one client (i.e. Yc \ Yc0 ¼ ;), 1-to-1 case.
Recall that the “tagging” relationship between label and cli-
ent can be publicly known. Based on this assumption, our
experiments are conducted in 1-to-1 cases for simplicity. We
state that the designed experiments are also compatible

with 1-to-many cases. This is so because the assumption
allows the source client (which is defined below) to have
knowledge of label holders, so that it can request “distinct”
and missing labels from those holders, e.g., requesting a
from either client A or B. Note as for 1-to-many, the size of
missing labels, jmIDsj, could be smaller than 1-to-1, which
may require less communication cost and runtime.

We will further require the participation of the source cli-
ent and noise leader in our design. And they are defined as
follows.

Definition 3.2 (Source client). A source client with split can-
didates wants to compute the corresponding Lsplit based on
Eq. (3). But some labels are missing so that

P
gi and

P
hi are

unable to derive.

For the case that a source client does not hold all labels in
the current split candidates, we propose a solution based on
secure aggregation and global differential privacy to help
the source client to compute Lsplit while safeguarding other
clients’ privacy. Note each client may have a chance to act
as a source client because all the labels are distributed,
where the source client leads the Lsplit computation, and cli-
ents provide missing label values to the source client.

To achieve GDP, we define a noise leader who is selected
fairly and randomly from all clients (except for the source cli-
ent) - preventing clients frombeing compromised beforehand.

Definition 3.3 (Noise leader). By using VRF, a noise leader is
responsible for generating the maximum leader score , aggregat-
ing differentially private noise from a portion of clients and
adding the noise to the gradients and hessians.

3.2 Threat Model

Wemainly consider potential threats incurred by participating
clients and outside adversaries. We assume that all clients are
honest-but-curious, which means they strictly follow designed
algorithms but try to infer the private information of others
from the received messages. Besides, we also consider up to
n� 2 clients’ collusion to conduct attacks, and at least one
non-colluded client adds noise per round. Through authenti-
cated channels, DH key exchange can be securely executed
among clients. Other messages are transmitted by public chan-
nels, and outside attackers can eavesdrop on these channels
and try to reveal information about clients during the whole
DL-VFL process. Note this paper mainly focuses on solving
privacy issues in training DL-VFL based on XGBoost. Thus,
other attacks, like data poisoning and backdoor attacks deteri-
orating model performance, are orthogonal to our problem.

3.3 Privacy Concern

Since we assume feature names are not public information
for all clients, and the values of features never leave clients,
privacy issues are mainly incurred by the leakage of label
information.

3.3.1 Inference Attack

During the training process, gradients and hessians are sent
to the source client for Lsplit computation. For the classifica-
tion task, the single gradient is in the range ð�1; 0Þ [ ð0; 1Þ
for binary classification. According to Eq. (1), a label can be

TABLE 1
Notations Summary

Notation Description

X feature space
X
ðcÞ
j j-th feature owned by c-th client

xi i-th data point with d features
Y label space
y
ðcÞ
i the label of i-th data point owned by c-th client

I data index space
C clients set
g
ðcÞ
i the gradient of i-th data point owned by c-th client

h
ðcÞ
i the hessian of i-th data point owned by c-th client

G summation of gradients
H summation of hessians
m number of data entries
n number of clients
f number of features
d the maximum depth of tree
�; d parameters of differential privacy
Dg sensitivity of gradients
Dh sensitivity of hessians
Lsplit impurity score
w leaf value
pkc public key generated by c-th client
skc secret key owned by c-th client
g generator of multiplicative group
Bj

z z-th bucket of j-th feature
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inferred as 1 and 0 if the range is ð�1; 0Þ and (0,1), respec-
tively. Besides, hessian illustrated in Eq. (2) can leak a pre-
diction of the corresponding data sample. With training
processing, the prediction is increasingly closer to a true
label. The source client and outside attackers can infer the
true label with high probability. Gradients and hessians
cannot be transmitted in plaintext. We thus use a secure
aggregation scheme to protect them from inference attacks.

3.3.2 Differential Attack

The differential attack can happen anytime and many times
during the calculation of gradients and hessians. Fig. 1
describes an example of a differential attack taking place in
a single node split. After sorting feature1, the semi-honest
source client defines 2 split candidates and further com-
putes Gf2;5g ¼ g2 þ g5 and Gf1;2;3;5g ¼ g2 þ g5 þ g1 þ g3 for
the candidates 1 and 2, respectively. Since the source client
holds label 2, even if Gf2;5g is derived by secure aggregation,
the g5 still can be revealed by Gf2;5g � g2.

Another example of differential attack is shown in Fig. 2.
Assume split candidate 1 is the one for splitting the root
node. In the current tree structure, the source client may
split the right node by computing Lsplit of split candidate 2.
In this case, Gf1;3g should be aggregated by the source client.
And the g5 can be revealed by Gf1;2;3;5g �Gf1;3g � g2, where
Gf1;2;3;5g is computed in the previous node.

4 A PRACTICAL PRIVACY-PRESERVING PROTOCOL

4.1 FEVERLESS Protocol Description

To prevent a source client from knowing gradients and hes-
sians sent by other clients, one may directly use MPC [42]
based on AHE [12], [43]. But this method yields expensive
computation costs. Getting rid of the complex mechanism
like MPC, we leverage secure aggregation protocol via
masking scheme based on DH key exchange [22], [24], [28].
By further using KDF and Hash Function, our masking (for
gradients and hessians) can be derived without exchanging
keys per training round. Our approach significantly reduces
the communication cost but still maintains the robustness
up to n� 2 colluded clients. Meanwhile, the secure aggrega-
tion can provide “perfect secrecy” for broadcast messages.
After receiving the broadcast messages, the masking will be
canceled out at the source client side. But only using the
masking is unable to defend against differential attacks.
One may consider using Local Differential Privacy
(LDP) [44] to make sure that each client may add noise per
send-out message, barely consuming any extra computation
cost. The accumulated noise, from all clients, may seriously
affect the model’s accuracy. To tackle this problem, we use
a GDP [45] approach with noise leader selection. A hybrid
method is finally formed based on a masking scheme and

GDP, so that per client’s sensitive information can be pro-
tected by the “masks” and the aggregated values are
secured by the noise which is injected by the chosen clients.

We here briefly introduce our design. Assume each client
c 2 ½1; n� generates respective secret key skc and computes
gradients g

ðcÞ
i and hessians h

ðcÞ
i locally, where fi j yi 2 Ycg.

FEVERLESS works as follows.
1. Broadcast missing indexes. The source client broadcasts

the mIDs¼ fi j yi =2 Ycg. Regardless of 1-to-1 or 1-to-many
cases, the source client will need to send out the missing
indexes (with knowledge of tagging relationships).

2. Key exchange computation. Each client c computes public
key pkc ¼ gskc using secret keys skc, sends pkc to other cli-
ents and computes the corresponding shared keys2 fSc;c0 ¼
pkskc

c0 ¼ gskcskc0 j c; c0 2 C; c 6¼ c0g based on secret key skc
received public keys fpkc0 j c0 2 Cg.

3. Data masking. Each client c runs the masking generation
algorithm to compute the maskings for protecting gradients
and hessians. Specifically, based on KDF, clients’ indexes and
the number of queries, the masking generation algorithm is

conducted by maskðcÞg  
P

c6¼c0
jc�c0 j
c�c0 � ðHðSc;c0 k0kqueryÞ, maskðcÞh

 P
c 6¼c0

jc�c0 j
c�c0 � ðHðSc;c0 k1kqueryÞ3. Then the masked gradients

GðcÞ and hessians HðcÞ are generated by GðcÞ ¼P
i2mIDs g

ðcÞ
i þ

maskðcÞg � rðcÞg ,HðcÞ ¼P
i2mIDs h

ðcÞ
i þ mask

ðcÞ
h �rðcÞh .

4. Noise leader selection. Each client generates the selection
score selecc using the VRF, HðSIGNskcðcount; mIDs; rÞÞ, and
broadcasts it, where count is the number of times clients con-
duct VRF, r is a fresh random number, and SIGN is the signa-
ture scheme. The client with the maximum score will be the
noise leader. For ease of understanding, we assume client n
with the largest selection score selectmax

n is the leader, in Fig. 3.
5. Noise injection. a) Noise leader selects k clients adding

noise. For the details of the selection, please see Algorithm

5. b) The selected clients send fgnðcÞg ¼ Nð0;D2
gs

2Þ þ rðcÞg ;g
n
ðcÞ
h ¼ Nð0;D2

hs
2Þ þ r

ðcÞ
h jc 2 kg to noise leader, in which the

rðcÞg and r
ðcÞ
h are two random values to mask noise. c) The

leader aggregates the noise: fNg ¼ k �Nð0;D2
gs

2Þ þRg andfNh ¼ k �Nð0;D2
hs

2Þ þRh, and further adds them to GðnÞ and
HðnÞ, respectively.

6. Aggregation and computation. All clients send the
masked values to the source client. The source client com-
putes

Pn
c¼1 G

ðcÞ þ k �Nð0;D2
gs

2Þ, Pn
c¼1 H

ðcÞ þ k �Nð0;D2
hs

2Þ
and Lsplit.

7. Final update. The source client with maximum Lsplit

updates the model following XGBoost [18] and broadcasts
the updatedmodel and data indexes in child nodes as step 8.

We present an overview of FEVERLESS in Fig. 3. Note
the depicted process can be conducted iteratively.

4.2 XGBoost Training Over Distributed Labels

At the initial stage, we allow all clients to agree on a tree
structure (maximum depth and the number of trees) and the
learning rate for updating prediction. To avoid the

Fig. 1. A differential attack on single node split.

2. Shared keys are only generated once, and the KDF is used to gen-
erate the remaining maskings.

3. For simplicity, we do not show the modular computations here.
The full description is elaborated on Algorithms 3, 4, and 5.
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overfitting problem, we should define regularization param-
eters. Threshold impurity is also another vital parameter
used to identify tree and leaf nodes via the maximum impu-
rity. After that, we should choose �, d for DP, a hash function
for masking generation, and noise leader selection. Besides,
we select a multiplicative groupGwith order q generated by
a generator g and a large prime number p to runDH.

During the initialization process, all clients set parame-
ters and sort their own features based on values. Then, split
candidates can be defined, and data samples between two
different candidates will be grouped as a bucket. In the end,
all entries are assigned initialized values to calculate the
derivatives of the loss function. The detailed algorithm is
described as follows.

Algorithm 1. Initialization

1: Set parameters: all clients agree on the maximum depth of a
tree d, the number of trees ðNT Þ, learning rate ðhÞ, regulari-
zation parameters ð�; gÞ, the threshold of Lsplit, �, d, p, g,
selection portion (p) and hash function

2: for c 2 ½1; n� do
3: for each feature j owned by c do
4: sort(X

ðcÞ
j )

5: define buckets: Bj
z

6: set initialized values: ŷi
ðcÞ

After initialization, all clients can invoke Algorithm 2 to
train the model collaboratively. The inputs are from feature
space consisting of features X

ðcÞ
j and labels y

ðcÞ
i distributed

on different clients, respectively; while the output is a
trained XGBoost model that can be used for prediction.
Generally, trees are built one by one. And we see from lines
4-10 in Algorithm 2 that each client can compute gradients
and hessians at beginning of a new tree construction.

Following that, clients are to split the current node. Note
that XGBoost training in DL-VFL requires each client to cal-
culateG andH. If the labels in some buckets are incomplete,
the corresponding gradients and hessians cannot be com-
puted. Thus, each client should first broadcast the missing
data index setmID (see lines 15-17 in Algorithm 2). Based on
the predefined bucket Bj

z, mID can be defined if labels in Bj
z

are not held by clients. In each broadcast, a client sending
messages is regarded as a source client. Then others send the
corresponding g

ðc0Þ
i and h

ðc0Þ
i back to the source client to com-

pute Lsplit through Algorithms 3, 4, and 5. After finding a
maximum impurity Lc

split max, the current node will be split
into “left” and “right” nodes if Lc

split max > threshold Lsplit,
in which the value of the split candidate is own by c.

In node splitting, clients should set a given node as ”leaf”
if current depth reaches the predefined maximum depth or
the maximum Lsplit is less than the predefined threshold of
Lsplit (see line 12, 24-32 in Algorithm 2). The derivation of
leaf value is followed by (4) where G and H are intaken.
Since a leaf node is either “left” or “right” split by one of the
clients in C from its parent node, this client knows G and H
and leaf value can be derived. Finally, this leaf value will be
broadcast, and clients who own the corresponding g

ðcÞ
i and

h
ðcÞ
i can use it to update predictions. The details for the

above process are shown in Algorithm 2.

4.3 Secure Aggregation With Global
Differential Privacy

In lines 15-19 of Algorithm 2, the source client is able to com-
pute Lsplit from the requested missing data indexes and the
aggregation of received messages. To avoid that inference

Fig. 2. A differential attack on multiply node splits.

Fig. 3. Overview of FEVERLESS. : Source client broadcasts missing IDs, aggregates gradients and hessians securely, updates model and
broadcasts nodes IDs. : DH key exchange and maskings generation. : Noise leader selection. ➊Broadcast missing indexes. ➋Key
exchange computation. ➌Data masking. ➍Noise leader selection. ➎Global noise injection. ➏Aggregation and computation. ➐➑ Final update and
broadcast updated model. Note sensitive data are in red. The maskings in ➌ protect data from the source client, and the noise in aggregated
gradients and hessians prevents the source client from conducting the differential attack.
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and differential attacks conducted on labels by source client
and outside adversaries, we propose a privacy-preserving
approach, shown in Algorithms 3, 4, and 5, to “twist” the DH
key exchange, noise leader selection and secure aggregation
together. This method represents a viable alternative to train
XGBoost securely in DL-VFL without demanding excessive
computational resources and affectingmodel accuracy.

To generate the secure-but-can-be-canceled-out mask-
ings, we adopt DH here. In Algorithm 3, all clients ran-
domly select numbers as their secret keys and generate the
corresponding public keys. For any two clients in the set C,
they will exchange the public key and compute the corre-
sponding shared keys. For simplicity, we do not describe
the signature scheme for DH. We assume DH is conducted
on authenticated channels, which means the man-in-the-
middle attack [46] should be invalid here.

Algorithm 2. Protocol Overview

1: Input: fXðcÞj j j 2 f; c 2 jCjg: features, fyðcÞi j i 2 m; c 2 jCjg:
labels

2: Output: XGBoost model
3: Building trees:
4: for nt 2 ½1; NT � do
5: for c 2 ½1; n� do
6: for each data entry i owned by c do
7: g

ðcÞ
i  @ŷiðcÞLossðŷiðcÞ; y

ðcÞ
i Þ

8: h
ðcÞ
i  @2

ŷi
ðcÞLossðŷiðcÞ; yðcÞi Þ

9: end
10: end
11: for each node in the current tree do
12: while current depth < d do
13: for c 2 ½1; n� do
14: for each feature j owned by c do
15: for each Bj

z owned by c do
16: BroadcastmID ¼ fi j yi =2 Ycg
17: end
18: aggregate G,H by Algorithms 3, 4, and 5
19: compute Lsplit according to Eq. (3)
20: end
21: find the maximum L

ðcÞ
split and broadcast

22: end
23: L

ðcÞ
split max  maxðfLðcÞsplit j c 2 ½1; n�gÞ

24: if L
ðcÞ
split max � threshold Lsplit then

25: set current node as leaf node
26: c computes w and broadcast
27: Break

28: else
29: c splits the current node to the left node and right

node and broadcasts the data index of them.
30: end
31: end
32: set remaining nodes as leaf nodes
33: c computes w and broadcast
34: clients participating in calculation of w: update ŷi

ðcÞ

35: end
36: end

If the shared keys are used as maskings directly, our sys-
tem is not robust for clients’ collusion unless the amount of
communication has been sacrificed as a cost to updating
maskings per round. But the communication complexity is

exponentially increased with the number of clients for a sin-
gle node splitting. Considering the structure of trees, the
overall communication complexity will be Oð2d �NT � n2Þ,
which may not scale well in practical applications.

Algorithm 3. Diffie-Hellman Key Exchange

1: for c 2 ½1; n� do
2: skc  Z	p
3: end
4: for c 2 ½1; n� do
5: pkc ¼ gskc mod p
6: for c0 2 ½1; n� ^ c0 6¼ c do

7: Sc;c0 ¼ pk
skc0
c mod p

8: end
9: end

To tackle this issue, we use KDF to update maskings per
round automatically. Specifically, in lines 24-25 of Algo-
rithm 5, shared keys are taken as main keys. 0 and 1 are salt
values for gradients and hessians, respectively. Since the
query in each round varies, the generated maskings should
be dynamic accordingly. Besides, the sign of maskings is
determined by the indexes of clients. In this way, we only
need to use DH once, and the communication complexity is
independent of tree structure.

To enable FEVERLESS to hold against differential attack,we
use the GDP approach allowing the chosen one to inject a
global noise to aggregated values per round. The approach is
quite subtle. If the noise leader is selected by the source client,
the system will be vulnerable to collusion. Moreover, a client
could be easily identified as a target if we choose it in advance,
e.g., by selecting a list of leaders before the training. To avoid
these issues and limit the probability of collusion to the greatest
extent, we use VRF to iteratively select the leader (see Algo-
rithm 4) to securely inject a global noise. The input of VRF
includes mIDs and a fresh random number r (line 4 in Algo-
rithm 4), so that this client will not be predicted and set before-
hand - reducing its chance to be corrupted in advance by
outsiders and the source client.

Algorithm 4.Noise Leader Selection

1: count = 1
2: for each time run this algorithm do
3: for c 2 ½1; n� ^ c 6¼ source client do
4: selecc  H ðSIGNskcðcount; mIDs; rÞÞ
5: Broadcast

6: end
7: selecmax

c  maxðfselecc j c 2 ½1; n�gÞ
8: set c as noise leader
9: count+=1
10: end

All clients can broadcast their scores and then the onewho
provides the “max value” will become the leader. Then the
leader re-generates a selection score as score threshold
(selecthreshold) and sends it to the rest of the clients. (line 2-6 in
Algorithm 5). The clients send the masked noise back to the
leader if the re-generated score is larger than the threshold
(lines 7-13 in Algorithm 5). Subsequently, the leader will
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select k̂ clients, notify them and aggregate this masked noise
to generate a global noisewith a randomnumber. In this con-
text, even if these selected clients are colluded (note at least
one is not) with the noise leader and source client, there is
still a noise that cannot be recovered, safeguarding the train-
ing differentially private. Note since the noise is masked by
the random number, the source client (even colluding with
the leader) cannot recover the “pure” global noise to conduct
the differential attack. And each client adds a noise with a
probability p. If k out of k̂ are non-colluded, the probability of
collusion is ð1� k

nÞh. To cancel out the randomness, the
selected clients will subtract the same randomness from
maskedmessages (line 28-31 in Algorithm 5).

Algorithm 5. Secure Aggregation With Global Differen-
tial Privacy

1: Noise injection:
2: if c ¼ leader then
3: selecthresholdc  H ðSIGNskcðcount; mIDs; rÞÞ
4: Broadcast

5: count+=1
6: end
7: for c 2 ½1; n� ^ c 6¼ source client ^ c 6¼ noise leader do
8: selecc  H ðSIGNskcðcount; mIDs; rÞÞ
9: if selecc > selecthresholdc then

10: send
g
n
ðcÞ
g ¼ Nð0;D2

gs
2Þ þ rðcÞg and

g
n
ðcÞ
h ¼ Nð0;D2

hs
2Þ þ

r
ðcÞ
h to noise leader

11: count+=1
12: end
13: end
14: if c ¼ leader then
15: c selects k clients from clients of sending noise,

k ¼ djfgnðcÞg gj � pe
16: if k < 1 then
17: redo noise injection
18: end
19: notify k clients
20: noise aggregation: fNg ¼ k �Nð0;D2

gs
2Þ þRg, fNh ¼ k �Nð0;

D2
hs

2Þ þRh

21: end
22: Secure aggregation:
23: for c 2 ½1; n� do
24: maskðcÞg  ð

P
c6¼c0

jc�c0 j
c�c0 � ðHðSc;c0 k0kqueryÞmodNÞÞmodN

25: mask
ðcÞ
h  ð

P
c6¼c0

jc�c0 j
c�c0 � ðHðSc;c0 k1kqueryÞmodNÞÞmodN

26: GðcÞ ¼P
i2mIDs g

ðcÞ
i þ maskðcÞg modN

27: HðcÞ ¼P
i2mIDs h

ðcÞ
i þ mask

ðcÞ
h modN

28: if selecc > selecthresholdc ^ received notification then

29: GðcÞ ¼ GðcÞ � rðcÞg modN

30: HðcÞ ¼ HðcÞ � r
ðcÞ
h modN

31: end
32: if c ¼ leader then
33: GðcÞ ¼ GðcÞ þ fNg modN
34: HðcÞ ¼ HðcÞ þ fNh modN
35: end
36: send fGðcÞ; HðcÞg to source client
37: end

Considering that the source client may procrastinate the
leader selection and noise injection procedure so as to buy

some time for its colluded clients to prepare sufficient large
VRF values to participate in the competition of selection
and adding noise. One may apply a heartbeat protocol [47]
to prevent a newly elected leader from intentionally halting
the noise-adding stage for a long period, say 1 min. If there
is no response from the leader after for a short while, a new
leader will be randomly selected. Furthermore, the heart-
beat may help to solve the problem that the leader acciden-
tally drops from the network. We note that the heartbeat
protocol is not our main focus in this paper.

Before replying to the source client, we have the clients
with labels put maskings on gradients and hessians, and for
those without labels, they just generate and later send out
maskings, in which the noise leader (i.e. one of the maskings
generators) injects the noise. In this way, the maskings,
guaranteeing perfect secrecy of the messages, will be can-
celed out after the aggregation of the values, and the differ-
entially private noise will consolidate indistinguishability of
individual data entry.

Note that in lines 24-34 of Algorithm 5, the maskings and
masked values are in the range ½0; N � 1�. And N should be
sufficiently large to avoid overflow, and the summation of
gradients and hessians should not exceedN .

4.4 Theoretical Analysis

Computation cost: We use B and d to denote the number of
buckets and the maximum depth respectively, and f ðcÞ here
represents the number of features held by a client c. For
each client c, the computation cost can be divided into 4
parts: (1) Performing at most fðcÞ �B �NT � ð2d � 1Þ times
computation of Lsplit and w, taking Oðf ðcÞ �B �NT � 2dÞ time;
(2) Creating n� 1 shared keys and 1 public key, which is
OðnÞ; (3) Conducting OðfðcÞ �B �NT � 2dÞ time to compute
VRF outputs, select noise leader and generate noise; (4)
Generating 2fðcÞ �B �NT � ð2d � 1Þ maskings, which takes
OðfðcÞ � B �NT � 2d � nÞ time. Overall, each client’s computa-
tion complexity is Oðf ðcÞ � B �NT � 2d � nÞ.

Communication cost: Each client’s communication cost can
be calculated as (1) Broadcasting at most fðcÞ �B �NT � ð2d �
1Þ times of missing indexes mID; (2) Broadcasting 1 public
key and receiving n� 1 public keys from other clients; (3)
Broadcasting 1 leader selection score and sending noise to
noise leader at most fðcÞ �B �NT � ð2d � 1Þ times; (4) Sending
source client 2 masked gradients and hessians of size
2dlog2Ne. Therefore the overall communication cost is f ðcÞ �
B �NT � ð2d � 1Þ � ðkmIDk � aI þ aL þ aN þ n � aK2dlog2NeÞ,
where aI ;aL, aN and aK refer to the number of bits of index,
leader selection score, noise and public keys, respectively.
Thus, we have the communication complexity OðfðcÞ � B�
NT � 2dÞ.

4.5 Security Analysis

We show that FEVERLESS provides label value and data
privacy against an adversary controlling at most n� 2
clients in the semi-honest setting [48]. Here, we provide a
brief summary of analysis and theorems. The formal
proofs, in the random oracle model, are given in Section
1 of Supplementary.

Label Value Privacy: This implies that the value of a label
among honest parties should not be leaked to the adversary.
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We achieve this by using a secure aggregation mechanism
where the masks are created via DH key exchange and
KDF. In brief, we show that because of the Decisional DH
problem (see Definition 2.1), the adversary cannot distin-
guish the individual values from randomly chosen ones.
That is why the adversary A cannot learn the owner of the
label.

Data Privacy: FEVERLESS provides data privacy, mean-
ing that an adversary A cannot extract the features of train-
ing data and key shares of any honest party. Individual key
shares are not separable from random values because of the
secure masking. Since the calculations of gradients or hes-
sians are irrelevant with features of training data, the adver-
sary cannot infer features even if gradients are breached. If
the source client is not part of the adversary, no data infor-
mation is leaked. But we require an additional countermea-
sure for the case where the source client is part of the
adversary because it can collect the summation of the data
values. We use differential privacy [37], [38] to achieve data
privacy. Because of the noise added by differential privacy,
the adversary cannot learn the individual data of an honest
client. Moreover, we select the noise clients by the VRF
which ensures that the noise leader cannot be predicted or
compromised in advance.

Theorem 4.1 (A not including source client). There exists
a Probabilistic Polynomial Time (PPT) simulator Sim for all jCj :
¼ n 
 3, jXj :¼ f 
 n, jYj :¼ m 
 1,

S
c2CXðcÞ,

S
c2CYðcÞ

and A � C so that jAj � n� 2, the output of Sim is indistin-

guishable from the output of REAL : REAL
C;X ;Y
A ðXC;YCÞ

� Sim
C;X ;Y
A ðXA;YAÞ:

Theorem 4.2 (A including source client). There exists a
Probabilistic Polynomial Time (PPT) simulator Sim for all jCj :¼
n 
 3, jXj :¼ f 
 n, jYj :¼ m 
 1,

S
c2CXðcÞ,

S
c2CYðcÞ and

A � C so that jAj � n� 2, the output ofSim is indistinguishable

from the output of REAL:REALC;X ;YA ðXC;YCÞ � Sim
C;X ;Y
A ðG;H;

XA;YAÞ where G ¼P
i2mIDs g

ðcÞ
i þNð0; ðDgsÞ2Þ; H ¼P

i2mIDs h
ðcÞ
i þNð0; ðDhsÞ2Þ:

Theorem 4.3 (Privacy of the Inputs). No A � C such that
jAj � n� 2 can retrieve the individual values of the honest cli-

ents with probability 1�Pk̂
i¼0

h
i

� �
n�2�h
k̂�i

� �ðPtÞk̂ð1� PtÞðn�k̂Þ�
k̂�i
k

� 	

k̂
k

� 		
, where h and k̂ refer to the number of non-col-

luded clients and the number of clients who have selection score
larger than threshold, respectively; and Pt is the probability of
selection score larger than the threshold.

Note for a concrete example, if we set n ¼ 10; h ¼ 2; k̂ ¼
5; k ¼ 8; Pt ¼ 1

2 , the probability is 0.938. This means the
source client cannot remove the noise with 0.938, which is a
relatively high probability.

5 EXPERIMENT

We perform evaluations on the accuracy, runtime perfor-
mance and communication cost, and compare our design
with two straightforward secure approaches: one is based
on LDP (for accuracy), and the other is built on AHE with

GDP (for runtime). These approaches are most-commonly-
used components for privacy-preserving FL, and they could
be the building blocks for complex mechanisms, e.g., MPC.
We note the protocol should intuitively outperform those
MPC-based solutions, and one may leverage our source
code to make further comparisons if interested. In the
experiments, the baseline, which is the pure XGBoots algo-
rithm, follows the training process of Fig. 3 without using
any privacy-preserving tools (steps ➋ - ➎). And LDP does
not conduct DH key exchange but each client injects noise
into the aggregation of gradients and hessians, while AHE
follows Fig. 3 except executing DH key exchange. In AHE,
each client sends (additive) encrypted messages to the
source client after step ➎. We here show the performance of
the best case where there is only one (non-colluded and ran-
domly selected) client adding noise per round (k ¼ 1).

5.1 Experiment Setup

All the experiments are implemented in Python, and con-
ducted on a cluster of machines with Intel(R) Xeon(R) CPU
E5-2620 v4 @ 2.10 GHz, with 15 GB RAM in a local area net-
work. As for the cryptographic tools, we set the key size of
DH and Paillier as 160 bits and 1024 bits respectively(to save
some time in running the experiments). This size can reach a
symmetric security level with 80 bits key length. Note one
may indeed increase the key size to obtain stronger security,4

but this will bring a longer experiment time as a side effect.
We use 1024-bitMODPGroupwith 160-bit PrimeOrder Sub-
group from RFC 51145 for DH Key exchange. SHAKE-

256 [49], a member of SHA3 [49] family, is used as a hash
function in leader selection and secure aggregation.

Intuitively, the smaller � we set, the more secure FEVER-
LESS will be; but larger noise will be added. We note the
above statement can be seen from the experimental results.
To present comprehensive results on the accuracy, we set �
to be: 10, 5, 2 and 1, and d is set to 10�5. In terms of accuracy
and runtime, we evaluate different situations by varying
the number of clients, the number of trees, and the maxi-
mum depth of trees (from 2 to 10). Other parameters regard-
ing training follow the suggestions in [18] and the library6 of
XGBoost. To deliver fair results, we conduct each test for 20
independent trials and then calculate the average.

Datasets. We run the experiments on three datasets -
Credit Card [50], BankMarketing [51] and Banknote Authen-
tication7 - for classification tasks. Because the more concen-
trated the distribution of labels and features, the more like
centralized learning. The entire algorithm requires less inter-
action among clients. This situation is less common in practi-
cal applications. To fairly investigate the model performance
in DL-VFL, wemake the features and labels as sparse as pos-
sible, and they are uniformly distributed among clients.
� Credit Card: It is a commercial dataset used for predicting

whether customers will make payments on time. It provides
30,000 samples, and each sample composes of 23 features.

4. Note a stronger security level will not affect the training accuracy.
5. https://tools.ietf.org/html/rfc5114
6. https://xgboost.readthedocs.io/
7. https://archive.ics.uci.edu/ml/datasets/banknote

+authentication
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� Bank marketing: Consisting of 45,211 data points and 17
features, the goal of bank marketing is to predict if a client
will subscribe to a term deposit.
� Banknote authentication: Offering 1,372 data points and 4

features, this dataset is used to classify authenticated and
unauthenticated banknotes. Note that different from tradi-
tional tabular data, features in the dataset are extracted
from images that are taken from genuine and forged bank-
note-like specimens through Wavelet Transform [52]. Using
the small-scale dataset, the trained model may not be robust
to noise, which brings a negative impact on accuracy.

5.2 Evaluation on Accuracy

In Fig. 4, we present a clear picture of the accuracy perfor-
mance based on the #tree and the maximum depth in
ð2; 10�5Þ�DP. We merge the #client in one tree structure,
which means in one bar, and the value is the mean of accu-
racy when conducting on different numbers. The accuracy

of the baseline in credit card (about 0.82) and bank market-
ing (nearly 0.9) remains unchanged as the #tree and maxi-
mum depth increases, while the accuracy in banknote
authentication rises from 0.9 to approximately 1.0. To high-
light the differences and ensure all results are displayed
clearly, we set the ranges of accuracy as ½0:5; 0:9�; ½0:5; 1� and
½0; 1� for the three datasets, respectively.

Compared with the baseline, shown in the top and mid-
dle rows of Fig. 4, FEVERLESS and LDP suffer from contin-
uously shrinking accuracy as tree structure becomes
complex. This is so because the injected noises are accumu-
lated into the model via the increase of query number. And
the accuracy is easily affected by the depth. In the worst
case where the #tree and maximum depth are both equal to
10, FEVERLESS decreases 10.37% (resp. 14.98%), and LDP
drops 24.78% (resp.24.59%) in credit card (resp. bank mar-
keting). But on average, FEVERLESS’ accuracy only shrinks
by around 0.9% (resp. 3.21%), while LDP suffers from an

Fig. 4. Comparison among the baseline, FEVERLESS and LDP under � ¼ 2. Top row: Credit card dataset, accuracy range: [0.5, 0.9]. Middle row:
Bank marketing, accuracy range: [0.5, 1]. Bottom row: Banknote authentication, accuracy range: [0, 1].
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estimated 3x (resp. 2x) accuracy loss. The difference in the
degree of deterioration mainly comes from how much noise
is added for each query. We note the deterioration of
FEVERLESS is independent of the #client. Thus, we can
maintain great accuracy even in the case where there exists
a considerable amount of clients.

Despite the fact that less noise is added in FEVERLESS,
we do not predict that the accuracy falls to the same level
(around 50%, like randomly guessing in binary classifica-
tion) as LDP in the bottom row of Fig. 4. This is so because
the model is trained by an extremely small-size dataset,
which makes it hard to maintain the robustness but rela-
tively sensitive to noise. If setting a larger �, we may see our
advantage more clearly.

To distinguish the performance between FEVERLESS and
LDPmore clearly, Fig. 5 shows the comparison over different �,
when #depth and #tree are set to 10. The performance of the
model is decayed as the decrease of �. In the left (resp.middle) of
Fig. 5, the averaged accuracy of FEVERLESS falls from 0.7686 to
0.5967 (resp. from 0.8517 to 0.6831), while that of LDP also
decreases to 0.5299 (resp. 0.5853). We notice that the highest val-
ues of LDP stay at the same level as those of FEVERLESS. This is
because, in the case of 2-client training, only one client needs to
add the noise in LDP (which is identical to our GDP solution).
At last, the worse case can be seen on the right of Fig. 5 due to
the weak robustness of the model obtained from the banknote
authentication. The results are far away from the baseline there.
This is because in small-scale datasets, the heterogeneity of data
distribution is not large, so the original XGBoost can achieve
high accuracy. However, the model trained in this way is less
robust, which means it is more sensitive to noise. Therefore,
compared with the model trained on a large-scale dataset, it
does not perform well under the condition of differential pri-
vacy. But even in this case, FEVERLESS still holds a tiny advan-
tage over LDP.

Note that we did not compare the accuracy to systems
using AHE. Because the calculation process of homomorphic
encryption does not change the precision of the value, training
through encryption will not affect the model. Therefore, the
accuracy of using AHE is the same as the pure XGBoost.

5.3 Evaluation on Training Time

To highlight the runtime complexity, we average the results
varying by client number into one tree structure as well. We

further set the ranges of time as [0 s, 9,500s], [0 s, 3,500s] and
[0 s, 110s] for the datasets to deliver visible results. Note since
the banknote dataset contains the least samples, it does
deliver the best training efficiency here. Fig. 6 presents the
comparison of the training time by varying maximum depth
and the number of trees among the datasets.

The training time increases exponentially and linearly
with depth and the number of tree, which is consistent
with our analysis given in Section 4.4. In Fig. 6, compared
with the baseline, the runtime of FEVERLESS at most
increases 110.3 s (resp. 50 s, 4.3 s), while AHE requires
around 70x spike (resp. 48x, 21x) in credit card (resp. bank
marketing, banknote authentication), where #depth and
#trees are equal to 10. For the average case, FEVERLESS
consumes Approx. 1%ðresp:6:5%; 13:96%Þ more training
time than the baseline, while AHE requires the
351%ðresp:155:1%; 674%Þ extra, w.r.t. the three datasets. Its
poor performances are due to the laborious calculations in
encryption, in which each client has to conduct an encryp-
tion per query. By contrast, the masksings in FEVERLESS
avoid these excessive costs. We further investigate the run-
time performance on the #client in Section 3 of Supplemen-
tary material.

5.4 Evaluation on Communication Cost

In Figs. 7, 8, and 9, we demonstrate the communication cost
based on the number of clients, tree and depth. For the con-
venience of comparison, we set #clients=4, #tree=4 and
depth=4 as default. To sum up, we see that the communica-
tion cost of FEVERLESS is almost the same as those of the
baseline and LDP. But as compared to AHE, FEVERLESS
significantly reduces the cost while maintaining privacy.

In each presented figure, we show the results executed
on the datasets Credit card (left), Bank Marketing (middle)
and Banknote Authentication (right). Note that the compari-
son among FEVERLESS, LDP, and AHE requires a condi-
tion that #client=2; when #client=1, we can only show the
results of the baseline. Via the experiments, we elaborate
that how the communication cost varies with the increasing
number of clients, depth and the number of trees among the
baseline, FEVERLESS, AHE and LDP. In general, adding
noise has no clear impact on communication costs. The per-
formance of FEVERLESS and LDP is on par with that of the
baseline. The AHE approach does harm communication

Fig. 5. Comparison of accuracy by varying � in depth =10, the number of trees =10. Left: Credit card. Middle: Bank marketing. Right: Banknote
authentication. Accuracy ranges from 0.4 to 1.
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costs, which can be seen from the continuously and signifi-
cantly increasing bars in the figures. Naturally, when more
clients engage in the training, more communication costs
should be added to the model. Especially, in the number of
clients equal to 4, the communication costs of AHE is
around 6*1e6 Bytes in Banknote Authentication dataset,
which is about 3x than other methods. Similar situations

can be observed when training with complex tree struc-
tures. In depth (resp. the number of trees) equals 10, the
communication costs of AHE reaches about 1.3*1e7 Bytes
(resp. 1.5*1e7 Bytes), which is 2.6x (resp. 2.4x) than other
methods. AHE generates such a large amount of communi-
cation costs because it requires transmitting ciphertexts dur-
ing interactions among clients.

Fig. 6. Comparison of time. Top row: Credit card dataset, range: [0 s, 9,500s]. Middle row: Bank marketing, range: [0 s, 3,500s]. Bottom row: Bank-
note authentication, range: [0 s, 110s].

Fig. 7. Comparison of communication cost on the number of clients.

1012 IEEE TRANSACTIONS ON BIG DATA, VOL. 10, NO. 6, NOVEMBER/DECEMBER 2024

Authorized licensed use limited to: TU Delft Library. Downloaded on December 03,2024 at 10:42:22 UTC from IEEE Xplore.  Restrictions apply. 



6 CONCLUSION AND FUTURE WORK

We consider a practical scenario where labels are distribut-
edly and maintained by different clients for VFL. By
leveraging secure aggregation and GDP, we present a novel
system, FEVERLESS, to train XGBoost securely. FEVER-
LESS can achieve perfect secrecy for labels and data, and
adversaries cannot learn any information about the data
even if the source client is corrupted. With DP against dif-
ferential attack, the source client knows nothing more than
summation. Our design is also robust for the collusion of
n� 2 out of n clients. FEVERLESS is about the same speed
and accuracy as the pure XGBoost, taking 1% extra runtime,
and sacrificing 0.9% accuracy. In Section 2 of Supplemen-
tary material, we discuss how to reduce noise, hide label
tagging information and use other security tools. Although
our system achieves great performance in terms of security
and efficiency, its accuracy still does not work well in small-
scale datasets. This remains an open problem. We will also
consider secure solutions against malicious adversaries.
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