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ABSTRACT
Popularity bias is a prominent phenomenon in recommender sys-
tems (RS), especially in the music domain. Although popularity
bias mitigation techniques are known to enhance the fairness of RS
while maintaining their high performance, there is a lack of under-
standing regarding users’ actual perception of the suggested music.
To address this gap, we conducted a user study (n=40) exploring
user satisfaction and perception of personalized music recommen-
dations generated by algorithms that explicitly mitigate popularity
bias. Specifically, we investigate item-centered and user-centered
bias mitigation techniques, aiming to ensure fairness for artists or
users, respectively. Results show that neither mitigation technique
harms the users’ satisfaction with the recommendation lists despite
promoting underrepresented items. However, the item-centered
mitigation technique impacts user perception; by promoting less
popular items, it reduces users’ familiarity with the items. Lower
familiarity evokes discovery—the feeling that the recommendations
enrich the user’s taste. We demonstrate that this can ultimately lead
to higher satisfaction, highlighting the potential of less-popular
recommendations to improve the user experience.

CCS CONCEPTS
• Human-centered computing → User studies; • Information
systems → Recommender systems.
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1 INTRODUCTION
Music recommender systems (MRS) are essential for today’s music
consumption, with streaming platforms contributing 67% to the
global recorded music revenue [23]. MRS impact users’ decision-
making process by helping them navigate the vast array of items
based on their consumption behavior [46, 47]. Research has shed
light on potential biases inherent in MRS, prompting discussions
about fairness and equitable allocation of benefits and resources for
all stakeholders affected by MRS [13, 15]. One of the most discussed
issues in MRS is popularity bias [10, 12, 24, 26, 44].

Popularity bias describes a phenomenonwhere already popular
items get prioritized over lesser-known content [11]. This bias arises
because popular items receive more interactions, leading to more
frequent recommendations, further solidifying their popularity.
Popularity prejudice typically results in the overexposure of some
highly popular items while a majority of lesser-known items remain
unnoticed [1, 11, 51], leading to detrimental effects for users and
artists. For users, item popularity can be a confounding factor in
the algorithm’s prediction of the user’s interest [53]. Popularity
bias might cause suboptimal recommendations, especially for niche
users, and decrease desirable properties like diversity [24]. For
artists, algorithms may disproportionately promote popular items,
further amplifying the difference between known and lesser-known
artists. Consequently, less popular artists might unfairly have less
chance of being recommended to potential listeners [14].

Severalmitigation techniques have been proposed [e.g., 3, 4,
7, 52] to minimize the negative effects of popularity bias. These
techniques typically manipulate (e.g., re-rank) initially biased rec-
ommendation lists to achieve fairer recommendations for both users
and artists [7]. Algorithmic assessments often assume positive ef-
fects of popularity bias mitigation on user satisfaction [7, 44], but
such evaluations often overlook nuanced user experiences [24, 33].
Thus, a crucial gap remains in understanding the true impact on
user satisfaction, specifically in comprehending how users engage
with and perceive such playlists. This knowledge gap stems from
the predominant reliance on offline algorithmic evaluations when
measuring the impact of popularity bias mitigation [7, 28], which
might overlook the nuanced aspects of satisfaction in user’s inter-
actions with MRS.

Therefore, our study addresses two research questions (RQs):
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(1) To what extent do different popularity bias mitigation al-
gorithms affect user-centered and item-centered fairness
within MRS?

(2) How does popularity bias mitigation in MRS influence users’
perceptions and satisfaction of recommendations?

To gain insights into the perceptions of ‘real’ users, we conduct
a user study in a lean-in exploration setting [46], comprehensively
exploring the effectiveness of popularity bias mitigation techniques
in promoting fairness and their impact on users. We quantify how
different popularity bias mitigation techniques influence the user-
centered and item-centered fairness of an MRS using collaborative
filtering, a prevalent recommendation approach [30, 43] known for
susceptibility to popularity bias [1, 46]. Subsequently, we investi-
gate whether applying these mitigation techniques to popularity-
biased recommendations affects users’ perception and evaluation of
recommendations. Our contribution lies in extending algorithmic
studies [7, 28] by integrating popularity bias mitigation techniques
into an MRS and providing an in-depth analysis of their impact
on user perception. We capture complex underlying factors such
as familiarity and discovery perception, which shape the overall
user experience [16, 26, 44] and their relationship with perceived
quality and satisfaction. Our unique approach involves retrieving
user profiles from the Spotify API [48] and generating personal-
ized recommendations using a pre-trained baseline algorithm on a
widely used music-focused dataset [45]. Our comprehensive tool
for evaluating recommendation algorithms and mitigation tech-
niques within personalized MRS is openly available and adaptable
to various other algorithms1.

2 RELATEDWORK
Here, we review related literature on popularity bias, its effects,
mitigation techniques, and the perception of users that forms the
basis for our study design and aids in interpreting our results.

Popularity Bias and Fairness. In data used to train RS, it is com-
mon to find uneven popularity levels [11, 40, 54], i.e., a long-tail
distribution [10]. This distribution distinguishes items into head,
mid, and tail categories [7, 34, 36]. In recent works, when categoriz-
ing items as such, head items are most popular and constitute the
top 20% of interactions, tail items are the least popular receiving
20% of the interactions, and the rest are mid items. In practice, the
head consists of a few very popular items, while the tail comprises
a large portion of the data with minimal user interactions.

Popularity bias leads to a rich-get-richer effect in which popular
entities get disproportionally more attention due to their wide-
spread recognition and exposure in everyday settings. Popular
items have a higher chance of being recommended, receiving more
interactions from users, and thus becoming even more popular
within the feedback loop of RS [1], but unpopular items remain
unnoticed by the majority of users. The increase of exposure of
already popular items is called popularity lift. For instance, Abdol-
lahpouri [1] shows that popularity bias in a common dataset [21]
(3% of the items take up more than 20% of the ratings) is intensified
by different RS where those 3% of the items accounted for 60% to

1https://github.com/rUngruh/mitigatingPopularityBiasInMRS

100% of the recommendations. This phenomenon is observed for
various common RS [1, 12, 24, 36, 51] and MRS [20, 32].

Popularity bias may lead to unfairness for both item providers,
i.e., artists, and users. Artists experience unfairness from the dis-
proportionate exposure of their content within recommendation
systems despite being potentially just as relevant to the users.
Specifically, it amplifies the visibility and accessibility of already
well-known artists and their work. As a result, lesser-known or
emerging artists face significant challenges in gaining exposure
and recognition for their content [14]. Consumers of MRS might be
negatively affected since traditional algorithms will produce less
optimal results for users interested in less popular items than for
other users focused on mainstream items [2]. For instance, a user
listening to mainly unpopular items would receive recommenda-
tions with a higher proportion of popular items [5]. In contrast, a
user who mainly listens to popular items might receive more fitting
recommendations in terms of popularity. This creates unfairness
regarding the calibration of popularity for certain users [6, 49]. A
simple categorization divides users intomainstream users being the
20% of users with the highest ratio of head items in their listening
history, niche users being the 20% of users with the lowest ratio of
head items, and diverse users being the rest of the users. Studies find
that niche users receive recommendations deviating more severely
from their listening history [5, 32], which is associated with less
fitting recommendations for them [31].

Popularity Bias Mitigation. To address the unfair aspects of pop-
ularity bias [15], recent work has introduced mitigation techniques
that focus on either user-centered mitigation, such as Calibrated
Popularity (CP) [7], or item-centered bias mitigation, such as FA*IR
[52], aiming to improve fairness metrics for their respective stake-
holder group [7, 28]. While item-centered techniques increase the
exposure of tail and/or mid items to create a more balanced dis-
tribution between under-represented and over-represented items,
user-centered ones minimize miscalibration by matching the dis-
tribution of popular and unpopular items in the recommendations
to the distribution in the user’s listening history [7]. Although the
goal of fairness methods is to achieve fairness for their respective
group, these methods achieve improvements for the other group
as well [7]. Algorithmic evaluations have revealed positive effects
on fairness when mitigating popularity bias in a user- and item-
centered manner [5, 6, 28, 32], but most mitigation approaches are
expected to decrease accuracy [28] and utility [31].

Perception of Popularity in MRS. Applying mitigation techniques
to RS manipulates the structure of the recommendation lists, typi-
cally by re-ranking the initial biased lists created by a traditional
recommendation algorithm. Klimashevskaia et al. [27] show that
applying a mitigation technique in a movie recommender does not
necessarily reduce the relevance of recommendations in a real-life
setting. However, the manipulation of a list’s popularity inevitably
influences the perception and experience of users, as demonstrated
in previous studies in MRS [16, 17, 19, 35]. In those, users seem to
be able to perceive algorithmic differences in item popularity [35].
Graus and Ferwerda [19] noted that users can perceive the differ-
ence between a playlist of highly popular items and a playlist of
unpopular items. Some studies have linked differences in perceived
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popularity with decreased satisfaction [19], but other works have
failed to replicate this effect [17, 35].

Such differences in impact may be user- or context-dependent.
Ferwerda et al. [16] found that users liked music recommendations
if they were familiar with them or when theywould foster discovery.
In this context, discovery describes to which extent participants feel
that the playlists allow them to discover new music and whether
the recommendations allow them to refine, depend, and broaden
their musical taste [16, 19]. Graus and Ferwerda [19] offers insights
into familiarity as a mediating factor responsible for the perceived
popularity impacting experience for users with certain personal
characteristics. They show that perceived popularity is associated
with familiarity in two different ways. Familiarity can positively
impact user satisfaction; yet, users with high musical engagement
associate familiarity negatively with discovery; an effect that can
negatively impact satisfaction.

Recommendation Settings. The setting or use case of the listening
session [46] may impact whether discovery will be evoked. Users
might appreciate familiar songs during basic music recommenda-
tions generated to engage users in a listening session with easy
navigation, or during lean-back listening characterized by users
listening to musical recommendations in the background with-
out direct interaction. In contrast, in a lean-in exploration setting,
the user is motivated to interact with the system to explore mu-
sic for immediate or future listening. The latter is often referred
to when describing the creation of personal music collections or
playlists and requires more control and user interaction [46]. Con-
sequentially, low-popularity recommendations achieved through
mitigation techniques could lead to higher satisfaction in lean-in ex-
ploration sessions. Prior user studies on MRS have not set a specific
setting for the user. Some ask users to rate displayed recommenda-
tions on a track and a playlist-based level without listening [17, 35].
Others enable exploring the songs by the recommended artists [16]
or free listening to previews of the recommended lists [19].

3 METHOD
To investigate the effects of popularity bias-mitigated recommen-
dations on user satisfaction and perception, we conducted a user
study. There, we probed participants’ perceptions of personalized
recommendations that were manipulated by either a user-centered
or item-centered mitigation technique. Our study aims to scruti-
nize the potential of fairer recommendations in lean-in exploration
settings. The study was conducted in compliance with ethical and
regulatory guidelines associated with human subjects research at
Utrecht University, for which an ethical review2 was conducted. To
support reproducibility and follow-up studies on other configura-
tions, we make this work’s code openly accessible.

3.1 Setup
We first describe the components that are necessary for exploring
the effect of the different recommendation strategies. A visualiza-
tion of the pipeline that is applied for completing the generation of
the recommendations can be seen in Figure 1.
2The Ethics and Privacy Quick Scan of the Utrecht University Research Institute of
Information and Computing Sciences classified this research as low-risk with no fuller
assessment required.

Figure 1: The pipeline used for creating personalized recom-
mendations based on participants’ Spotify listening history.

Figure 2: Distribution of user-artist interactions as the ratio
of all interactions (in %) by item, ranked by their number of
interactions, on LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 . 76.44% of the items are tail
items (T), 22.99% mid items (M), and 0.57% head items (H).

Data. We use the LFM-2b dataset [45] as a foundation for our
analysis and to create user profiles and recommendations. It pro-
vides listening events for user-song pairs from February 2005 until
March 2020. In line with the procedures of the algorithmic analy-
ses of popularity bias presented in [36, 38], we exclude user-track
interactions with a play count ≤ 1 and items and users with less
than 5 interactions from the original dataset. We also convert play
counts into implicit feedback. Additionally, we only retain songs
that are annotated with a matching Spotify URI, which serves as
a unique identifier for the songs for the Spotify API. Our final
dataset, LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 , consists of 171, 668, 326 user-song inter-
actions, from 117, 337 users and 2, 238, 656 songs. This set is much
larger than sets in related studies (e.g., [34]). As shown in Figure
2, LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 has a clear popularity bias, with a small frac-
tion of head items receiving a disproportionately large portion of
interactions.

User Profile Creation. To identify users’ preferences, we generate
User Profiles, which are typically comprised of users’ past listening
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events. Their representativeness depends on the number of available
listening events. For instance, Ferwerda et al. [17] require at least
2, 000 events for participants of their user study. However, we utilize
the Spotify API to extract preferences, which provides only the top
50 songs per user. This could result in a non-representative profile,
i.e., one not sufficiently matching a user’s taste. To expand the User
Profile with similar songs, we retrieve the top 50 tracks from the
long-term history and generate recommendations by using the top
tracks of the user as seed songs for input into the recommendation
function of the Spotify API3. Since the Spotify recommendation
algorithm is well-tuned and established, we assume that it pro-
vides songs that are similar to the seed songs, thus reflecting the
participants’ interests accordingly. By repeatedly retrieving new
recommendations, we compile a list of 10, 000 songs. We then filter
out duplicates and exclude items that are not in LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 .
Using this approach, we gather at least 250 unique songs for each
participant, with a majority of lists including more than 1000 items.
We assume that the listening events required by Ferwerda et al. [17]
included various duplicate user-track pairings, hence, we argue that
this number of unique songs is sufficient. As an extension of the
users’ top tracks, the lists generated this way will be treated as our
User Profiles.

Recommendation and Mitigation. For each User Profile, we create
three recommendation lists. The base recommendations are
created using RankALS [50], a collaborative filtering algorithm that
produces ranked recommendations. We chose this algorithm as it
was also used as a baseline in related offline studies [7, 28]. For
mitigation purposes, we turn to two recommendation strategies,
given their proven performance and ability to improve fairness
for their respective stakeholder groups [7, 28]. The user-centered
strategy Calibrated Popularity (CP) [7] focuses on improving
calibration between users’ listening history and their recommen-
dations. It re-ranks RankALS recommendations by considering the
individual preferences regarding the ratio of head, mid, and tail
items in the user profile. It aims to create a similar distribution of
item popularity in the recommendation list as observed in the User
Profiles. The item-centered strategy FA*IR [52] supports fairness
by guaranteeing a certain exposure of ‘protected items’ in the final
recommendations by re-ranking RankALS recommendations. In this
work, we refer to tail items as the protected group, in line with [28].

RankALS was trained with 80% (selected randomly) of the inter-
action data of LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 , using the other 20% as the test set.
We selected a factor size of 128 and 30 training iterations. For each
generated User Profile, the top 25 predictions of RankALS serve as
base recommendations. For the recommendation lists that apply
mitigation techniques, we use RankALS to generate a candidate list
of 5000 items, as pre-tests have shown that this size ensures the
inclusion of necessary tail items for effective re-ranking. Afterward,
we apply the re-ranking of the candidate list in line with the miti-
gation technique’s goal; the re-ranked list consists of 25 items. To
emphasize the aims of the mitigation techniques in terms of promot-
ing calibration or highlighting underrepresented (tail) items and
observe more noticeable differences between recommendations, we
choose high strengths of mitigation (CP: 𝜆 = 0.99; FA*IR: 𝑝 = 0.98).

3https://developer.spotify.com/documentation/web-api/reference/get-
recommendations

3.2 Procedure
For our study, we followed Knijnenburg et al.’s [29] approach of
conducting user studies with an experimental task to probe the user
experience in RS. Via mailing lists, we recruited participants with a
Spotify account that they used for at least four months. Participants
were sent a link to the online study environment, starting with a
consent form followed by the Spotify login. During the User Profile
and Recommendation creation, users also filled in an initial survey,
inquiring about demographic information (age, gender), as well as
their musical engagement and sophistication based on Goldsmiths
Musical Sophistication Index [39].

After the survey, participants were asked to complete three
playlist listening sessions in a tool developed for this study (see
Figure 3). In each session, they were presented with the same exper-
imental task of selecting 5 songs from one of the recommendation
lists consisting of 25 items. They were asked to choose items they
would hypothetically like to add to their playlists for personal listen-
ing. This task was chosen so the user interaction with the playlists
during the study would resemble an exploration setting, in which
the user inspects a playlist to select candidates for immediate or
future listening. The three lists with the different recommendation
strategies (base recommendation, FA*IR, or CP) were presented in
a randomized order. Users could freely browse the provided ranked
list by listening to previews of the songs, provided by the Spotify
API. If retrieving the preview was not possible, the full song was
provided instead. Metadata (song title, artist, and cover) was dis-
played as well. Users could only complete the listening session after
selecting exactly 5 songs. After each session, participants were
given a survey. The included questionnaires aim to understand
participants’ perceptions, attitudes, and evaluations of the recom-
mendations. The questions are asked on a 7-point agreement scale,
where 1 indicates “completely disagree” and 7 indicates “completely
agree”. Upon study completion, users’ access to the study tool was
revoked, and any personal data used for tool access was deleted.

During this study, besides collecting demographic information
and questionnaire responses after each session (via surveys), we
also retrieved 7 item lists as previously described in Section 3.1: i)
one list of > 250 items representing the user profile (User Profile);
ii) 25 recommendations for each of the three sessions (Recommen-
dation); and iii) the 5 items chosen based on the experimental task
during each session (Choice). Those lists provide insights into the
participants’ characteristics (like their interest in popular items),
the objective system aspects, which explain the structure of the
recommendation lists, and the choices of the users, which explain
which songs are preferred by the user.

3.3 Measures
The measures utilized to assess the user experience and to gain
insights into the structure of the recommendations represent dif-
ferent concepts of the user’s experience [29, 42]. These concepts
are derived by aggregating responses to various questions.

To link the Objective Systems Aspects (e.g., song popularity)
to the user experience, we measure Subjective System Aspects,
which represent users’ perception of the recommendations. They
reflect whether users perceive differences between recommenda-
tion lists at all and are typically expected to mediate the effect of
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Figure 3: The interface for interactions with the recommendations during the study. On the top, the number of selected songs
is displayed, with a summary of study instructions below. The center contains two columns: ranked recommendations on the
left, and selected songs on the right. On the bottom, a player UI element shows song previews being played.

the objective aspects (like mean popularity or tail ratio) on the
User Experience [29]. We use questionnaires from Graus and
Ferwerda [19] to measure the concepts Perceived Popularity (how
popular users consider the recommended songs to be), Familiarity
(whether users know and listen to the presented songs), and Discov-
ery (to what extent the songs in the playlist enable the participant
to discover new music, to broaden and deepen their musical taste).
Perceived Recommendation Quality inquires about the users’ percep-
tion of the RS’ ability to compute personalized recommendations.

Experience Factors represent the user’s satisfaction and evalua-
tion of the system. Specifically, Recommendation Satisfaction [17, 19]
asks for general satisfaction with the playlist and its attractiveness,
whereas Choice Satisfaction [29] measures satisfaction with and
enjoyment of songs that the user selected. Perceived System Effec-
tiveness [29] assesses how effective and useful the system is.

To assess participants’ interests in engaging with fairer recom-
mendations in the future, we evaluate the constructs of Behavioral
Intentions. Choice Listening Intention (adapted from “purchase in-
tention” [42]) describes the intention to consume the selected items
in future listening sessions. Openness to Similar Recommendations
provides insights into the user’s interest in receiving and listening
to items similar to the recommended ones [8].

To gain insights into the structures of the User Profiles, Rec-
ommendations, and Choices, we computed various popularity
metrics. For each of the 7 lists described in Section 3.2 (1 for the
User Profile, 3 for the different Recommendations, and 3 for the
Choices in each session) the mean and median popularity of the
selected tracks are retrieved. Popularity is measured as the num-
ber of users who interacted with a track in the original dataset.
Furthermore, the ratio of head, mid, and tail items in the lists is
computed based on the categorization of tracks in LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 .
Finally, for the Choices and Recommendations lists, a comparison
to the User Profiles is made, which enables insights into the tech-
nique’s impact on popularity. The metric Popularity Lift (also called
Δ𝐺𝐴𝑃 ) [5, 6, 31] indicates the amplification or reduction of popu-
larity based on the mean popularity of the recommendations, with
positive values indicating an increase in popularity. User Popularity

Figure 4: Average distribution of popularity categories in
User Profiles and recommendation lists.

Deviation, measured by the Jensen-Shannon Divergence [18], mea-
sures the miscalibration of the recommendation lists [7, 34, 35]. It
indicates how dissimilar the (Choice or Recommendations) item
lists are compared to the User Profiles, by comparing the ratios
of head, mid, and tail items between the two lists. These metrics
primarily assess item fairness by examining item exposure across
popularity levels, except for the User Popularity Deviation metric,
which evaluates user fairness.

4 RESULTS
In this section, we present the outcomes derived from the user
study. We make all collected data publicly available4.

4.1 Participants
Overall, 40 users participated in the experiment. 23 identified as
male, 17 as female. We excluded participants who did not complete
all surveys and those who did not pass the attention check included
in the first post-session survey. The mean participant age was 27.31
(𝑆𝐷 = 9.13,𝑚𝑖𝑛 = 22,𝑚𝑎𝑥 = 73). One user did not provide their age.

4Data/surveys: https://osf.io/ksqxh/?view_only=1ab775959b784804b2943260e98010dd
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Scores for musical sophistication and musical engagement showed
a trend towards the center of the scale, with notable variation
among participants (MS: 𝑀 = 0.085, 𝑆𝐷 = 1.258; ME: 𝑀 = 0.206,
𝑆𝐷 = 0.942; on a scale from −3 to +3). Based on the classification of
users in LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 , 21 users can be classified as diverse users
and 19 as niche users. No mainstream users were identified.

On average, the User Profiles consist of 1122.20 (𝑆𝐷 = 442.10)
unique tracks per participant. The mean popularity (average of
687.69, 𝑆𝐷 = 316.63) and median popularity (average of 155.86,
𝑆𝐷 = 68) are notably lower than the popularity of User Profiles in
LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 , which has an average mean popularity of 1246.25
and an average median popularity of 586.77. The lower median
popularity compared to the mean suggests generally low popularity
among most items, with a few highly popular items that inflate the
mean. Popularity ratios indicate an over-representation of tail items
and an under-representation of head items in the User Profiles (see
Figure 4), with an average ratio of 35.71% tail items, 50.91% mid
items, and 13.38% head items, in comparison to the user profiles in
LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 (20% tail, 80% mid, and 20% head on average).

All popularity metrics computed on the User Profiles show lower
popularity of items in the profiles in our study in comparison to
the LFM-2b𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑 dataset. Although this deviation indicates a po-
tential limitation of the profile creation approach, we still observe
differences in the popularity of recommendations among User Pro-
files. Hence, we presume that our approach achieves the generation
of personalized User Profiles, which are suitable for the creation of
personalized recommendations.

4.2 Algorithmic Effects
Wefirst analyze the impact ofmitigation techniques on the objective
system aspects5. Compared to the User Profiles, Recommendation
created by RankALS are more popular. The base algorithm does
not increase mean popularity (Profiles: 𝑀 = 687.69, 𝑆𝐷 = 316.63,
base: 𝑀 = 661.47, 𝑆𝐷 = 165.53) but increases median popularity
markedly (Profiles: 𝑀 = 155.86, 𝑆𝐷 = 68, base: 𝑀 = 584.08, 𝑆𝐷 =

189.52). The ratios of popularity categories indicate many mid items
(𝑀 = 0.94, 𝑆𝐷 = 0.057), some head items (𝑀 = 0.06, 𝑆𝐷 = 0.06),
and no tail items in the base Recommendations.

We investigate the impact of mitigation techniques by comparing
the popularity of the 3 recommendation lists generated for each
user, using the 7 popularity metrics. Multiple ANOVAs demonstrate
that these techniques have a significant impact on the popularity
metrics of the Recommendations. We analyze those effects further
using paired t-tests.

Both FA*IR and CP statistically significantly reduce the mean and
median popularity, with FA*IR exhibiting a particularly substantial
reduction, with an average mean popularity of 178.71 (𝑆𝐷 = 190.51)
in comparison to 661.47 (𝑆𝐷 = 165.53) (𝑡 (101) = 17.00, 𝑝 < .001) in
the base recommendations. In contrast, CP only reduces the mean
popularity to an average of 604.32 (𝑆𝐷 = 194.66) (𝑡 (101) = 3.52,
𝑝 < .001). Similarly CP causes a slight reduction of the median
popularity (𝑡 (101) = 4.37, 𝑝 < .001) and FA*IR leads to a more
crucial significant reduction (𝑡 (101) = 14.8, 𝑝 < .001).

5Note that we provide further statistical tests regarding effects between popularity
measures in the different lists in the supplementary material.

This is reflected in the popularity categories (cf. Figure 4). FA*IR
removes the majority of head items (𝑀 = 0.10, 𝑆𝐷 = 0.07) while
CP adds some (𝑀 = 0.14, 𝑆𝐷 = 0.03). Mid items appear less in the
lists re-ranked by both mitigation techniques (FA*IR: 𝑀 = 0.18,
𝑆𝐷 = 0.22; CP:𝑀 = 0.58, 𝑆𝐷 = 0.07). While CP adds some tail items
(𝑀 = 0.28, 𝑆𝐷 = 0.10), the majority of the items in the playlists
created by FA*IR are tail items (𝑀 = 0.81, 𝑆𝐷 = 0.24). The user-
centered method CP promotes head and tail items, which are both
underrepresented in the initial recommendations. This is reflected
in a low User-Popularity Deviation (𝑀 = 0.01, 𝑆𝐷 = 0.01), indicating
a high match between the User Profile and Recommendations. In
contrast, the item-centered method FA*IR does not consider the
User Profiles and reaches much lower mean and median popularity
as well as higher scores in long-tail exposure. For User-Popularity
Deviation, only a slight reduction can be seen for FA*IR (𝑀 = 0.22,
𝑆𝐷 = 0.08) compared to the baseline (𝑀 = 0.25, 𝑆𝐷 = 0.07).

Multiple regressions show that the popularity metrics computed
on the 25 Recommendations significantly (𝑝 < .001) impacted
the distribution of popularity in the final 5 songs selected by the
users. For instance, the only significant predictor for Choice: Mid
Ratio is Recommendations: Mid Ratio (𝛽 = 0.828, 𝑡 = 7.358, 𝑝 <

.001). The same applies to Choice: Head Ratio being predicted by
Recommendations: Head Ratio (𝛽 = 1.163, 𝑡 = 3.969, 𝑝 < .001).

4.3 User-Centric Evaluation
To explore how techniques influence user perception and satisfac-
tion, we examined participants’ views on their interactions with
the study tool, based on their survey responses.

CFA. We conducted a confirmatory factor analysis (CFA) us-
ing the items’ post-session questionnaire scores to validate the
constructs created from the questionnaires presented in Section
3.3. After removing items with high cross-loadings and low com-
munalities, we extracted the CFA model, which showed a good
fit: 𝜒2 (263) = 329.396, 𝑝 < 0.01, 𝐶𝐹𝐼 = 0.993, 𝑇𝐿𝐼 = 0.991,
𝑅𝑆𝑀𝐸𝐴 = 0.046, 90% 𝐶𝐼 : [0.028, 0.061]. The average extracted vari-
ance (AVE) and Cronbach’s alpha (𝛼), indicating convergent validity,
showed good values (𝐴𝑉𝐸 > 0.5, 𝛼 > 0.8), according to typically
used cutoff values [22, 29]. The square root of the AVE for each
construct should be higher than any of the factor loading of the
respective construct to reach discriminant validity. This criterion
was fulfilled for each construct except for Discovery.

Direct Effects of Popularity on Satisfaction.We conducted
ANOVAs to check for any potential direct effects of the condition
(i.e., Base, FA*IR, CP) on the three user satisfaction metrics. No
statistically significant differences were found (Recommendation
Satisfaction: 𝜂2 = 0.005, 𝐹 (2, 117) = 0.315, 𝑝 = .731; Choice Satis-
faction: 𝜂2 = 0.006, 𝐹 (2, 117) = 0.376, 𝑝 = .687; Perceived System
Effectiveness: 𝜂2 = 0.005, 𝐹 (2, 117) = 0.281, 𝑝 = .756).

Structural Equation Model. By creating a structural equation
model (SEM) using the constructs and each condition, according
to the guidelines by Knijnenburg et al. [29], we aim to gain more
insights into the underlying effects that moderate satisfaction with
recommendations. The model (see Figure 5), only including sig-
nificant effects, showed a good fit: 𝜒2 (331) = 425.752, 𝑝 < .001,
𝐶𝐹𝐼 = 0.964, 𝑇𝐿𝐼 = 0.959, 𝑅𝑀𝑆𝐸𝐴 = 0.049, 90% 𝐶𝐼 : [0.034, 0.062].
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Figure 5: Structural Equation Model constructed from the subjective factors (surveys) and the objective factor, the condition (as
indicated by the applied mitigation technique: CP or FA*IR). Numbers next to the arrows describe the standardized coefficients,
standard error, and significance.

The model shows that participants’ perception of the items rec-
ommended by mitigation technique CP does not differ from their
perception of the base recommendation items. In contrast, FA*IR
has a notable negative effect on Perceived Popularity and Familiarity.
Generally, familiarity has a positive effect on the perceived quality
of the recommendations, but familiarity can also reduce discovery,
as shown by a negative effect. In other words, low familiarity can
impact the perceived quality of the recommendations negatively,
but it can also increase discovery, which is another strong indicator
for Perceived Recommendation Quality. The implications of these
findings are further discussed in Section 5.

5 DISCUSSION
We discuss our algorithmic and user-centric results on popularity
bias mitigation and user perception with their future implications.

Algorithmic Effects. We investigate how the recommendation
algorithms and mitigation techniques impact the popularity of the
generated recommendation lists. The popularity metrics on the
recommendation lists reveal an expected presence of a popular-
ity bias in the base algorithm. This is especially highlighted by
the higher median popularity and the absence of tail items in the
base recommendations. This indicates that, compared to the User
Profile distribution, many more items of higher popularity were
recommended, suggesting that items of low popularity were not
seen as valuable recommendations. This is expected from an algo-
rithm affected by popularity bias. Nonetheless, surprisingly, only
a few head items were recommended, in contrast to related work
in which the same base algorithm, RankALS, tends to recommend
mainly head items [7]. This can be attributed to several factors.
Firstly, the User Profiles differed in structure from those used to
train the model, potentially influencing RankALS’ performance. Ad-
ditionally, its dimensionality was limited due to the large number of
items modeled in the vector space. A larger model would likely pri-
oritize head items more heavily. Moreover, the underlying structure
of the dataset may impact the RankALS’ behavior, as it only spans
from February 2005 to March 2020, defining popularity based on
listening events during that timeframe. The interests of participants

during the study may differ from those reflected in the dataset. Fur-
thermore, Kowald et al. [32] argue that the popularity lift (Δ𝐺𝐴𝑃 )
metric, and presumably the related mean popularity metric, may
be inappropriate for music-related datasets due to their extensive
item counts.

We observe that the mitigation techniques achieve their respec-
tive goals by re-ranking the initial lists. The user-centered approach,
CP, avoids miscalibration by aligning the ratio of each popularity
category in the Recommendations with the ratios in the User Pro-
files. Additionally, CP has a slight positive effect on item-centered
metrics such as mean popularity and tail ratio. The item-centered
approach, FA*IR, enhances item fairness by prioritizing underrepre-
sented items, thereby improving item-centered metrics while only
slightly improving user fairness.

User-Centric Evaluation. We analyze the user experience through
participants’ survey responses and track choices. Concerning the
users’ perception of the Recommendations, we did not find di-
rect effects of the mitigation techniques on user satisfaction. This
aligns with related work observing various levels of popularity
[17, 19, 35]. CP aims to align with users’ popularity preferences,
suggesting that applying user-centered mitigation should improve
satisfaction. Hence, the absence of improvement may initially seem
like a negative outcome. However, we offer an alternative inter-
pretation of this finding: we have shown that CP manipulates the
recommendations of the traditional algorithm, RankALS, by increas-
ing the number of tail items in recommendations. Despite deviating
from the recommendations of a traditional algorithm and promot-
ing lesser-known items, CP does not adversely impact users and
simultaneously promotes user and item fairness. One comparable
work by Klimashevskaia et al. [27] also does not find any harm to
the users’ engagement with the recommendations when observing
the impact on users by applying CP on movie recommendations.
There, its application resulted in similar relevance of the items for
users in a real-life setting, despite promoting more tail items. Users
interacted similarly frequently with item lists that included more
tail items. They argue that this challenges presumptions that lower
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accuracy by applying mitigation techniques would lead to less rel-
evant and engaging recommendations for the users. In our work,
FA*IR also does not adversely affect users’ evaluations of the RS,
despite further promoting underrepresented songs. Consequently,
this lends support to proposals advocating for the enhancement of
provider fairness.

We find that, according to multiple regressions, the popularity
metrics of the Choices are predicted by those computed on the
Recommendations of the respective session. This suggests that users
align their Choices with the overall trend of popularity reflected in
the Recommendations and underscores that while users may not
explicitly prefer playlists with varying degrees of popularity, they
still lean towards items that follow the prevailing trend, opting for
popular items in popular lists and less popular items in lists with
lower overall popularity.

Building on the SEM analysis, we now delve deeper into the
observed effects and their implications. Although previous work
did not find clear indications of whether users could perceive dif-
ferences in popularity [17, 19, 35], our study finds that participants
indeed perceive the changes in terms of popularity when apply-
ing item-centered bias mitigation, suggesting that the application
of FA*IR provides enough changes to be perceptible. In contrast,
CP did not impact Perceived Popularity, nor any other factor. This
could be because the lower degree of reduced popularity may not
be sufficient to impact perception. CP’s re-ranking of our initial
recommendations, mainly comprised of mid items, may have con-
tributed to the absence of this effect, as the re-ranking added both
head and tail items to the list. Therefore, the average perceived pop-
ularity of the list created by CP might not change noticeably. The
fact that no effect of CP on the users’ perception and satisfaction
could be found — despite aiming to enhance the user experience by
accounting for preferences — could be attributed to the similarity
between the re-ranked recommendation lists, with a Jaccard simi-
larity of𝑀 = .470 (𝑆𝐷 = .090) between the base and CP, compared
to𝑀 = .128 (𝑆𝐷 = .217) between the base and FA*IR. However, due
to its focus on individuals, CP might still lead to improvements for
subgroups, such as users with a niche taste, that were not captured
in this study.

We find that both FA*IR and Perceived Popularity impact Fa-
miliarity, with the latter effect aligning to results by Graus and
Ferwerda [19]. This shows that users are less familiar with the mit-
igated list, and with playlists that appear less popular. Intuitively,
the less popular items, added by the technique, are lesser known
by the user, explaining lower ratings for Familiarity.

As described in earlier work [16, 19], Familiarity is an indicator
of satisfaction or list attractiveness. We observe a similar effect
of Familiarity on Perceived Recommendation Quality and Recom-
mendation Satisfaction in our work. Besides this, Familiarity has a
significant negative effect on Discovery, showing that being familiar
with the recommendations prevents the user from discovering mu-
sic and expanding their musical taste.Discovery is a strong predictor
for Perceived Recommendation Quality, Recommendation Satisfac-
tion, and Perceived System Effectiveness, highlighting its importance.
From this, we conclude similar results as previously discussedworks
[16, 19]. Perceived Quality and Satisfaction can be increased by two
contrary effects: i) by creating high familiarity with the lists (e.g., in

non-mitigated recommendations), or ii) if Discovery is evoked by re-
ducing Familiarity (e.g., by applying item-centered popularity bias
mitigation). Graus and Ferwerda [19] conclude from those findings
that the most satisfying recommendations can be created by achiev-
ing a balance between familiar items and those that enable people
to discover their musical taste. Our study suggests that Discovery
is the most salient predictor for perceiving the recommendations
as satisfying, effective, and of high quality. This may be due to the
‘lean-in exploration’ setting of the experimental task. Particularly
Perceived System Effectiveness is solely significantly impacted by
Discovery, highlighting the importance of the latter construct. Since
the user’s task is to explore music, the system is only effective if
the user perceives that they can discover music. Effects of other
factors that might impact the importance of discovery, like the
user’s musical engagement [19], were not captured in this study.

Alongside Discovery, Perceived Recommendation Quality, which
highlights users’ perception of how well recommendations match
their profile, is another crucial indicator for satisfaction. High-
quality recommendations lead to greater overall satisfaction, and
easier playlist item selection resulting in higher Choice Satisfaction.
Interestingly, Choice Satisfaction is negatively affected by Perceived
Popularity, suggesting that including several items that seem popu-
lar prevents the user from choosing satisfactory items. This could
be attributed to the user’s goal to find new music, making popular
songs seem less attractive since they are already known.

Users express positive behavioral intentions if they are satisfied
with the recommendations. This is, for example, indicated by the
effect that if recommendations are of high quality (high Perceived
Recommendation Quality), users desire similar recommendations
in terms of genre, style, and artists. These tracks may also reflect
similar quality, resulting in higher Openness to Similar Recommen-
dations. The Choice Listening Intention is also positively influenced
by the perceived effectiveness of the system.

Limitations and Future Research. We acknowledge the limitations
of our strategy for creating User Profiles, as those in our approach
deviate from the actual listening histories of profiles in the LFM-2b
dataset. Despite not using an organic listening history, we expect
our approach to create user representations suitable for RS use,
as i) user profiles rarely reflect users’ natural listening histories
and are often impacted by feedback loops, thus including recom-
mended items; ii) we found clear differences between participants
regarding their interest in popular and unpopular items, indicat-
ing that personal differences were captured; and iii) participants
reported in open-ended comments that their recommendations gen-
erally matched the genres they liked, indicating that the approach
could reflect the users’ preferences. Nonetheless, we remark that
the user profiles–and, in turn, the recommendation algorithms and
mitigation techniques–are directly impacted by Spotify’s recom-
mendations and, thus, by potential biases and strategies derived
from the recommendation generation process. Our findings regard-
ing the users’ perceptions, however, still apply. We document the
changes in terms of popularity by recommendation, highlighting
how popularity bias manifests despite algorithm behavior deviat-
ing from our expectations. Furthermore, we show the effects of
mitigation techniques affect those recommendation lists. Resulting
changes in popularity are perceived by the participants and we
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analyzed their effects on their satisfaction. Future studies should
aim to improve profile creation to align more closely with training
data or explore alternative platforms like last.fm [9], which offers
comprehensive listening histories. Furthermore, using a dataset
limited to songs until 2020 restricts available data and may thus
exclude preferences for more recent songs. The time during which
the study was conducted (August 2023 to January 2024) reveals
potential deviations in user preferences compared to the songs in
the dataset. These deviations might involve preferences for more
recent songs and changes in songs’ popularity between their popu-
larity as indicated by the number of interactions in the dataset and
their popularity at the time users interact with it [25].

In Section 4.1, we discuss our potentially biased participant pool.
Instead of having 20% mainstream users as expected per defini-
tion [5], we identify no mainstream users, but more niche users
than anticipated. This raises questions about the generalizability
of our findings. However, we argue that the results and implica-
tions are valid considering our user group, which shows a general
tendency towards medium musical engagement and sophistica-
tion. Future studies should further scrutinize how different types
of users might perceive popularity bias and its mitigation differ-
ently. In our study, such sub-group analysis was not feasible due to
the number of participants. Graus and Ferwerda [19] showed the
value of such analyses since they found differences in perception of
popularity between expert and non-expert users. Similar subgroup
analyses could provide further insights into the prospects of recom-
mendation strategies for certain groups. Additionally, convenience
sampling was used for participant recruitment, which might not
represent the general audience well. Further insights into which
factors of the Recommendations were perceived positively could
be obtained by collecting ratings for individual items instead of the
entire list and evaluating those.

Exploringmore recommendation algorithms andmitigation tech-
niques (e.g., [7, 28]) offers the potential for more comprehensive
analyses. For example, employing a recommendation algorithm
that prioritizes head items (e.g., [7]) could result in re-ranked lists
perceived differently by users. Especially CP may generate more
significant changes in the lists. Particularly, investigating new state-
of-the-art methods that enhance discovery by mitigating popularity
bias [44] could yield valuable insights into facilitating discovery
through fairer recommendations.

Finally, our results show that implementing item fairness-related
methods could positively impact users’ behavioral intentions to-
ward fairer recommendations. Future studies can build upon these
results and investigate the effects of fairer recommendations longi-
tudinally (similar to [37, 41]) in order to provide further insights into
the potential of fair recommendations to promote fairer listening
behavior.

6 CONCLUSION
In this work, we investigated how item-centered and user-centered
popularity bias mitigation techniques manipulate initially biased
recommendations, and how users perceive those changes. We mea-
sured various subjective factors, like perceived popularity, famil-
iarity, and discovery, as well as various satisfaction and behavioral
intention metrics. We thus advanced the understanding of user

perception regarding MRS by conducting a user study — a criti-
cal aspect that has been notably under-explored in RS research
[24, 33]. We also provided a tool for conducting user studies to
evaluate various other recommendation algorithms and mitigation
techniques.

We find that neither of the mitigation techniques leads to worse
experiences for the participants, indicating the viability of reach-
ing fairer recommendations by promoting underrepresented items
while maintaining high satisfaction. We argue that particularly the
item-centered method, which promotes tail items even stronger
than the user-centered method, holds the potential to enhance
the user experience in a lean-in setting by promoting fairer con-
sumption of music. We demonstrate how fairer recommendations
can improve recommendation effectiveness through enhanced dis-
covery. However, we acknowledge the potential risks of reducing
familiarity, which can affect user’s perception of satisfaction and
quality negatively. Consideration should be given to the user type
and task context when applying such methods.

Our work underscores the importance of evaluating recom-
mender systems not only based on objective metrics based on rec-
ommended items but also by presenting these items to real users.
This approach allows researchers to identify properties that are
actually perceived by users, which can have crucial implications
for the future design of recommender systems. Particularly, further
discussion and reflection are needed to overcome potential trade-
offs between recommendations that suit individual users while also
fulfilling goals such as fairness.

Our findings have practical implications for designers and devel-
opers aiming to create fairer and more engaging user experiences
with music recommendations. By showing the potential of miti-
gating popularity bias within MRS, we pave the way for a more
equitable distribution of attention and resources onmusic platforms.
This shift towards fairer recommendation empowers lesser-known
artists, creators, and content producers who may have previously
struggled to gain visibility in a landscape dominated by popularity.
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