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Application of clustering algorithms for dimensionality reduction in 
infrastructure resilience prediction models

Srijith Balakrishnana, Beatrice Cassottanab and Arun Vermac 

aFaculty of Technology, Policy and Management, Delft University of Technology, Delft, the Netherlands; bFuture Resilient Systems, 
Singapore-ETH Centre at CREATE Singapore, Singapore; cSchool of Computing, National University of Singapore, Singapore 

ABSTRACT 
Recent studies increasingly adopt simulation-based machine learning (ML) models to analyse critical 
infrastructure system resilience. For realistic applications, these ML models consider the component- 
level characteristics that influence the network response during emergencies. However, such an 
approach could result in a large number of features and cause ML models to suffer from the ’curse of 
dimensionality’. A clustering-based method is presented that simultaneously minimises the problem of 
high-dimensionality and improves the prediction accuracy of ML models developed for resilience ana
lysis in large-scale interdependent infrastructure networks. The methodology has three parts: (a) gener
ation of simulation dataset, (b) network component clustering, and (c) dimensionality reduction and 
development of prediction models. First, an interdependent infrastructure simulation model simulates 
the network-wide consequences of various disruptive events. The component-level features are 
extracted from the simulated data. Next, clustering algorithms are used to derive the cluster-level fea
tures by grouping component-level features based on their topological and functional characteristics. 
Finally, ML algorithms are used to develop models that predict the network-wide impacts of disruptive 
events using the cluster-level features. The applicability of the method is demonstrated using an inter
dependent power-water-transport testbed. The proposed method can be used to develop decision- 
support tools for post-disaster recovery of infrastructure networks.
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1. Introduction

The intensifying natural disasters and emergence of new 
threats, such as cyber-attacks and pandemics, have led to a 
paradigm shift in infrastructure system management 
approaches. The physical and functional risks posed by such 
extreme events to critical infrastructure systems are com
pounded by climate change, the drastic modifications to the 
built environment, and the growing interdependence among 
urban systems. Examples of such infrastructure systems 
include transportation networks, energy networks, water 
networks, and financial networks, among others. Therefore, 
the infrastructure systems are no longer designed for oper
ational efficiency alone; equal emphasis is given to their 
ability to withstand disasters and minimise the resultant 
societal and economic impacts from unanticipated service 
disruptions (Gay & Sinha, 2013). In response, disaster man
agement and resilience enhancement capabilities have 
become crucial aspects considered in recent efforts towards 
the development infrastructure analysis models. However, 
existing domain-specific infrastructure analysis models are 
computationally intensive and have limited capability in 
supporting post-disaster decision-making for fast restoration 
of damaged critical infrastructure systems. While research 

efforts in this direction have made considerable advance
ment in surrogate modelling and machine learning-based 
approaches, issues such as high-dimensionality of datasets 
remain significant obstacles to scaling up these models for 
the analysis of large-scale interdependent infrastructure 
networks.

The term ‘infrastructure resilience’ is widely discussed in 
the literature and is accompanied by various definitions, 
dimensions, characteristics, and principles that are fre
quently employed to describe this concept (Labaka, 
Hernantes, & Sarriegi, 2016). However, synthesising those 
definitions, broadly, infrastructure resilience can be defined 
as the capacity of an infrastructure system to withstand a 
change or a disruptive event and minimise performance 
deviations thereafter (Nan & Sansavini, 2017). According to 
Bruneau et al. (2003), resilience characteristics include 
robustness, redundancy, resourcefulness, and rapidity. 
Francis and Bekera (2014) categorised resilience characteris
tics of infrastructure systems into absorptive, restorative, 
and adaptive capacities. Recent studies also list preventive, 
anticipative, and transformative capacities as additional 
characteristics of infrastructure resilience (Manyena, 
Machingura, & O’Keefe, 2019).
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Regarding the quantification of resilience, the most com
mon approach is the resilience triangle introduced by 
Bruneau et al. (2003) (Figure 1). Bruneau et al. (2003) 
defined resilience as the area above the resilience curve, 
denoting the cumulative loss to system performance due to 
an event. Based on Figure 1, the resilience is given by 
R ¼

Ð t2
t0
ðQðt0Þ − QðtÞÞdt, where t is the time and Qð�Þ is the 

system performance as a function of time t. Further modifi
cations to the resilience triangle approach have been intro
duced by several others, including (Bocchini & Frangopol, 
2012; Cimellaro, Tinebra, Renschler, & Fragiadakis, 2016; 
Domaneschi, Cucuzza, Martinelli, Noori, & Marano, 2024).

Several approaches exist to analyse the resilience capabil
ities of interdependent infrastructure systems and evaluate 
the resilience project alternatives. These approaches can be 
broadly classified into two, namely empirical- and computa
tional approaches (Mitsova, 2021). Empirical approaches 
rely on datasets, records, and reports based on historical 
events to identify patterns and severity in physical and func
tional disruptions to infrastructure systems (Luiijf, 
Nieuwenhuijs, Klaver, van Eeten, & Cruz, 2009; McDaniels, 
Chang, Peterson, Mikawoz, & Reed, 2007). Data collected 
during historical breakdown events are used to characterise 
interrelationships among different infrastructure systems. 
On the other hand, computational approaches attempt to 
replicate the physical-, cyber-, geographic-, and logical 
dependencies among infrastructure components (hereon, 
components) using mathematical and logical functions.

Several models, such as, network theory-based models 
(Holden, Val, Burkhard, & Nodwell, 2013; Praks, 
Kopustinskas, & Masera, 2017), system dynamics models 
(Powell, DeLand, & Samsa, 2008), agent-based models 
(Cimellaro, Mahin, & Domaneschi, 2019; Iuliis, Battegazzorre, 
Domaneschi, Cimellaro, & Bottino, 2023; Thompson et al., 
2019) and input-output models (Haimes et al., 2005), have 
been extensively used for modelling interdependent infrastruc
ture systems and analysing their resilience. More advanced 
computational models adopt multi-simulation and co-simula
tion of multiple domain-specific infrastructure simulators 
instead of a homogeneous method to replicate the collective 
behaviour of interdependent infrastructure systems and com
munities (Battegazzorre, Bottino, Domaneschi, & Cimellaro, 
2021; Marasco et al., 2021; Wang, Magoua, & Li, 2022).

Recent computational approaches have been increasingly 
adopting simulation-based machine learning (ML) models 
to predict the network-wide impacts and use these predic
tions for the analysis of interdependent infrastructure resili
ence (Rahimi-Golkhandan, Aslani, & Mohebbi, 2021). Most 
of the ML models for infrastructure resilience analysis focus 
on the optimal allocation of resources for improving the 
absorptive and recovery capabilities of infrastructure sys
tems. Alemzadeh, Talebiyan, Talebi, Duenas-Osorio, and 
Mesbahi (2020) developed Artificial Neural Network (ANN) 
models to approximate post-disaster repair sequences for 
optimal recovery of interdependent infrastructure systems 
by training simulated data. Sun and Zhang (2020) applied a 
Deep Q-learning (DQN) algorithm on an interdependent 
power-water-transport model to predict the optimal repair 
crew allocation to flood-affected bridges that would minim
ise the cumulative impact on the network. Dehghani, Jeddi, 
and Shafieezadeh (2021) applied Deep Reinforcement 
Learning (DRL) to identify the optimal long-term preventive 
maintenance strategy that maximises the resilience of power 
systems.

Although ML models are powerful tools to accurately 
predict infrastructure system resilience (i.e. network-wide 
impacts of different disruptive events), they require large 
training datasets to ensure adequate prediction accuracy. 
Most of the aforementioned ML models learn the vulner
ability and resilience attributes at a component level, lead
ing to a large number of features in the model, also 
known as the ‘curse of dimensionality’ (Turati, Pedroni, & 
Zio, 2016). When the dimensionality of a problem 
increases, generalising the trends becomes harder because 
the training dataset of fixed size can cover only a small 
fraction of the possible input combinations (Domingos, 
2012). While using a larger simulation dataset could be a 
potential solution to the problem of high-dimensionality, 
several advanced infrastructure simulation models are 
computationally intensive and may require considerable 
time for simulating even a small number of disaster scen
arios (Liu, Ferrario, & Zio, 2019; Zou & Chen, 2021). The 
consequences of high dimensionality could be even more 
severe when the system response of large-scale inter
dependent infrastructure networks is to be learned by the 
ML algorithms.

To mitigate the negative effects of high dimensionality, 
this study exploits clustering methods to identify similar 
components in terms of their topological and functional 
properties and later incorporates that information to 
enhance the accuracy of resilience prediction models. 
Several studies in the literature have demonstrated that 
topological and functional attributes of components influ
ence the infrastructure network vulnerability and resilience 
characteristics (Balakrishnan & Zhang, 2020; Cadini, Zio, & 
Petrescu, 2009; Nicholson, Barker, & Ramirez-Marquez, 
2016).

The overall objective of this paper is to propose a novel 
network clustering-based approach for achieving dimension
ality reduction in simulation-based machine learning models 

Figure 1. Resilience triangle and its relationship to the four dimensions of 
resilience (Balakrishnan, 2020).
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for infrastructure network analysis. The specific objectives 
are as follows:

1. Demonstrate how the relationship between network 
topology and infrastructure resilience, as established in 
the literature, can be leveraged to incorporate network 
structure characteristics in ML prediction models.

2. Present a methodological framework to apply network 
clustering to reduce dimensionality in infrastructure 
resilience prediction models.

3. Propose unsupervised and supervised methods to find 
the optimal number of clusters in each infrastructure 
system in an interdependent network.

The rest of the paper is organised as follows: Section 2
presents the methodological framework adopted in this 
paper; Section 3 demonstrates the application of the meth
odology on a synthetic interdependent power-water-trans
port network; and Section 4 summarises the findings and 
discusses the scope for further research.

2. Methodology

The methodological framework adopted in the study is out
lined in Figure 2. The methodology is implemented in three 
steps, namely, (a) generation of simulation dataset, (b) infra
structure component clustering, and (c) dimensionality 
reduction and development of prediction models. In the 
first step, an interdependent infrastructure model is 
employed to simulate the infrastructure disruption data 
required for developing the prediction model. The inter
dependent simulation model uses power, water, and trans
portation network simulators, as well as disaster event 
scenarios, to simulate the functional impacts at the compo
nent and network levels under normal and disrupted states. 
The second step is the application of appropriate clustering 
algorithms to categorise infrastructure components based on 

their topological and functional characteristics. In this step, 
appropriate graph algorithms are employed to extract the 
component-level topological characteristics of the three 
infrastructure networks. These topological characteristics 
are later combined with the corresponding functional char
acteristics under normal operating conditions. Using the 
topological and functional characteristics, the infrastructure 
components are clustered using the K-Means clustering 
algorithm. Finally, ML models are developed for predicting 
the network-wide impacts using disaster and recovery- 
related features. In order to resolve high-dimensionality, 
cluster-level features corresponding to initial component 
failures are used instead of component level features. To 
summarise, a methodological framework that combines 
infrastructure component clustering with existing machine- 
learning algorithms is proposed in this study to reduce 
dimensionality and facilitate infrastructure network resili
ence prediction simultaneously. In the rest of the section, 
the various steps in the methodology are discussed in detail.

2.1. Generation of simulation dataset

This step derives the relevant target and predictor features 
using an interdependent infrastructure simulation model. 
The step further constitutes two subtasks: interdependent 
infrastructure simulation and feature extraction.

2.1.1. Interdependent infrastructure simulation
In this study, InfraRisk, an open-source Python-based inte
grated simulation platform, is employed for simulating 
infrastructure disruptions and subsequent recovery in inter
dependent power-water-transport networks (Balakrishnan & 
Cassottana, 2022). InfraRisk integrates existing domain- 
specific infrastructure simulators (pandapower for power 
systems (Thurner et al., 2018), wntr for water distribution 
systems (Klise et al., 2020), and a static traffic assignment 

Figure 2. Framework for developing ML-based infrastructure resilience models. (a) Original network with no clustering. (b) Clustered network.
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package for transport network (Boyles, Lownes, & 
Unnikrishnan, 2020)) via an object-oriented interface to 
perform the interdependent simulations. All the three infra
structure simulators assign flows (power, water, or traffic) in 
the respective networks by minimising the total loss subject 
to network-specific constraints and dependencies with other 
infrastructure systems.

Consider an interdependent infrastructure network K 
with constituent infrastructure systems k : k 2 K: An infra
structure system k can be represented as a graph GðVk, EkÞ, 
where Vk is the set of nodes and Ek the set of links connect
ing the nodes. In addition, K also includes the dependencies 
between infrastructure systems, which are represented as 
links. The set of consumers who are dependent on K is 
denoted by N, and the resource supply from k to each con
sumer n 2 N at simulation time t 2 T under normal operat
ing conditions is represented by sk, 0

n ðtÞ 2 S0:

To implement the simulation, it is required to define the 
disaster scenario and the recovery sequence for infrastruc
ture system k. Suppose h : h 2 H is the disaster scenario 
which results in the failure of infrastructure nodes Vh

k � Vk 
and links Eh

k � Ek: On the other hand, the recovery 
sequence ph

k indicates the order in which the damaged com
ponents are to be restored in an infrastructure system k. 
The repair sequence is determined by prioritising damaged 
components based on three measures: betweenness central
ity, zoning, and maximum daily flow that are handled dur
ing normal operating conditions. Once the repair sequence 
is finalised, the InfraRisk model has a recovery module that 
takes into consideration various factors, such as the avail
ability of repair crews, component repair times, and accessi
bility by road to the failed components, to determine the 
start time and end time of each repair action. Normally, 
each system has its own set of repair crews and restoration 
strategies to expedite recovery actions.

The consequences of initial infrastructure disruptions due 
to the hazard, the network-wide functional disruptions due 
to infrastructure interdependencies, and the subsequent 
recovery efforts are reflected in the resource supplied to the 
consumers during the disrupted conditions ðsk, h

n ðtÞ 2 ShÞ

and is captured by InfraRisk. To summarise, the inter
dependent infrastructure model can be represented as fol
lows:

Sh ¼ C K, h, Ph
� �

, (1) 

where Cð�Þ is the simulation model and Ph ¼ fph
k : k 2 Kg:

2.1.2. Feature extraction
The simulation model provides three types of data required 
to develop the prediction models.

a. Timeline of consumer-level and system-level functional 
performance under normal and disrupted network 
conditions.

b. Topological characteristics of the infrastructure systems.
c. System disruption and recovery characteristics, such as 

the list of initially failed components and the repair 
sequencing strategy used.

Since the objective of the ML model is to predict the net
work-level resilience, the consumer-level resource supply 
values generated by the simulation model are converted to 
network-level resilience metrics. In this study, the 
Prioritised Consumer Serviceability (PCS) is used as the 
measure of performance (MOP) for tracking the perform
ance of the networks (Balakrishnan & Cassottana, 2022), 
defined as:

PCSk, hðtÞ ¼

P
8n:sk, 0

n ðtÞ>0 sk, h
n ðtÞ

P
8n:sk, 0

n ðtÞ>0 sk, 0
n ðtÞ

, where 0 � sk, h
n ðtÞ � sk, 0

n ðtÞ:

(2) 

The resource supply to consumers under normal operat
ing conditions sk

nðtÞ 2 S is computed by performing the 
interdependent infrastructure simulation without failing 
any infrastructure components (S ¼ CðKÞ). The resilience of 
infrastructure systems is quantified using the concept 
of equivalent outage hours (EOH). The EOH corresponding 
to each infrastructure network for a given disaster scenario 
ck is:

ck ¼
1

3600

ðtmax

t0

1 − PCSkðtÞ½ �dt, (3) 

where t0 is the time of occurrence of the disaster event in 
the simulation and tmax is the maximum simulation time 
(both in seconds). Mathematically, ½1 − PCSkðtÞ� is the mean 
unmet demand (slack demand) in k at time t and ck is the 
area of the resilience triangle (Bruneau et al., 2003) formed 
by the PCS curve. The unit of ck is system performance- 
hours.

The target variable for the ML model is the resilience 
metric of the interdependent infrastructure network, com
puted as the weighted equivalent outage hours (�c) of indi
vidual infrastructure systems as follows:

�c ¼
X

k2K
wkck, (4) 

where wk is the weight assigned to system k. Calibrating the 
weights wk in the model can be done in several ways. For 
residential buildings, it depends on the consumption charac
teristics of households. To accurately compute the weights, 
surveys need to be conducted to understand the impact of 
water and power outages on households with different 
social, demographic, and economic characteristics. In the 
case of non-residential buildings, the impact of outages 
depends on the type of economic activity. There are two 
dominant methods to determine the effect of water and 
power outages in non-residential buildings. The first method 
relies on technical coefficients derived from input-output 
(IO) tables to measure the initial impact on economic sec
tors caused by infrastructure disruptions (Haimes et al., 
2005; Santos, 2006). Alternatively, the second approach 
involves conducting surveys to quantify the functional 
dependencies of businesses on infrastructure services 
(Chang, Seligson, & Eguchi, 1996; Kajitani & Tatano, 2009). 
In addition to the model inputs (Vh

k , Eh
k , and Ph

k) and out
puts (S, Sh, and �c), the topological features of components, 

4 S. BALAKRISHNAN ET AL.



such as, centrality values, are also extracted from the infra
structure network to aid network clustering.

2.2. Infrastructure component clustering

Clustering is an unsupervised learning method that attempts 
to identify the most natural way of partitioning a dataset 
based on similarity and dissimilarity among observations 
(Xu & Tian, 2015). Clustering could reveal the underlying 
structure of the dataset, which could be used to build super
vised learning models with simple features and a better pre
diction accuracy (Trivedi, Pardos, & Heffernan, 2015). In 
this study, clustering is proposed to identify components 
that are similar in their vulnerability and resilience charac
teristics. For this purpose, the applicability of topological 
and functional features of components that are identified as 
indicators of infrastructure vulnerability, criticality, and 
resilience in the literature is also investigated.

Figure 3 illustrates the clustering concept introduced in the 
study for partitioning infrastructure systems based on their 
underlying graph structures. Any infrastructure network can 
be treated as a set of graph elements, i.e. nodes and links, 
where nodes represent producers, consumers, or intermediate 
transfer points, whereas the links denote the connections and 
interdependencies among the infrastructure nodes (Svendsen 
& Wolthusen, 2008). Therefore, each component in the sys
tem can be assigned a group (or cluster) based on its topo
logical and functional properties (color-coded in Figure 3(b)). 
However, it shall be noted that the components in one cluster 
need not be adjacent to each other in the network.

A number of algorithms are available for performing clus
tering of datasets, such as, K-Means, K-Medoids, agglomera
tive propagation, and DBSCAN, depending upon the types 
of the datasets. For systematic reviews of clustering algo
rithms and their applications, see Rodriguez et al. (2019).

Consider the infrastructure system k 2 K which can be 
represented as a graph GðVk, EkÞ: Without clustering, a 
characteristic associated with the components (for example, 
post-disaster functional status) can be incorporated in two 
different ways as follows:

1. One feature for each component so that there will be 
jVkj þ jEkj additional features corresponding to each 
infrastructure system k in the ML prediction model.

2. A single feature which aggregates the component-level 
values using mathematical operations, such as summa
tion, count, average, maximum, and minimum.

The above two approaches have their own advantages and 
limitations. While the first approach may effectively learn 
from the spatial and structural aspects of the characteristic to 
be considered and ensure a high level of prediction accuracy, 
it leads to the issue of high-dimensionality. For a fully con
nected graph with m nodes, mþmðm − 1Þ=2 features for 
every component-level characteristic need to be constructed 
in this approach if both node- and link-level information are 
to be used in the ML model. In the second approach, the 
number of features could be considerably lower than in the 
first approach; however, aggregation would lead to the loss of 
useful information related to components, leading to a low 
prediction accuracy. The clustering approach aims at finding 
a middle ground between the above two extreme approaches. 
By employing appropriate clustering algorithms, lV

k : 1 �
lV

k � jVkj node clusters and lE
k : 1 � lE

k � jEkj link clusters 
with similar functional and topological properties in the infra
structure system k 2 K are identified.

Several studies have demonstrated that centrality measures 
(Balakrishnan & Zhang, 2020; Cadini et al., 2009; Dunn, Fu, 
Wilkinson, & Dawson, 2013), such as degree centrality, 
betweenness centrality, and eigenvector centrality, could cap
ture the vulnerability and resilience of components. In add
ition, many studies have shown that specific functional 
properties, such as flow rates under normal operating condi
tions, could serve as indicators of the vulnerability and impor
tance of the components in a system (Nicholson et al., 2016). 
To incorporate node-specific and link-specific characteristics, 
clustering of nodes and links are done separately. Table 1
enlists the potential topological and functional features that 
are considered in the current study for component clustering.

2.3. Dimensionality reduction and development of 
prediction models

In this study, dimensionality reduction is achieved using an 
iterative clustering algorithm introduced in this study. The 
iterative clustering algorithm combines clustering methods 
with regression algorithms to produce concise infrastructure 
resilience prediction models. This step consists of two 

Figure 3. Illustrative example of clustering infrastructure components.
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subtasks: construction of cluster-level features and develop
ment of ML models.

2.3.1. Construction of cluster-level features from compo
nent-level features
Once the infrastructure components are categorised into dif
ferent clusters, the next step is to derive the cluster-level fea
tures from the simulation dataset. In the dataset generated 
using InfraRisk, the component-level information to be 
incorporated in the ML model is their initial functional 
states (disrupted or operational) after the occurrence of a 
disaster event. Let a node cluster and a link cluster for infra
structure system k generated by the clustering algorithm are 
denoted by lv

k : lv
k � Vk and le

k : le
k � Ek, respectively and 

the set of all clusters by L. Then the cluster-level features 
corresponding to the initial functional states of components 
are to be derived. For this, it is required to assign the cluster 
to each component as in the following equation:

dði, lv
kÞ ¼

1 if i 2 lv
k,

0 otherwise ; dði, le
kÞ ¼

1 if i 2 le
k,

0 otherwise

��

(5) 

where dði, lv
kÞ and dði, le

kÞ are the indicator variables denot
ing whether a component i belongs to a node cluster lv

k or 
a link cluster le

k, respectively.
Now, the cluster-level features can be derived. Let Fl 

denote a cluster-level feature (node- or link-level) corre
sponding to the cluster l 2 L: The cluster-level feature Fl 

which represents the initial impacts to the cluster due to 
hazard scenarios H�h is computed as the total number of 
failed components that belong to that cluster under different 
hazard scenarios as follows:

Fl ¼
X

i2Vh
k[Eh

k

dði, lÞ
( )

8h2H

(6) 

2.3.2. Development of ML prediction models
The last step of the proposed methodology is to develop the 
prediction models by employing state-of-the-art ML 

algorithms. Since the target variable (weighted EOH) in this 
study is continuous, only regression algorithms are consid
ered. Commonly used regression algorithms include mul
tiple linear regression (MLR), support vector regression 
(SVR), decision tree (DT), Random Forest (RF), and neural 
network regression (NN). For detailed discussions and 
applications of the major ML regression algorithms, the 
readers to are referred to Berk (2008) and James, Witten, 
Hastie, and Tibshirani (2013).

Finally, the ML models are built using cluster-level fea
tures and recovery strategy as the predictors as follows:

�c ¼ U F,Pð Þ, (7) 

where F ¼ fFl : l 2 Lg, P ¼ fPh : h 2 Hg, and Uð�Þ is the 
ML algorithm. To obtain robust and accurate models, cross- 
validation and hyper-parameter tuning are performed.

Two performance metrics are used to evaluate the good
ness-of-fit of the ML models. The first metric is the coeffi
cient of determination (R2), which is defined as the 
proportion of the variation in the target variable captured 
by the prediction model.

The second performance metric is the root mean square 
error (RMSE), which is the standard deviation of the predic
tion errors in the model. The goal is to have a high R2 and 
low RMSE values for the final prediction model. The unit of 
RMSE in the this study is system performance-hours.

A major aspect that is not yet resolved in the method is 
determining the optimal number of clusters in each infra
structure system for building the final ML model. Since an 
increase in the number of clusters would enhance the cap
ability of the model to capture the spatial and network 
structure characteristics, an improvement in the quality of 
model prediction is expected. The optimal cluster count in 
each infrastructure system is determined using the elbow 
method (Yuan & Yang, 2019) and the proposed iterative 
clustering method.

The elbow method is an unsupervised method in which 
the sum of squared distances between observations and the 
centroids of the clusters they belong to is used as the per
formance measure for evaluating the consistency of clusters. 
The ‘elbow’ of the curve connecting the sum of squared 

Table 1. Topological and functional features used for infrastructure component clustering.

Feature Node element (i) Link element (i, j)

Degree centrality CdðiÞ ¼
P

v2V ai, v CdðiÞ ¼
P

v2V ai, v ; CdðjÞ ¼
P

v2V aj, v

Betweenness centrality CbðiÞ ¼
rstðiÞ
rst

CbðijÞ ¼
rstði, jÞ

rst

Eigenvector centrality CeðiÞ ¼
1
k

X

v2V

ai, v CeðvÞ CeðiÞ ¼
1
k

X

v2V

ai, v CeðvÞ; CeðjÞ ¼
1
k

X

v2V

aj, v CeðvÞ

Closeness centrality CcðiÞ ¼
jVj − 1

P
v2V dði, vÞ

CcðiÞ ¼
jVj − 1

P
v2V dði, vÞ

; CcðjÞ ¼
jVj − 1

P
v2V dðj, vÞ

Flow-rate Qi ¼
P

j2MðiÞ absðqjiÞ Qij ¼ absðqijÞ

Weighted flow-rate �Qi ¼
P

j2MðiÞ CbðijÞabsðqjiÞ �Qij ¼ CbðijÞabsðqijÞ

Notes: i, j, v 2 V are nodes in network G. ði, jÞ 2 E are links. ai, n ¼ 1 if ði, nÞ 2 E else 0:
rst is the number of all shortest paths in G. rstðiÞ and rstði, jÞ are number of shortest paths passing through i and (i, j), respectively.
k is a constant equal to the largest positive element in the eigenvector.
d(i, v) is the shortest distance between i and v nodes if a path exists between them.
qji is the maximum daily flow-rate from j to i during normal operation. M(i) is the set of neighbour nodes of i.
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distances and total cluster count is determined, and the cor
responding number of clusters in each infrastructure system 
is identified.

The second method proposed in this study to identify 
the optimal number of clusters in each infrastructure net
work is an iterative clustering algorithm (Figure 4). It is a 
supervised method in which the performance of the ML 
model on test dataset is used as the performance measure. 
In this method, setting the ML model corresponding to the 
elbow method as the base model, an equal number of clus
ters are increased or decreased in all infrastructure systems 
to develop additional ML models. Once an adequate num
ber of cluster combinations and corresponding ML models 
are constructed, the improvement to the model goodness- 
of-fit (R2) due to an increase in the number of clusters is 
quantified. The most efficient model, i.e. the ML model 
with the highest R2, is then adopted.

Consider flk : k 2 Kg are the cluster counts correspond
ing to the infrastructure systems in the interdependent net
work. If the cluster counts determined by the elbow method 
are flelb

k : k 2 Kg, the maximum number of clusters that can 
be removed simultaneously from each network is bð−Þ ¼
minflelb

k − 1 : k 2 Kg, and the maximum number of clusters 

that can be added is bðþÞ ¼ minfjVkj þ jEkj − lelb
k : k 2 Kg:

The iterative clustering algorithm is initialised by building 
the initial model with cluster counts flelb

k − bð−Þ : k 2 Kg
and evaluating the model train and test performance met
rics. In the subsequent iterations, the above procedure is 
repeated after updating the cluster counts flelb

k þ b : k 2 Kg, 
where b 2 f−bð−Þ, . . . , bðþÞg: Finally, the optimal cluster 
counts in infrastructure networks are obtained by finding 
the ‘knee’ of the curve between the test dataset R2 and the 
total cluster count. Kneedle algorithm proposed by Satop€a€a, 
Albrecht, Irwin, and Raghavan (2011) is employed for this 
purpose.

3. Case study

The proposed methodology is implemented to develop a 
resilience prediction model for the Micropolis interdepend
ent infrastructure network (Figure 5). Micropolis is a virtual 
city designed for 5000 inhabitants with water, power, and 
road networks (Brumbelow, Torres, Guikema, Bristow, & 
Kanta, 2007).

The hazard module in InfraRisk is used to generate syn
thetic flood events and fail components randomly based on 
the disaster intensity. To generate the floods using realistic 
flood models, a flood hazard profile is required. However, 
since there is no real historical disaster data available for the 
network, the authors adopted simpler assumptions to derive 
the flood risks to components. It was assumed that the flood
plains (regions exposed to floods) are located within a certain 
distance from the centreline of the main water stream. 
Multiple flood intensities were considered, each with corre
sponding probabilities of occurrence. The conditional prob
ability of exposure was determined based on a distance from 
centreline. The conditional component failure probabilities 
for the generated floods in the study were determined based Figure 4. Iterative clustering method.

Figure 5. Micropolis interdependent infrastructure network.
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on the intensity of the events. The failure modelling approach 
has limited impact on the performance of the machine learn
ing model developed in subsequent sections, as the purpose of 
this stage is to create a dataset with diverse combinations of 
component failures.

A total of 325 flood scenarios are generated, assuming 
infrastructure components closer to the Micropolis stream 
are more likely to fail from a flood (Figure 6). Each disaster 
scenario results in the failure of a specific set of components 
in the interdependent infrastructure network. For this case 
study, only water mains, power lines, and road links are con
sidered for failure as they are the most critical to the func
tioning of the respective infrastructure systems. It is found 
that 52 water mains, 22 power lines, and 17 road links along 
the water stream are either located or traversing through the 
regions exposed to the simulated floods. The maximum 
number of failures in each flood scenario is limited to 35 
components to reduce the computational effort required for 
the case study. The disruptions to water links are modelled 
as leaks/pipe breaks, whereas that of power lines and road 
links are modelled by isolating them from the network.

It is assumed that each failed pipeline is remotely isolated 
by a predefined set of shutoff valves 10 min after the disaster 
occurred (considering sensing and actuation times). By iso
lating the leaking pipelines, the loss of water is minimised; 
however, isolating some segments of the water system would 
cutoff consumers located within the isolated regions. Once a 
water pipe is repaired, the corresponding isolating valves are 
opened, conditional upon whether that would interfere with 
the remaining repair actions. Similarly, when a power line is 
fully repaired, the corresponding circuit breakers are closed 
to allow electric power to flow through the line. In the case 
of damaged road links, each link is added back to the net
work after repair, and then the traffic assignment model 
recomputes the traffic flows.

In this case study, each infrastructure system is assigned 
a repair crew for performing the post-disaster recovery. For 

implementing network recovery by component repair, three 
repair strategies are considered as follows:

� Betweenness centrality-based: Those components with a 
higher value of betweenness centrality are repaired first.

� Maximum flow-based: Those components that handle 
larger resource flow rates are repaired first.

� Zone-based: Components are repaired based on the zone 
in which they are located. The zones are prioritised in 
the order of central business district, industrial, and resi
dential areas.

The recovery model in InfraRisk also takes the accessibil
ity to disrupted components into consideration and dynam
ically modifies repair sequences during the simulation.

Figure 7 presents the simulation results corresponding to 
one of the 325 simulated flood events. The flood event 
resulted in the failure of 14 water mains, six power lines, 
and four road links (Figure 7(a)). Figure 7(b) shows the per
formance of the Micropolis water and power network dur
ing the flood event when the capacity-based strategy is 
chosen for the network recovery. The infrastructure system 
performance is measured using the MOP in Equation (2). 
Both performance curves follow the typical resilience tri
angle used to characterise system resilience. The power sys
tem is restored to the pre-disaster state in approximately 
33 h, whereas the water crew takes approximately 68 h to 
complete all the repair actions. The road network is fully 
restored in approximately 51 h. Using Equation (3), the 
equivalent outage duration (in hours) corresponding to the 
disaster scenario in the water network is estimated to be 
17.55 system performance-hours, and that in the power net
work is 2.92 system performance-hours.

The consumer-level outages in power- and water utility 
services during the flood event are shown in Figure 8. Even 
though the consumers in the adjacent areas along the 
flooded stream are affected by water outages the most, 

Figure 6. Micropolis network exposed to floods. (a) Physically disrupted components and crew locations. (b) System recovery curves.
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consumers in other parts of the network (especially those in 
the western and central Micropolis) are also affected by 
water outages (Figure 8(a)). The leakage through failed pipes 
resulted in a reduced water head in the tank. The closure of 
shutoff valves isolated many consumers in other regions 
even though they were not directly affected by the flood 
event. On the other hand, the power outage is less severe 
compared to the water outage and is limited to the western 
side of the flooded stream (Figure 8(b)). The drop in resili
ence values is mainly attributed to the consumers in down
stream of failed power lines or opened circuit breakers who 
are disconnected from the rest of the power network.

Next, the network resilience metrics (weighted equivalent 
outage hours) corresponding to all the disaster scenarios are 
calculated by assigning equal weights of 0.5 in Equation (4). 
Only water and power systems are considered for evaluating 
the network resilience. Figure 9 presents the distribution of 
the resilience metrics and their relationship with the recov
ery strategy adopted and the number of physically disrupted 
components. The results show a positive correlation between 
the weighted equivalent outage hours and the number of 
initially failed components.

For developing cluster-level features, partitioning of the 
components belonging the three infrastructure systems 
needs to be performed. For this study, K-Means clustering 
algorithm (Hartigan & Wong, 1979) is adopted. K-Means 

clustering is an unsupervised learning algorithm used for 
partitioning datasets into clusters based on their similarity. 
The objective of K-Means clustering is to minimise the 
within-cluster object distances. In the context of this study, 
the purpose of clustering is to identify components that 
share similar topological and functional characteristics. K- 
Means clustering offers a straightforward and interpretable 
approach for effectively partitioning datasets with similar 
properties.

Next, ML models to predict the resilience (in terms of 
weighted equivalent outage hours) are developed as in 
Equation (7). Random Forest algorithm is used for this case 
study because of its simplicity and robustness. In addition, 
Random Forest algorithm has been effective in several criti
cal infrastructure network applications, such as fault/failure 

Figure 7. Simulation results from a simulated flood event.

Figure 8. Consumer-level impacts due to the simulated flood event.

Figure 9. Weighted equivalent outage hours versus failure count.
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detection (Haggag, Yorsi, El-Dakhakhni, & Hassini, 2021), 
anomaly detection (Farnaaz & Jabbar, 2016), and resilience 
analysis and prediction (Cassottana et al., 2022; Goforth, 
Yosri, El-Dakhakhni, & Wiebe, 2022). The ML models are 
built using 75% of the data (training dataset), and the rest 
25% of the data (test dataset) is used for validation. The 
hyperparameters corresponding to the maximum depth and 
the total number of trees in the Random Forest algorithm 
are tuned for each model using three-fold cross-validation.

To identify the optimal clusters, the elbow method and 
the iterative clustering method combined with the kneedle 
algorithm are used. Figure 10 shows the results from the 
machine learning models developed using these methods. In 
the case of the elbow method, the optimal number of clus
ters in water, power, and transport systems are found to be 
six, seven, and seven, respectively. The train- and test R2 

corresponding to the optimal cluster counts are 0.98 and 
0.87, respectively. The corresponding RMSE values are 1.71 
and 4.59 system performance-hours.

The machine learning models developed based on the 
iterative clustering algorithm reveal that the increase in the 
number of clusters in infrastructure systems initially leads 
to a noteworthy improvement in the model prediction. 
However, subsequent increases in the number of clusters 

only lead to marginal improvements in the same metrics. 
When the kneedle algorithm is used, the optimal number of 
clusters based on the iterative clustering method is found 
to be eight (two clusters in the power system and three 
each in the water system and the transport system). The 
corresponding Random Forest model has a train R2 of 0.97 
and a test R2 of 0.85. The train RMSE is 2.26 system per
formance-hours, and the test RMSE is 4.97 system perform
ance-hours.

Both elbow and the iterative clustering method resulted in 
improved prediction models compared to that of the model 
with the single cluster-level feature for each infrastructure 
system. In the case of the elbow method, the relative 
improvement observed with the elbow method in test R2 is 
16.13%, whereas that using the iterative clustering method is 
13.52%. At the same time, the models identified using the 
elbow method and the iterative clustering method resulted in 
significant reductions of 27.67% and 21.65% in test RMSE, 
respectively. The results show that the iterative clustering 
method resulted in a model with considerably fewer cluster 
features than the elbow method (eight cluster features com
pared to 20 cluster features) without compromising too 
much on the prediction accuracy. The summary of the mod
els developed in this study is presented in Table 2.

Figure 10. Relationship between model performance and number of infrastructure clusters.

Table 2. Comparison of performance metrics of prediction models.

Relative changea

Clustering method Total clusters Train R2 Test R2 Train RMSE Test RMSE Test R2 Test RMSE

Single cluster 3 0.8121 0.7485 5.54 6.34 – –
Elbow method 20 0.9821 0.8693 1.71 4.59 þ16.13% −27.67%
Kneedle method 8 0.9680 0.8497 2.26 4.96 þ13.52% −21.65%
aAll percentages are relative to the test dataset metrics obtained in the single cluster method.
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4. Conclusions

In this study, component clustering methods are introduced 
to generate concise infrastructure resilience prediction mod
els with fewer features than the traditional models, thereby 
resolving the problem of high dimensionality. Disaster scen
arios and resultant impacts on interdependent infrastructure 
networks are simulated using an interdependent infrastruc
ture model. The disaster impacts on infrastructure are quan
tified using well-established resilience metrics. Prediction 
models are developed by applying machine learning algo
rithms. The component-level features are categorised into 
cluster-level features to reduce the number of features in the 
models (dimensionality reduction). The clusters are identi
fied by partitioning infrastructure components with similar 
topological and functional characteristics as indicators of 
component vulnerability and importance. Finally, algorithms 
are proposed for determining the optimal number of com
ponent clusters based on elbow- and iterative clustering 
methods.

The clustering approach is a simple transformation tech
nique that reduces the number of features (dimensionality 
reduction) and improves the model performance simultan
eously. Since the clustering technique reduces the number 
of features in the model, improved prediction accuracy 
could be achieved with smaller simulation datasets. 
Therefore, the methodology can be adopted when simula
tion models’ data generation is computationally expensive 
and time-consuming.

The methodology could be further improved by consider
ing the following aspects to produce more accurate predic
tion models.

� Along with topological and functional characteristics, 
simulation data may also be used to improve the quality 
of network partitioning.

� Clustering algorithms based on graph neural networks 
(such as, Graph Convolutional Networks) that implicitly 
learn the infrastructure network structure could produce 
more relevant clusters for resilience prediction.

� Interdependencies are currently not considered for clus
tering of infrastructure components.

� Additional component-level features relevant to resilience 
(for example, repair times) could be used in the cluster
ing process to enhance the quality of clustering.

Though this paper only focused on interdependent infra
structure systems, the presented methodology can be used 
to design efficient ML models for any network problem 
where the characteristics of vertices or edges are treated as 
features. The proposed methodology could find applications 
in network problems in various fields, such as chemistry, 
medicine, finance, and social science.
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