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Abstract

Sags are bottlenecks in freeway networks. According to previous research, the main cause is that most

drivers do not accelerate enough at sags. Consequently, they keep longer headways than expected given

their speed, which leads to congestion in high demand conditions. Nowadays, there is growing interest in

the development of traffic control measures for sags based on the use of in-car systems. This paper aims

to determine the optimal acceleration behavior of vehicles equipped with in-car systems at sags and the

related effects on traffic flow, thereby laying the theoretical foundation for developing effective traffic

management applications. We formulate an optimal control problem in which a centralized controller

regulates the acceleration of some vehicles of a traffic stream moving along a single-lane freeway stretch

with a sag. The control objective is to minimize total travel time. The problem is solved for scenarios

with different numbers of controlled vehicles and positions in the stream, assuming low penetration

rates. The results indicate that the optimal behavior involves performing a deceleration-acceleration-

deceleration-acceleration (DADA) maneuver in the sag area. This maneuver induces the first vehicles

located behind the controlled vehicle to accelerate fast along the vertical curve. As a result, traffic speed

and flow at the end of the sag (bottleneck) increase for a time. The maneuver also triggers a stop-and-go

wave that temporarily limits the inflow into the sag, slowing down the formation of congestion at the

bottleneck. Moreover, in some cases controlled vehicles perform one or more deceleration-acceleration

maneuvers upstream of the sag. This additional strategy is used to manage congestion so that inflow

is regulated more effectively. Although we cannot guarantee global optimality, our findings reveal a

potentially highly effective and innovative way to reduce congestion at sags, which could possibly be

implemented using cooperative adaptive cruise control systems.

Keywords

Traffic management, In-car system, Sag vertical curve, Stop-and-go wave, Car-following model, Opti-

mal control
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1 Introduction

Sags (or sag vertical curves) are freeway sections along which the gradient increases gradually in the

direction of traffic (see Figure 1). The capacity of sags is generally lower than that of freeway sections

with other vertical profiles [1]. Therefore, sags constitute bottlenecks in freeway networks. Indeed,

traffic often becomes congested at sags in high demand conditions [2, 3, 4]. In some countries, such

as Japan, sags are one of the most common types of freeway bottleneck [5, 6]. The scientific literature

suggests that the main cause of traffic congestion at sags is that most drivers do not accelerate enough

as they move along the vertical curve. Generally, drivers do not compensate instantaneously for the

increase in resistance force resulting from the increase in gradient, which limits the acceleration of their

vehicles [7]. As a consequence, most drivers keep significantly longer distance headways than expected

given their speed [8, 9]. This leads to periodic formation of stop-and-go waves when traffic demand is

sufficiently high [2, 4, 10]. The bottleneck is generally the end of the vertical curve [3, 4].

Sag vertical 

curve

Beginning 

of the sag

Constant-gradient 

uphill section

Constant-gradient 

downhill section

End of the sag

(bottleneck)

Figure 1: Freeway stretch with a sag: vertical profile and typical traffic conditions with high demand
(light-gray vehicles are driving in free flow; dark-gray vehicles are driving in congested flow).

During the last two decades, various traffic management measures have been proposed for mitigat-

ing congestion at sags. In general, the goals of those measures are: a) to increase the free-flow capacity

of sags; b) to prevent the formation of congestion at sags in nearly-saturated conditions; and/or c) to

increase the queue discharge capacity of sags. The proposed measures use very diverse strategies to

achieve those goals, such as improving the ability of drivers to compensate for the increased grade re-

sistance force at sags [11], limiting the inflow into the vertical curve [12], and encouraging drivers to

accelerate fast after leaving congestion at sags [13]. Most proposed measures, particularly those which

are in more advanced development stages, use variable message signs (VMS) as actuators [5, 12, 13].

However, in recent years there has been growing interest in the development of traffic management

measures that use in-car systems as actuators. The systems used for that purpose are mainly advisory

systems [6] or basic/advanced adaptive cruise control (ACC) systems [11, 14, 15]. Although traffic man-

agement measures based on the use of in-vehicle systems have great potential, they are mostly in early

phases of development. We argue that, at this stage, it is important to determine how vehicles equipped

with this type of systems should behave at sags under various circumstances in order to generate the

greatest possible reduction in congestion. This would clarify what are the most effective strategies to
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mitigate congestion at sags via in-car systems and what are the mechanisms by which these strategies

reduce congestion, thereby laying the theoretical foundation for developing effective traffic management

applications. The present study constitutes a first step in this direction.

The main goal of the study is to identify the way in which vehicles equipped with in-car systems need

to move at sags in the longitudinal direction in order to reduce congestion as much as possible, assuming

penetration rates that are realistic for the coming years (i.e., limited numbers of equipped vehicles).

To this end, we formulate an optimal control problem in which a centralized controller regulates the

acceleration of some vehicles belonging to a traffic stream that moves along a single-lane freeway stretch

with a sag. The objective of the controller is to minimize the total travel time of all vehicles. The problem

is solved for various scenarios defined by the number of controlled vehicles and their positions in the

stream. By analyzing the results, we identify the main strategies that vehicles equipped with in-car

systems should use at sags to reduce congestion to the greatest possible degree. Therefore, the main

contribution of this paper is twofold. First, we present a new optimization-based method for identifying

the best way to manage traffic by means of in-vehicle systems. Second, we determine the most effective

strategies to manage traffic via in-car systems at sags, providing a detailed description of the principles

of these strategies. In this respect, we are mostly interested in identifying the optimal trajectories of

individual vehicles (which are assumed to be equipped with some kind of in-car systems), and their

effects on traffic flow. The development of specific traffic management measures to make individual

vehicles move in the identified optimal way is out of the scope of this paper and is left for future work.

For this reason, the control problem formulation does not specify the type of in-car system that vehicles

are equipped with, nor does it specify any technical aspects of this system: the formulation is based on

the assumption that the acceleration of some vehicles can be regulated or influenced via some type of

in-car system.

The rest of this paper is structured as follows. Section 2 presents the optimal control framework

for traffic flow optimization. Section 3 presents the setup of the experiments that were carried out to

identify the optimal acceleration behavior of vehicles equipped with in-car systems at sags. Section 4

reports the results of the experiments, focusing on the main strategies used by the controlled vehicles

and their effects on traffic flow. Finally, Section 5 presents the conclusions of this study.

2 Optimal control framework for traffic flow optimization

This section presents an optimal control framework aimed to determine the optimal trajectories of a set

of vehicles as they move along a freeway stretch with a sag. Section 2.1 specifies the elements of the

system to be controlled. Section 2.2 states the assumptions of the optimal control framework. Section 2.3

presents the formulation of the control problem.

2.1 System elements

The system to be controlled consists of a stream of vehicles moving along a freeway stretch. In total,

the stream contains n vehicles. Each of them is assigned a number i that corresponds to its position in
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the stream (i = 1, 2, . . . , n). The set that contains all vehicle numbers i is denoted by N . There are

two types of vehicles in the stream: a) non-controlled vehicles; and b) controlled vehicles. The total

number of controlled vehicles is denoted by m, and the subset of N that contains the numbers i of all

controlled vehicles is denoted by M . Each controlled vehicle is assigned a number j that corresponds

to its position in relation to the other controlled vehicles (j = 1, 2, . . . ,m). For instance, in the vehicle

stream shown in Figure 2, n = 8, N = {1, 2, 3, 4, 5, 6, 7, 8}, m = 2 and M = {3, 7}.

i = 8 i = 7 i = 6 i = 5 i = 4 i = 3 i = 2 i = 1

j = 1j = 2

Figure 2: Example of vehicle stream. Gray rectangles represent non-controlled vehicles and black
rectangles represent controlled vehicles. The arrow shows the direction of traffic.

The freeway stretch contains a sag vertical curve. The relation between freeway gradient and location

along the freeway is known. For the sake of simplicity, we assume that the freeway stretch has one lane

(i.e., overtaking is not possible) and there are no on-ramps, off-ramps, merges or diverges.

2.2 Assumptions

The optimal control framework is based on four assumptions:

1. A stream of vehicles moving along a freeway can be considered a discrete-time dynamical system

with constant-acceleration time steps, provided that the time step length is sufficiently small.

2. The acceleration behavior of the drivers can be correctly described by the car-following model pre-

sented in [16]. That model assumes that drivers accelerate with the objective of reaching/keeping

their desired speed (in unconstrained driving conditions) or desired distance headway (in con-

strained conditions). The model also assumes that drivers operate their vehicle in such a way that

they compensate gradually (not instantaneously) for the increased grade resistance force at sags.

As shown in [16], the model is able to reproduce the main characteristics of traffic flow at sags.

3. Within a certain freeway section, the acceleration of some vehicles of the stream can be regulated

by a centralized controller that can perfectly predict the state of the traffic stream at any time step.

4. The controller does not impose at any time step a higher acceleration than the one that would

result from human driving given the current traffic conditions and position along the road.

Note that, given the objectives and scope of this research (see Section 1), it is not necessary to spec-

ify how the controller acts on vehicle acceleration or how the controller determines the acceleration that

would be realized by a human driver under certain circumstances. In practical applications, the accelera-

tion of the controlled vehicles could be regulated either by automatic systems (such as cooperative ACC

systems) or by human drivers (assisted by in-car advisory systems) (see Section 1). In general, vehicle

acceleration would be more limited in the latter case, particularly at sags. The fourth assumption is
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necessary to prevent very short headways and collisions, and to not exclude the possibility of controlled

vehicles representing vehicles whose acceleration depends on human driving behavior.

2.3 Control problem formulation

This section formulates the optimal control problem. Sections 2.3.1 and 2.3.2 define the state and control

variables. Section 2.3.3 presents the equations that determine the dynamics of the vehicle stream. Sec-

tions 2.3.4 and 2.3.5 define the initial state, the admissible control region and the cost function. Finally,

Section 2.3.6 formulates the control problem as a mathematical program.

2.3.1 State variables

The state variables of a dynamical system can be defined as the minimum set of variables that contain

enough information about the system to determine its future behavior. In our case, the system is a stream

of vehicles moving along a freeway stretch (see Section 2.1) and the state variables are the variables

needed to determine the future trajectory of every vehicle in the space-time plane.

As explained in Section 2.2, we assume that: a) the trajectories of human-driven vehicles are de-

termined by the car-following model presented in [16]; b) the trajectories of controlled vehicles are

regulated by the controller, which uses the car-following model to impose upper bounds on the accelera-

tion of these vehicles. The car-following model presented in [16] calculates the acceleration of a vehicle

at any time step based on the following variables: position and speed of the target vehicle, position

and speed of the preceding vehicle, freeway gradient at the position of the target vehicle, and amount

of freeway gradient compensated by the driver of the target vehicle. The latter is a variable that rep-

resents the amount of freeway gradient that does not cause a limitation in vehicle acceleration because

its corresponding amount of grade resistance force is compensated for by the traction force exerted on

the vehicle (see more details in [16]). Note that freeway gradient is a variable that depends directly on

vehicle position.

Therefore, the state variables of our system are: a) longitudinal position of (the rear-bumper of) all

vehicles along the freeway (ri, ∀i); b) speed of all vehicles (vi, ∀i); and c) amount of freeway gradient

compensated by the drivers of all vehicles (Gcom,i, ∀i). More specifically, the state at simulation time

step τ is defined by the following matrix:

x(τ) =


r1(τ) r2(τ) . . . rn(τ)

v1(τ) v2(τ) . . . vn(τ)

Gcom,1(τ) Gcom,2(τ) . . . Gcom,n(τ)

 (1)

2.3.2 Control variables

The control variables can be defined as the variables that can be manipulated by the controller in order

to influence the dynamics of the system. In accordance with the third and fourth assumptions stated in

Section 2.2, in our case we chose the control variables to be the maximum accelerations of all controlled
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vehicles (uj , ∀j). Therefore, the control input at control time step κ is defined by the following vector:

u(κ) =
[
u1(κ) u2(κ) . . . um(κ)

]
(2)

Different counters are used for simulation time step and control time step (τ and κ) because the

control time step length (Tc) can be assigned a different value than the simulation time step length (Ts),

as long as Tc is a multiple of Ts and the multiplier is a natural number (Tc = η · Ts, where η ∈ N+). If

Tc > Ts, the control input stays constant over multiple simulation time steps.

2.3.3 State dynamics

Figure 3 shows an overview of the inputs that are necessary to update the values of the state variables

(i.e., ri, vi and Gcom,i, ∀i) at every simulation time step. The position and speed of the vehicles change

over time according to the following equations of motion:

ri(τ + 1) = ri(τ) + vi(τ) · Ts +
ai(τ)

2
· T 2

s (3)

vi(τ + 1) = vi(τ) + ai(τ) · Ts (4)

where ai(τ) denotes the acceleration of vehicle i at simulation time step τ .

Simulation 

time step

Control

time step

κ κ+1

τ τ+1 τ+2

vi-1(τ)

uj (κ)

Vehicle 

number

i-1

i, j

D
irectio

n
 o

f traffic

ai (τ)

aCF,i (τ)

Gcom,i-1(τ)

ri-1(τ)

vi (τ)

Gcom,i (τ)

ri (τ)

vi (τ+1)

ri (τ+1)

Gcom,i (τ+1)

Figure 3: Overview of the inputs needed to calculate the state dynamics.
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The compensated gradient changes over time as follows (see also [16]): a) drivers compensate for

an increase in freeway gradient with a maximum compensation rate denoted by λ; b) once drivers have

fully compensated for an increase in gradient, Gcom equals the actual gradient (G); and c) drivers fully

compensate for any decrease in gradient instantaneously.

Gcom,i(τ + 1) =

G(ri(τ + 1)) if G(ri(τ + 1)) ≤ Gcom,i(τ) + λi · Ts

Gcom,i(τ) + λi · Ts if G(ri(τ + 1)) > Gcom,i(τ) + λi · Ts

(5)

Vehicle accelerations (ai) are calculated as follows. For non-controlled vehicles, the acceleration of

vehicle i at time step τ (ai(τ)) is equal to the acceleration given by the car-following model at that time

step (ah
CF,i(τ)). For controlled vehicles, ai(τ) is equal to the acceleration determined by the controller

for time step τ (ac,i(τ)), which in turn is defined as the minimum of the control input (uj(κ)) and the

acceleration given by the car-following model (ac
CF,i(τ)). By defining ac,i in this way, we ensure that

the fourth assumption stated in Section 2.2 holds without having to explicitly specify a state constraint

in the control problem. That simplifies the optimization procedure. Thus, accelerations are calculated as

follows:

ai(τ) =

a
h
CF,i(τ) if i /∈M

ac,i(τ) if i ∈M
(6)

where:

ac,i(τ) =

min(uj(κ), ac
CF,i(τ)) if ri(τ) ∈ [rc

0, r
c
f ]

ac
CF,i(τ) if ri(τ) /∈ [rc

0, r
c
f ]

(7)

In Equation 7: rc
0 and rc

f denote the points that delimit the area where acceleration control is ap-

plicable (see Figure 4 for illustration); i and j correspond to the same vehicle; and κ is such that

τ · Ts ∈ [κ · Tc, (κ+ 1) · Tc).

The car-following model is the same for non-controlled vehicles and controlled vehicles, thus ah
CF,i

and ac
CF,i are calculated in the same way. However, there are two important differences between those

two variables. First, ah
CF,i(τ) is always the actual acceleration of vehicle i at simulation time step τ ,

whereas ac
CF,i(τ) is only the realized acceleration if the control input is greater or not applicable (see

Equations 6 and 7). Second, ah
CF,i(τ) is always calculated based on the state of the vehicle stream at

simulation time step τ , but that is not true for ac
CF,i(τ). If Tc > Ts, then ac

CF,i(τ) is calculated based

on the current state only at simulation time steps when τ · Ts = κ · Tc holds (i.e., at the beginning of

every control time step), or when the realized accelerations (ai) at all previous simulation time steps

within the current control step were equal to ac
CF,i(τ). At all other simulation time steps, ac

CF,i(τ) is

calculated based on the state that would have been obtained if the realized vehicle accelerations (ai) at

all previous simulation time steps within the same control step had been equal to ac
CF,i(τ) (for example,

see Figure 7(a)). This formulation makes ac
CF,i independent of uj within every control step, which

simplifies the optimization procedure.
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The car-following model presented in [16] is used to calculate ah
CF,i and ac

CF,i. Here we only present

the main features of this model. We refer to [16] for a discussion of its properties and validity, also in

comparison with other existing models. Let aCF,i be a variable that corresponds to ah
CF,i if vehicle i is

non-controlled and to ac
CF,i if vehicle i is controlled. Then, the car-following model calculates vehicle

accelerations as follows:

aCF,i(τ) = max(ades,i(τ) + δi(τ), amin,i,−
vi(τ)

Ts
) (8)

In Equation 8, amin,i and −vi(τ)/Ts define lower bounds that prevent unrealistically strong decel-

erations and negative speeds, respectively. The influence of traffic conditions and freeway gradient on

longitudinal driving behavior is mainly described by the expression ades,i(τ) + δi(τ). The desired accel-

eration is calculated as follows:

ades,i(τ) = αi ·min

[
1−

(
vi(τ)

vdes,i

)4

, 1−
(
sdes,i(vi(τ),∆vi(τ))

si(τ)

)2
]

(9)

where si denotes net distance headway, and the relative speed (∆vi) and desired net distance headway

(sdes,i) are defined as:

∆vi(τ) = vi(τ)− vi−1(τ) (10)

sdes,i(vi(τ),∆vi(τ)) = ss,i + vi(τ) ·Hi +
vi(τ) ·∆vi(τ)

2 ·
√
αiβi

(11)

The parameters in Equations 9-11 are: desired speed (vdes,i), net distance headway at standstill (ss,i),

safe time headway (Hi), maximum acceleration (αi) and maximum comfortable deceleration (βi).

The term δi in Equation 8 accounts for the influence of the freeway’s vertical alignment on longi-

tudinal driving behavior. At a given simulation time step, δi(τ) is equal to the difference between the

gradient in the freeway location where the vehicle is at that time step and the amount of gradient com-

pensated by the driver until that time step, multiplied by a sensitivity parameter (θi) (see more details

in [16]):

δi(τ) = −θi · (G(ri(τ))−Gcom,i(τ)) (12)

2.3.4 Initial state and admissible control region

The initial state of the stream of vehicles (x(0)) is known and equal to x0. The admissible control

region U contains all maximum acceleration (uj) values that can be chosen by the controller for every

controlled vehicle j. In our case, the set of admissible maximum acceleration values is the same for all

controlled vehicles and for all control time steps. That set contains all real numbers between a lower

bound denoted by umin and an upper bound denoted by umax. Therefore, U is such that:

uj(κ) ∈ [umin, umax] , ∀j ∈ [1,m], ∀κ ∈ [0, TTc
] (13)
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2.3.5 Cost function

The cost function (J) is defined as the total travel time of all vehicles from their initial positions to the

arrival point R:

J(x(0), x(1), . . . , x( TTs
),u(0),u(1), . . . ,u( TTc

)) =
n∑
i=1

(Ts · τR,i + ∆ti) (14)

where τR,i denotes the last simulation time step at which vehicle i is located upstream of point R:

τR,i = max (τ | ri(τ) ≤ R) (15)

and ∆ti denotes the additional time required by vehicle i to move from its position at simulation time

step τR,i to position R, which is calculated by solving the following quadratic equation:

ai(τR,i)

2
· (∆ti)2 + vi(τR,i) ·∆ti + (ri(τR,i)−R) = 0 (16)

2.3.6 Optimal control problem

The discrete-time optimal control problem, which is non-linear and non-convex, can be formulated as

the following mathematical program:

Find u∗(0),u∗(1), . . . ,u∗( TTc
)

that minimize J(x(0), x(1), . . . , x( TTs
),u(0),u(1), . . . ,u( TTc

))

subject to:

x(0) = x0 (17)

u(κ) ∈ U , for κ = 0, 1, 2, . . . , TTc
(18)

x(τ + 1) = f(x(τ),u(κ)), for τ = 0, 1, 2, . . . , TTs
(19)

where κ is such that τ · Ts ∈ [κ · Tc, (κ+ 1) · Tc).

The state matrix (x(τ)) and the control input vector (u(κ)) are defined in Equations 1 and 2, respec-

tively. The objective function (J) is calculated by using Equations 14-16. The admissible control region

(U) is defined in Equation 13. The vehicle stream state dynamics are determined by Equations 3-12.
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3 Experimental setup

We carried out a series of optimization experiments that entailed solving the discrete-time optimal con-

trol problem presented in the previous section for various scenarios. Section 3.1 specifies the objectives

of the experiments, Section 3.2 defines the scenarios, Section 3.3 describes the method used to solve the

problem, and Section 3.4 defines the indicator used to evaluate the effectiveness of the optimal controller.

3.1 Objectives

The objectives of the optimization experiments were as follows:

1. To determine the optimal acceleration behavior of controlled vehicles as they move along a one-

lane freeway with a sag in nearly-saturated traffic conditions, assuming low penetration rates.

2. To determine the effects that the optimal acceleration behavior of controlled vehicles has on traffic

flow dynamics, and the reasons why the total travel time decreases as a result of those effects.

3.2 Scenarios

We defined eight scenarios in which the traffic stream contains 300 vehicles (n = 300). The scenarios

differ only in two inputs: number of controlled vehicles and positions of those vehicles in the stream

(see Section 3.2.1). All other inputs are the same in all scenarios (Section 3.2.2).

3.2.1 Distinctive inputs

The scenarios differ in the number of controlled vehicles (m) and the positions of those vehicles in the

stream (set M ). To define the scenarios, we stipulated that the number of controlled vehicles should be

0, 1, 2 or 3, and the positions in the stream should be n
4 , 2n

4 and/or 3n
4 . Therefore, we assumed that

the number of controlled vehicles is limited and their positions in the stream are relatively far apart. A

scenario was defined for every possible configuration of set M , which makes a total of eight scenarios,

including seven control scenarios and a no-control scenario (scenario with m = 0).

3.2.2 Common inputs

The simulation time step length (Ts) is 0.5 s and the control time step length (Tc) is 8 s. The total

simulation period length (T ) is 800 s. Note that T is a multiple of Ts and Tc, and it is large enough to

ensure that all vehicles pass point R before the last simulation time step.

The freeway stretch has one lane and can be divided in three consecutive sections on the basis of

its vertical profile (see Figure 4): a) constant-gradient downhill section; b) sag vertical curve; and c)

constant-gradient uphill section. The vertical curve starts in point rd and ends in point ru. The gradient

upstream of point rd (which is denoted byGd) is constant and negative, whereas the gradient downstream

of point ru (Gu) is constant and positive. Between points rd and ru, the freeway slope increases linearly

over distance (Figure 4). Table 1 shows the values of parameters rd, ru, Gd and Gu, as well as the limits
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of the freeway section within which the control input is applicable (rc0 and rcf ) and the location of the

arrival point used to calculate travel times (R). Note that point R is far enough from the sag vertical

curve so as to ensure that traffic is in stationary conditions at that location.

R
Sag vertical 

curve

ru

rd

r0
c

rf
c

G = Gd < 0

G = Gu > 0

Constant-gradient 

uphill section

Constant-gradient 

downhill section

Figure 4: Vertical profile of the freeway stretch.

Table 1: Values of the parameters that describe the system.

Network parameters CF model parameters
Parameter Value Parameter Value
Gd (%) −0.5 vdes,i, ∀i (km/h) 120
Gu (%) +2.5 αi, ∀i (m/s2) 1.4
rd (m) 1000 βi, ∀i (m/s2) 2.1
ru (m) 1600 Hi, ∀i (s) 1.20
R (m) 5000 ss,i, ∀i (m) 3
rc
0 (m) −2000 θi, ∀i (m/s2) 22
rc

f (m) 7000 λi, ∀i (s−1) 0.0004
amin,i, ∀i (m/s2) −8

All vehicle-driver units are 4 m long and are assigned the same value for every parameter of the

car-following model (Table 1). Hence, the car-following behavior of all units is based on the same rules.

This setup reduces the complexity of traffic dynamics and makes it easier to compare different scenarios.

At time zero, the stream of vehicles is in homogeneous and stationary conditions, the initial speed of

all vehicle-driver units is equal to the desired speed (vdes,i), and the first vehicle of the stream is located

at point rc0. It is assumed that the traffic density at time zero is the critical density of the constant-

gradient downhill section. Therefore, since the values of parameters ss,i, vdes,i and Hi are the same for

all vehicles i, the initial position of every vehicle i is defined as follows:

ri(0) = rc
0 − (i− 1) · (ss,i + vdes,i ·Hi) (20)

Since ri(0) < rd,∀i, the freeway gradient at the initial location of all vehicles is equal to the slope

of the constant-gradient downhill section (Gd). Initially, the compensated gradient is equal to Gd for all

vehicles, so the freeway gradient has no influence on vehicle acceleration (δi(0) = 0,∀i).
The lower bound (umin) and the upper bound (umax) that define the admissible control region are

set to −0.5 m/s2 and 1.4 m/s2, respectively. The lower bound corresponds to a moderate deceleration
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rate, which prevents too strong decelerations. The upper bound is equal to the value of the car-following

model parameter α (see Table 1), which determines the maximum vehicle acceleration.

3.3 Solution method

We developed a MATLAB program that solves the optimal control problem for all scenarios. The core

of the program is the optimization function fmincon, which uses sequential quadratic programming

to iteratively solve nonlinear optimization problems. The fmincon function was set to use the sqp

solution algorithm. Note that the algorithm has a limit of cost function evaluations and requires an

initial solution guess as input. In our case, we define the initial solution guess as follows. The control

input is equal to the maximum acceleration parameter (see Table 1) at all control time steps for all

controlled vehicles:

ug(κ) =
[
α1(κ) α2(κ) . . . αm(κ)

]
, for κ = 1, 2, . . . , TTc

(21)

With this initial solution guess, the control input in the first optimization iteration is not lower than

the acceleration given by the car-following model at any control step; therefore, the trajectories of con-

trolled vehicles are the same as in the no-control scenario (see Equations 6-12).

3.4 Performance Indicator

To evaluate the extent to which the optimal controller reduces congestion, the average vehicle delay

(AVD) in every control scenario is compared to the AVD in the scenario with no controlled vehicles

(no-control scenario). The AVD in a given scenario is calculated as follows:

AVD =
TTT− TTTref

n
(22)

where TTT is the total travel time in that scenario, and TTSref is the total travel time in the reference

scenario. The reference scenario is a hypothetical one in which there are no controlled vehicles and the

gradient is constant along the whole freeway stretch (i.e., Gu = Gd).

In addition, the AVD values in the seven control scenarios (see Section 3.2) are compared to the

AVD values in seven analogous scenarios in which it is assumed that the acceleration of the controlled

vehicles is not regulated by the optimal controller, but by a basic ACC system. In general, the accel-

eration behavior of ACC-equipped vehicles is not affected by the vertical profile of the freeway; thus,

equipping vehicles with this type of systems can reduce congestion at sags [11]. Therefore, this addi-

tional comparison allows us to compare the effectiveness of the optimal controller with that of a simple

traffic management strategy, which is used as a benchmark.

We assume that the ACC system operates in two modes: cruising mode and following mode. The

system operates in cruising mode when there is no vehicle within the detection range of the ACC sensor

(rACC). In this mode, the system tries to maintain a user-defined speed (vACC
des,i ). When there is a vehicle

within range, the system operates in following mode. Then, it tries to maintain a user-defined time
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headway (HACC
i ). More specifically, the ACC system regulates vehicle acceleration on the basis of the

following control law (see more details in [15]):

aACC
i (p) =


K1 ·

(
vinput,i(si(p))− vi(p)

)
−K2 ·

∆vi(p)

si(p)
if si(p) ≤ rACC

K1 ·
(
vACC

des,i − vi(p)
)

if si(p) > rACC
(23)

where p is the control time step counter, and K1 and K2 are feedback gains. Variable vinput,i is the target

speed in following mode, which is gap-dependent:

vinput,i(si(p)) = min

(
si(p)− ss,i

HACC
i

, vACC
des,i

)
(24)

This control law is subject to a non-collision constraint (si(p) > 0,∀p,∀i ∈ M ) and a constraint

that defines an admissible acceleration range (aACC
min,i ≤ aACC

i (p) ≤ aACC
max,i, ∀p,∀i ∈ M ). We chose

the following values for the ACC parameters (which are the same for all ACC-equipped vehicles):

vACC
des,i = 120 km/h; HACC

i = 1.20 s; aACC
min = −8 m/s2; aACC

max = 1.4 m/s2; rACC = 150 m; K1 = 0.2 s−1;

and K2 = 15 m/s. The ACC control time step length is 0.05 s.

4 Results

This section presents the results of the optimization experiments. Section 4.1 provides an overview of

the results in all scenarios. Section 4.2 describes the primary strategy applied by the controlled vehicles,

including the characteristics of the maneuver and its effects on traffic flow dynamics and total travel

time. Section 4.3 describes what we called the supporting strategy.

4.1 Overview of the optimization results in all scenarios

This section provides an overview of the results in all scenarios. Section 4.1.1 discusses the optimality

of the solutions. Section 4.1.2 briefly describes the two main strategies that define the optimal accel-

eration behavior of controlled vehicles in all scenarios (i.e., primary strategy and supporting strategy).

Section 4.1.3 discusses the effectiveness of the controller in reducing the AVD in every scenario. Sec-

tion 4.1.4 compares the influence that the primary and supporting strategies have on the average vehicle

delay (AVD). Finally, Section 4.1.5 compares the effectiveness of the optimal controller with that of a

simple traffic management strategy based on equipping vehicles with ACC systems.

4.1.1 Optimality of the solutions

The solver finds an optimal solution before reaching the maximum number of iterations for four of the

seven control scenarios, namely the scenarios with M equal to {75}, {150}, {225} and {75, 225}. Note

that, given the characteristics of the optimal control problem and the solution algorithm, we cannot en-

sure that the solutions found for those scenarios correspond to global optima (strictly speaking, they can

only be considered local optima). For the remaining three control scenarios, the solver does not find an
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optimal solution before reaching the maximum number of iterations. However, in these cases, the value

of the cost function in the last iterations is very stable, which indicates that the solution given as output

in the last iteration is probably close to the (local) optimal solution. Interestingly, controlled vehicles

behave in a similar way in all scenarios, which suggests that the solutions may be (close to) global op-

tima. Be it as it may, the solutions obtained reveal a potentially greatly effective (and innovative) way to

mitigate congestion at sags via in-car systems.

4.1.2 Main strategies applied by the optimal controller

The results show that the optimal acceleration behavior of controlled vehicles is defined by two main

strategies, which we call primary strategy and supporting strategy. The characteristics of those two

strategies and their effects on traffic flow dynamics are described in detail in Sections 4.2 and 4.3,

respectively. Here we briefly describe their main principles. The primary strategy consists in performing

a deceleration-acceleration-deceleration-acceleration (DADA) maneuver in the sag area. Remarkably,

that strategy is used by all controlled vehicles in all scenarios. In all cases, the primary strategy limits

the inflow to the sag and increases its outflow for a particular time interval, which produces considerable

total travel time savings. The supporting strategy consists in performing one or more deceleration-

acceleration maneuvers upstream of the vertical curve. That strategy is only used by some controlled

vehicles in some scenarios. The role of the supporting strategy is to manage congestion upstream of the

sag in such a way that the inflow to the vertical curve is regulated more effectively, which increases the

effectiveness of the primary strategy.

4.1.3 Reduction in average vehicle delay (AVD)

Figure 5(a) shows the average vehicle delay (AVD) in all scenarios. As seen in the figure, the optimal

controller reduces the AVD by 2 to 11% (depending on the control scenario) in comparison with the

no-control scenario. In our experiments, the greatest reduction in AVD is achieved in the scenarios with

more controlled vehicles (Figure 5(a)). The reason is that every controlled vehicle causes a temporary

period of increased sag outflow. Those periods do not overlap with each other. Therefore, the more

controlled vehicles, the longer the total period of high outflow and, hence, the lower the total travel

time. Note, however, that this rule might not apply if the controlled vehicles were located closer to

each other and/or the number of controlled vehicles was higher. Under those circumstances, the periods

of increased sag outflow caused by the controlled vehicles might overlap; hence having more vehicles

behave as described in Section 4.1.2 might not lead to significant extra AVD savings.

If we compare scenarios with the same number of vehicles, the greatest reduction in AVD is ob-

served in the scenarios in which the controlled vehicles are closer to the first vehicle of the stream (see

Figure 5(a)). The reason is as follows. In all control scenarios, the controlled vehicles’ behavior has a

similar impact on the time headways of the following vehicles at point R. Therefore, the contribution

to total travel time of those following vehicles decreases to a greater extent in comparison with the no-

control scenario if they are closer to the first vehicle of the stream, because then they influence the travel

time of a greater number of vehicles (see Appendix).
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4.1.4 Influence of each strategy on AVD reduction

Let us now compare the AVD in every scenario in which some or all controlled vehicles use the sup-

porting strategy with the AVD in corresponding virtual scenarios in which the supporting strategy is

omitted. The behavior of controlled vehicles in the virtual scenarios is defined on the basis of the solu-

tions obtained for the control scenarios: in the virtual scenarios, controlled vehicles perform a DADA

maneuver in the sag area that has exactly the same characteristics as in the control scenario, but they do

not perform any additional maneuver upstream of the sag. As shown in Figure 5(b), in the scenarios in

which some controlled vehicles use the supporting strategy, the decrease in AVD in comparison with the
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no-control scenario would be 0.1 to 0.4 s lower if those vehicles did not use that strategy. Except for

the control scenario with M = {225}, this represents a small (although significant) decrease in AVD

reduction (3-13% depending on the scenario). We conclude that making some controlled vehicles ap-

ply the supporting strategy in combination with the primary strategy can reduce the AVD to a slightly

greater extent than if those vehicles use only the primary strategy. However, in all scenarios, the primary

strategy is the one that is more responsible for the reduction in average vehicle delay (see Figure 5(b)).

4.1.5 Comparison with scenarios with ACC-equipped vehicles

As shown in Figure 6, the optimal controller is considerably more effective than the ACC systems in

reducing the AVD, at least at penetration rates lower or equal than 1%. In our experiments, the optimal

controller reduces the AVD by 2 to 10% more (depending on the scenario) than the ACC systems in

comparison with the no-control scenario. The reason for this is as follows. Since the acceleration

behavior of ACC-equipped vehicles is not affected by the sag vertical curve, ACC-equipped vehicles

reduce their time headways at point R in comparison with the no-control scenario. However, ACC-

equipped vehicles do not have any significant influence on the headways of the following vehicles at

this point, which implies that they do not cause any significant increase in outflow. For this reason, the

headway reduction of the ACC-equipped vehicles has a marginal effect on the AVD. Instead, vehicles

controlled by the optimal controller do have an influence on the headways of the following vehicles at

point R, which causes a temporary increase in outflow. The ability of the optimally-controlled vehicles

to influence the behavior of the following vehicles and thereby cause a significant increase in bottleneck

outflow is what makes this controller reduce the AVD to a greater extent than a basic ACC controller.
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4.2 Primary strategy: deceleration-acceleration-deceleration-acceleration (DADA) ma-
neuver in the sag area

This section describes the primary strategy applied by controlled vehicles. Section 4.2.1 describes the

main characteristics of the maneuver. Sections 4.2.2 and 4.2.3 describe the typical effects of the maneu-

ver on traffic flow and total travel time, respectively. For illustrative purposes, throughout this section we

show the results of the optimization experiment corresponding to the scenario with M = {75}, which

constitute a good example of the typical acceleration behavior of controlled vehicles in the sag area and

the resulting effects.

4.2.1 Characteristics of the DADA maneuver

In all scenarios, all controlled vehicles behave similarly when they reach the sag area. They perform a

maneuver consisting of four phases (see, for example, Figure 7): first deceleration phase, first positive-

acceleration phase, second deceleration phase and second positive-acceleration phase.

The first deceleration phase (D1) begins upstream of the sag or right after entering it (depending

on the case). In this phase, controlled vehicles decelerate moderately (normally at around the minimum

acceleration rate allowed by the controller, umin), even though they are not obliged to decelerate that fast

in order to adjust to the behavior of the leader. During this phase, the distance headway of controlled

vehicles increases considerably.

The first positive-acceleration phase (A1) begins somewhere halfway through the vertical curve.

During this phase, controlled vehicles accelerate fast (with maximum acceleration rates up to 1 m/s2

or higher). Fast acceleration is possible because the distance between controlled vehicles and their

predecessor is quite long. The distance gap decreases quickly during this phase.

When controlled vehicles reach the last part of the vertical curve, they undergo a second deceleration

phase (D2). At this point, their distance headway has become short enough to force them to decelerate

a bit in order to adjust to the behavior of their leader. However, during this phase, the distance headway

of controlled vehicles continues to decrease, because their predecessor moves at a lower speed.

Eventually, controlled vehicles catch up with their leader. This generally occurs around the end of

the vertical curve. At that point, the second positive-acceleration phase (A2) begins. In this phase,

controlled vehicles simply accelerate to the desired speed. Acceleration is lower than in phase A1. Note

that, after exiting the sag, the trajectories of controlled vehicles are almost the same as in the no-control

scenario, although in some cases the distance headway is slightly longer.

4.2.2 Effects on traffic flow dynamics in the sag area

In all cases, the DADA maneuvers have three main effects on traffic flow dynamics. Firstly, the first

positive-acceleration phase (A1) of the maneuver induces the first vehicles located behind the controlled

vehicle (up to 85 vehicles in some cases) to accelerate fast along the sag (see, for example, Figure 8).

As a result, traffic speed at the end of the sag (bottleneck) increases and stays moderately high (70-

90 km/h) for a particular period (2-3 min), contrary to what happens in the no-control scenario (compare
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Figure 7: Deceleration-acceleration-deceleration-acceleration (DADA) maneuver of the controlled ve-
hicle in the scenario with M = {75}.

Figures 9(a) and 9(b)). That has important implications for the sag outflow. The car-following model

assumes that the desired time headway of drivers decreases if the speed increases. Hence, during the

period of high traffic speeds, time headways at the end of the vertical curve (bottleneck) are considerably

shorter than in the no-control scenario, which implies that the sag outflow is higher (generally, around

5% higher).

Secondly, the first deceleration phase (D1) of the maneuver triggers a stop-and-go wave on the first

part of the sag (see Figure 9(b)). That stop-and-go wave temporarily limits the inflow to the vertical

curve. The reason why that is beneficial is as follows. The positive effects that phase A1 has on traffic

speed and flow at the bottleneck are only temporary. Shortly after a DADA maneuver, traffic speed at

the end of the sag begins to decrease (due, mainly, to the limiting effect that the vertical curve has on

vehicle acceleration). As a result, traffic eventually becomes congested at that location (see Figure 9(b)),
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at which point the outflow from the sag becomes similar to that in the no-control scenario. Limiting the

inflow to the vertical curve slows down the process of formation of congestion at the end of the sag [12],

hence high levels of sag outflow can be maintained for a longer period of time.

Finally, the second deceleration phase (D2) of the maneuver causes a small speed disturbance on the

last part of the sag, which fades away as it propagates downstream (see Figure 8). The reason why that is

beneficial is as follows. The occurrence of the speed disturbance makes the traffic speed at the end of the

vertical curve increase for a short period of time right after the controlled vehicle passes that location,

thus delaying the formation of congestion at the bottleneck (see Figure 8). In addition, as explained

in the next section, the speed disturbance influences the time headways of the first group of vehicles

located behind the controlled vehicle, which has relevant effects on total travel time.
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(a) No-control scenario. (b) Scenario with M = {75}. A is a region of moderately
low traffic speed and limited flow around the beginning of the
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flow around the end of the sag.

Figure 9: Speed contour plots of the no-control scenario and the control scenario with M = {75}.
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4.2.3 Effects on total travel time

In all control scenarios, the vehicles that cause the decrease in total travel time in comparison with the

no-control scenario are primarily the ones that exit the sag during the periods of high outflow induced

by controlled vehicles. As explained in the Appendix, that is deduced from the fact that those vehicles

keep shorter time headways at the arrival point (R) than in the no-control scenario, whereas most other

vehicles do not (see, for example, Figure 10(a)).
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Figure 10: Effect of the DADA maneuver of the controlled vehicle on the total travel time in the control
scenario with M = {75}.

Furthermore, among the vehicles that exit the sag during the periods of high outflow, the ones that

reduce the total travel time to a greater extent are generally the first 40-50 vehicles located behind each

controlled vehicle (Figure 10(b)). Those vehicles show the greatest differences in time headway at point

R in comparison with the no-control scenario (Figure 10(a)). The main reason is that their time headways

decrease after exiting the sag (Figure 10(a)), whereas the time headways of the next group of vehicles

increase. This occurs because the first 40-50 vehicles located behind a controlled vehicle accelerate

to the desired speed a little faster than their immediate predecessors, since they are affected by the

speed disturbance caused by the second deceleration phase of the controlled vehicle (Figure 8). Instead,

the next vehicles accelerate to the desired speed a bit more slowly than their immediate predecessors,

because they exit the sag at lower speeds (due to the vertical curvature) and they are not affected by the

aforementioned speed disturbance (Figure 8).

We conclude that an important reason why DADA maneuvers include a second deceleration phase

(D2) is that the resulting speed disturbance makes the first group of following vehicles reduce their time

headways after exiting the vertical curve. The vehicles that are not affected by the disturbance increase

their headways after exiting the sag. Therefore, the second deceleration phase increases the effectiveness

of controlled vehicles in reducing total travel time. It is worth noting that, in all control scenarios, the

time headway of some vehicles at point R (including the controlled vehicle, in some cases) is longer

than in the no-control scenario (see, for example, Figure 10(a)). Overall, however, the increase in the
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contributions to total travel time of those vehicles is compensated by the decrease in the contributions of

the other vehicles (Figure 10(b)).

4.3 Supporting strategy: deceleration-acceleration maneuvers upstream of the sag area

In some scenarios, some controlled vehicles apply an additional strategy besides performing a DADA

maneuver in the sag area, which we call supporting strategy. The supporting strategy consists in per-

forming one or more deceleration-acceleration maneuvers upstream of the sag, catching up with the

preceding vehicle before entering the vertical curve (an example is shown in Figure 11(a)). The char-

acteristics of these maneuvers are very situation-specific: in different scenarios, they start in different

locations, they are quicker or slower, they are performed consecutively or separately, and they last for

different periods of time. However, their overall effect on traffic flow dynamics is similar.

(a) Control scenario with M = {150}. C is a region located
on the first part of the sag that has slightly lower speed and
flow than in the virtual scenario; D is a region around the end
of the sag that has slightly higher speed and flow than in the
virtual scenario.

(b) Virtual scenario corresponding to the control scenario
with M = {150} (the supporting strategy is omitted).

Figure 11: Speed contour plots of the control scenario with M = {150} and the corresponding virtual
scenario in which the supporting strategy is omitted. In this control scenario, the controlled vehicle uses
both the primary and the supporting strategy; note, however, that the DADA maneuver corresponding to
the primary strategy is shorter than in the control scenario with M = {75} (see Figure 9(b)).

Recall from Section 4.2.2 that the primary strategy triggers a stop-and-go wave on the first part of

the sag. This is beneficial because it limits the inflow into the vertical curve, which slows down the

formation of congestion at the bottleneck. However, this limitation in inflow is only temporary. Once

the stop-and-go wave moves away from the vertical curve, the inflow increases again, and this coincides

with the formation of congestion at the bottleneck (see Figure 9(b)).

The controlled vehicles use the supporting strategy to change the location and severity of congestion

upstream of the vertical curve (compare Figures 11(a) and 11(b)) in such a way that, after the stop-

and-go wave caused by the primary strategy moves away from the sag, the inflow into the bottleneck

stays somewhat lower than if the supporting strategy was not applied. This can be seen in Figures 12(a)

and 12(c), which show that, in the control scenario corresponding to Figure 11(a), vehicles 205 to

300 drive a bit more slowly and keep slightly longer headways on the first part of the sag than in the
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corresponding virtual scenario without supporting strategy (Figure 11(b)).

This reduction in inflow slows down the formation of congestion at the bottleneck compared to if

the supporting strategy was not applied. As a result, the primary strategy is able to produce higher traffic

speeds and flows at the end of the sag after the above-mentioned stop-and-go wave moves away from

the vertical curve (see Figures 12(b) and 12(d), which show that, in the control scenario corresponding

to Figure 11(a), vehicles 205 to 300 drive a bit faster and keep slightly shorter headways at the end of

the sag than in the corresponding virtual scenario without supporting strategy). This implies a small

increase in bottleneck outflow, which brings about some extra total travel time savings (see Figure 5(b)).

It is important to highlight that the supporting strategy is not applied alone in any scenario: it is

always applied in combination with the primary strategy. In fact, as explained in Section 4.1.4, if we

compare the average vehicle delay (AVD) in every scenario in which some or all controlled vehicles

use the supporting strategy with the AVD in the corresponding virtual scenarios without supporting

strategy, we can observe that the primary strategy is the one that contributes the most to reduce the total

travel time (see Figure 5(b)). The function of the supporting strategy seems to be merely to increase the

effectiveness of the primary strategy.
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(a) Speed of every vehicle at point rd+150 m.
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(b) Speed of every vehicle at the end of the sag (ru).
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(c) Time headway of every vehicle at point rd+150 m.
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(d) Time headway of every vehicle at the end of the sag (ru).

Figure 12: Speed and time headway of every vehicle on the first part of the sag and at the end of the sag
in the no-control scenario, in the control scenario with M = {150} (optimal solution) and in the virtual
scenario without supporting strategy corresponding to that control scenario.
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5 Conclusions

The main goal of this study was to identify the way in which vehicles equipped with in-car systems

need to move at sags in the longitudinal direction in order to reduce congestion as much as possible,

assuming low penetration rates. To this end, we formulated an optimal control problem in which a

centralized controller regulates the acceleration of some vehicles belonging to a traffic stream that moves

along a single-lane freeway stretch with a sag. The control objective is to minimize the total travel time.

The problem was solved for various scenarios defined by the number of controlled vehicles and their

positions in the stream. Although we cannot guarantee global optimality, the solutions obtained reveal a

potentially greatly effective and innovative way to manage traffic at sags using in-car systems.

The analysis of the solutions indicates that the optimal acceleration behavior of controlled vehicles

is defined by two strategies, which we called primary strategy and supporting strategy. The primary

strategy is applied in all cases and is the one that contributes the most to reduce the total travel time.

It involves performing a specific type of deceleration-acceleration-deceleration-acceleration (DADA)

maneuver in the sag area. This maneuver induces the first group of following vehicles to accelerate

fast along the sag. As a result, traffic speeds at the end of the sag (bottleneck) increase for a particular

time interval. During this period, the sag outflow increases up to 5% in comparison with the no-control

scenario, which produces substantial travel time savings for all vehicles located behind the equipped

vehicle. Interestingly, every DADA maneuver triggers a stop-and-go wave on the first part of the sag that

temporarily limits the inflow to the vertical curve. Limiting the inflow is beneficial because it slows down

the process of formation of congestion at the end of the sag (bottleneck), hence high levels of sag outflow

can be maintained for a longer period of time. The supporting strategy consists in performing one or

more deceleration-acceleration maneuvers upstream of the sag. Controlled vehicles use the supporting

strategy to manage congestion upstream of the sag in such a way that the inflow to the vertical curve is

regulated more effectively, thus enhancing the effectiveness of the primary strategy.

Our findings provide valuable insight into how congestion can be reduced at sags by means of traffic

management measures using in-car systems. More specifically, they highlight the relevance of limiting

the inflow into sags and of motivating drivers to accelerate fast along the vertical curve; in addition,

they indicate ways to do that by regulating/influencing the acceleration of vehicles equipped with in-car

systems. Note that a feedback control measure that regulates the inflow into sags (in this case, through

variable speed limits) was already presented and evaluated in [12]. In this respect, our experiments in-

dicate that a combined strategy aimed at both limiting inflow and inducing fast acceleration along the

vertical curve can reduce congestion at sags to a greater extent than a strategy aimed solely at limiting

the inflow. Another type of traffic management measure that has been proposed for sags is to equip

vehicles with ACC systems [11]. In general, the acceleration behavior of these vehicles is not affected

by the vertical profile of the freeway, hence their trajectories are smoother than those of vehicles driven

by human drivers. Interestingly, our findings show that making individual vehicles perform a DADA

maneuver at the sag area reduces congestion to a greater degree than equipping those vehicles with basic

ACC systems (at least if low penetration rates are assumed). The main reason is that ACC-equipped

vehicles do not have any significant influence on the behavior of their followers, unlike vehicles that
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perform a DADA maneuver. Furthermore, our findings prove the usefulness of the proposed optimiza-

tion method as a tool for control measure development. We conclude that this method can be used to

identify effective traffic management strategies for other types of bottlenecks besides sags.

Further research is necessary to determine whether the traffic management strategies identified in

this paper are really globally optimal and, if this is the case, whether they are also optimal in other

relevant scenarios (such as scenarios with multi-lane freeways, different positions of the equipped vehi-

cles in the stream, higher penetration rates and/or lower traffic demand). In order to do this, additional

optimization experiments need to be carried out. Note that performing optimization experiments for

multi-lane scenarios will require modifying the formulation of the optimal control problem in order to

include the possibility that vehicles change lanes and to specify the lateral driving behavior of drivers.

Our expectation is that the traffic management strategies identified in this paper (i.e., motivating drivers

to accelerate fast along the sag, and limiting inflow) will also be effective and optimal in those other

relevant scenarios, since these strategies seem to maximize the bottleneck outflow.

Also, further research is necessary to translate the identified strategies into effective traffic control

measures. Mainly, these measures should induce vehicles equipped with specific in-car systems to per-

form a DADA maneuver at sags in high demand conditions. The characteristics of the DADA maneuvers

may depend on the freeway layout and the traffic conditions. Also, supplementary strategies may be nec-

essary to facilitate the DADA maneuvers and to enhance their effectiveness in reducing congestion. In

that respect, the use of special ACC systems capable of communicating with the infrastructure consti-

tutes a promising direction. In order to make vehicles equipped with such systems perform a DADA

maneuver at sags, a local road-side controller could increase the target time headway of the ACC sys-

tems right before equipped vehicles enter the vertical curve and decrease it again when they are halfway

through the sag. This type of measure, which is currently under investigation, may need to be com-

bined with inflow-regulation measures and/or lane-change management measures in order to improve

its effectiveness.

Appendix

In Section 2.3.5, total travel time (TTT) was defined as the sum of the travel times of all vehicles i from

their initial positions to point R (which are denoted by TTi):

TTT =

n∑
i=1

TTi (25)

The time headway of vehicle i at point R can be defined as the travel time of vehicle i minus the

travel time of its predecessor:

hi,R = TTi − TTi−1, for i = 2, . . . , n (26)

From Equation 26, it can be derived that the travel time of vehicle i = 2, . . . , n is equal to the travel

25



time of vehicle 1 plus the headways of vehicles 2 to i:

TTi =


TT1 if i = 1

TT1 +

i∑
ν=2

hν,R if i = 2, . . . , n
(27)

By substituting Equation 27 into Equation 25 and rearranging the terms, the total travel time can be

expressed as a function of the travel time of vehicle 1 and the headways of vehicles 2 to n at point R:

TTT = n · TT1 +

n∑
i=2

((n− i+ 1) · hi,R) (28)

From Equation 28, it follows that the contribution of each vehicle to total travel time (ψi) is:

ψi =

n · TT1 if i = 1

(n− i+ 1) · hi,R if i = 2, . . . , n
(29)

The sum of the contributions to total travel time of all vehicles equals the total travel time:

TTT =
n∑
i=1

ψi (30)

We conclude that the vehicles that reduce the total travel time the most in a given control scenario

are the ones whose ψi decreases to a greater extent in comparison with the no-control scenario. From

Equation 29, it follows that ψi decreases more for vehicles whose time headways at point R decrease to

a greater extent and are located closer to the first vehicle of the stream.
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