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A B S T R A C T

A multi-scale multi-physics modeling framework has been developed to predict solidification cracking suscep-
tibility (SCS) during welding. The framework integrates a thermo-mechanical finite element model to simulate
temperature and strain rate profiles during welding, a cellular automata model to simulate the solidified
microstructure in the weld pool, and a granular model to calculate the pressure drop in the mushy zone.
Verification was achieved by comparing the model’s predictions with welding experiments on two steels,
demonstrating its capability to accurately capture the effects of process parameters, grain refinement, and
alloy composition on SCS. Results indicate that increasing welding velocity, while maintaining a constant
power-to-velocity ratio, extends the size of the mushy zone and increases the maximum pressure drop in the
mushy zone, leading to higher SCS. Grain refinement decreases separation velocities and the permeability of
liquid channels, which increases SCS, but it also raises the coalescence temperature, resulting in an overall
reduction in SCS. Alloy composition impacts SCS through thermal diffusivity and segregation. Lower thermal
diffusivity or stronger segregation tends to elongate the mushy zone, resulting in an increase in SCS. This
framework provides a robust tool for understanding the mechanisms of solidification cracking, optimizing
welding parameters to prevent its occurrence, and comparing SCS of different compositions during alloy design.
1. Introduction

Nowadays, advanced high strength steels, which possess high
0.strength and ductility, have been widely employed in the automotive
industry to reduce car body weight and thus 𝐶 𝑂2 emissions [1].
The high strength and ductility of advanced high strength steels are
achieved with high alloying contents; however, some alloying elements
may lead to poor weldability. During welding, the detrimental elements
may accumulate in the liquid, resulting in the existence of liquid
channels at a low temperature. As a result of thermal contraction and
solidification shrinkage, interfaces of liquid channels may separate from
each other. If the liquid feeding throughout a liquid channel is not
enough to compensate for such a separation, cracks form, known as
solidification cracking.

Solidification cracking is a complex problem which is associated
with multi-physics. The occurrence of solidification cracking during
welding is associated with three factors: the driving force to separate
liquid channel interfaces, the existence of liquid channels at a low tem-
perature and insufficient liquid feeding. The three factors correspond to
different physics and have to be studied at different length scales. The

∗ Corresponding author.
E-mail address: x.liang-2@tudelft.nl (X. Liang).

driving force to separate liquid channel interfaces comes from thermo-
mechanical interactions between the solidified weld pool and the base
material. As the weld pool is usually at the scale of millimeters, the
driving force to separate liquid channel interfaces needs to be evaluated
at a macroscale. The second and the third factors are related to the
micro-segregation and fluid flow within the liquid channel, which
needs to be studied at a micro-scale.

Experimental works [2,3] have been performed to study the in-
fluence of processing parameters, including power and velocity, on
solidification cracking. Slyvinsky et al. [4] reported that increasing
the welding velocity 𝑣𝑠 with a constant power 𝑄 leads to a decrease
in SCS for a nickel-base alloy. The decrease in SCS with increasing
welding velocity while keeping the power constant was confirmed by
Goodwin [5] and Agarwal et al. [6]. This was explained by a smaller
thermal strain generated during welding at a faster welding velocity
𝑣𝑠 [6]. Conversely, when the welding velocity 𝑣𝑠 is increased with
a constant 𝑄∕𝑣𝑠 ratio, an increase in SCS was reported by Ohshita
et al. [7], Shibahara et al. [8], Suyitno et al. [9], Cicală et al. [10]
and Goodwin [5]. Nevertheless, it was also found [11] that increasing
the welding velocity promotes the transition from a columnar to an
https://doi.org/10.1016/j.actamat.2024.120530
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Acta Materialia 283 (2025) 120530 
equiaxed structure in the weld pool and thus inhibits solidification
cracking in aluminum alloy 6082.

To further understand and avoid solidification cracking, efforts [12–
14] have been made to determine the critical strain or strain rate
onditions. Gao et al. [12] investigated solidification cracking in laser

welded TRIP steel with digital image correlation and finite element
modeling and determined that the critical strain for hot cracking lies
n the range of 3.2% to 3.6%. Soysal and Kou [13] developed a test to
ssess the critical deformation rate for solidification cracking. In their
est, a stationary sheet is welded to a sheet moving at a varying speed.

The critical deformation rate can thus be determined by plotting the
crack length against the moving velocity.

Physics-based microscopic models have been developed to predict
solidification cracking for liquid channels in a mushy zone. The RDG
(Rappaz–Drezet–Gremaud) model [15] and the SCS model developed
y Kou [16,17] are widely used to predict SCS of different alloys.

The RDG model calculates the pressure drop from the dendrite tip to
the coalescence of the liquid channel, assuming that liquid feeding is
enough to compensate for the solid deformation. Solidification cracking
occurs when the maximum pressure drop is larger than a critical
value, from which a critical strain rate can be determined. In Kou’s
model [16], solidification cracking occurs when the separation velocity
f the liquid channel interfaces is larger than the sum of velocity terms
rom transversal grain growth and liquid feeding. A SCS criterion [16]
as been proposed to qualitatively compare the SCS of alloys with
ifferent compositions. Based on Scheil–Gulliver solidification calcu-
ations, both the RDG model [15] and the Kou’s model [16,17] have

successfully predicted the SCS peak in Al-Cu alloys containing between
1 wt% and 2 wt% copper. Following Kou’s work [16], Soysal [18]
mployed different solidification models to evaluate SCS of various
teel grades and found that the solidification model with back dif-
usion gives more reasonable SCS predictions than the solidification

model without back diffusion. Later, the RDG model [19] and Kou’s
odel [19–21] have been coupled with phase field models, to explicitly

simulate the dendrite structure in the mushy zone and provide a more
realistic solidification path compared to Scheil–Gulliver calculations.
Geng et al. [21] simulated the dendritic microstructure with a phase
field model and evaluated the cracking susceptibility of an Al-Mg
(4.0 wt%) alloy using Kou’s SCS index. It was found that back diffusion
educed the segregation within the liquid channel, leading to a small
CS despite the large freezing temperature range of the considered
lloy. With a multi-phase phase field model, Han et al. [19] studied the

influence of the grain boundary energy 𝜎𝑠𝑠 on the coalescence behavior
of the liquid channel and SCS. It was reported that a high 𝜎𝑠𝑠 value
suppresses the coalescence of the liquid channel and increases SCS.
Yang et al. [22] calculated the maximum pressure drop with the RDG

odel under different alloy compositions and different grain boundary
conditions. Their results show that with a quantitative phase field
approach, the RDG model is capable of accurately predicting the liquid
rupture state associated with solidification cracking. Liang et al. [23]
tudied the influence of the pulling velocity and the temperature gra-
ient on SCS under directional solidification conditions and found that
ncreasing pulling velocity or decreasing temperature gradient results
n an increase in the maximum pressure drop and thus an increase in
CS. Despite the successful applications of the RDG model and of Kou’s

model in SCS prediction, due to the high computational cost of phase
field models, the aforementioned works are limited to a small domain,
which is at most at the scale of several hundred micrometers or even
smaller. Full-dimensional simulations which include a whole weld pool
or mushy zone are still challenging.

Efforts have been made to achieve SCS prediction in a full-
dimensional simulation. Sistaninia et al. [24] developed a three-
imensional granular model to simulate the fluid flow within the liquid
hannel network during casting. By assuming Poiseuille flow and mass
alance in each liquid channel, a partial differential equation was
erived that describes the evolution of the liquid pressure in the liquid
2 
channel network. It was shown that deep in the mushy zone where
the permeability is low, the local pressure can be significantly lower
than the pressure predicted by averaging techniques [24]. Later, the
roposed granular model was combined with a deformation model
nd a failure model [25]. The failure model assumed that a crack
orms when the pressure reaches a critical pressure, which is related
o the liquid channel width. The developed model [25] was then

validated with a semi-solid tensile test. The simulated stress and shear
deformation agreed well with the experimental data. Following the
work of Sistaninia et al. [24,25], Rajani and Phillion [26–28] simulated
the pressure profiles in the liquid channel networks in the mushy zone
f welded component. However, the simulation was performed on a
icrostructure which was artificially generated with a Voronoi tessel-

ation. The simulation domain was also limited to a small part of the
eld pool. Due to the limitations of existing works, a full-dimensional
odeling tool capable of evaluating SCS using real microstructures

under varying conditions is still not available.
In this work, a multi-scale multi-physics modeling framework is

eveloped aiming to evaluate solidification cracking susceptibility un-
er different welding conditions. This includes three models, which
re coupled sequentially. Firstly, a thermomechanical model is used to
alculate the profiles of temperature, stress and strain during welding;
hen, a cellular automata model is employed to simulate the solidi-
ication microstructure based on the thermal profiles. The simulated
rain boundary structure in the mushy zone is extracted and employed
s a liquid channel network. A granular model is then applied to
alculate the pressure drop within the liquid channel network. The
eveloped modeling framework is employed to study the influence
f the welding velocity and grain refinement on SCS, which is then
ompared with experimental results. The details of the three different
odels are described in Section 2. Subsequently, based on welding

xperiments performed on a TRIP steel, the modeling framework is
mployed to study the influence of welding velocity on thermomechan-
cal profiles, solidified microstructure and pressure drop in the liquid

channel network. Additionally, the influence of grain refinement and
alloy composition on SCS are discussed using the modeling framework.

2. Method

2.1. Thermomechanical modeling

The temperature profile 𝑇 in a welded component 𝛺 is simulated
ith a finite element (FE) model by solving

𝜌𝑐𝑝
d𝑇
d𝑡

= ∇ ⋅ (𝑘∇𝑇 ) +𝑄 in 𝛺 , (1)

where 𝜌 is the density, 𝑐𝑝 the specific heat, 𝑡 the time, 𝑘 the thermal
onductivity and 𝑄 the volumetric heat source, which is given by a
runcated-cone Gaussian heat source model [6,12,29],

𝑄 =
3exp(3)𝜂 𝑃

(exp(3) − 1)𝑉𝑡𝑐
exp

(

−3𝑟2

𝑟20

)

, (2)

where 𝑃 is the power and 𝜂 the efficiency. 𝑉𝑡𝑐 is the volume of the
runcated cone given by

𝑉𝑡𝑐 =
𝜋
3
(𝑧𝑒 − 𝑧𝑖)(𝑟2𝑒 + 𝑟𝑒𝑟𝑖 + 𝑟2𝑖 ) (3)

where 𝑟𝑒 and 𝑟𝑖 are the radius of the heat source on the top and the
bottom surface and 𝑧𝑒 and 𝑧𝑖 the 𝑧 coordinates of the top and the
bottom surface, respectively. 𝑟 is the radial distance of a given point
(𝑥, 𝑦, 𝑧) to the moving heat source center (𝑥𝑐 , 𝑦𝑐 + 𝑣𝑡) given by

𝑟 =
√

(𝑥 − 𝑥𝑐 )2 + (𝑦 − (𝑦𝑐 + 𝑣𝑡))2. (4)

where 𝑣 is the welding velocity and 𝑡 the time. The radius of the
runcated-cone heat source 𝑟0 varies linearly with 𝑧,

𝑟 = 𝑟 + (𝑟 − 𝑟 )
𝑧 − 𝑧𝑖 . (5)
0 𝑖 𝑒 𝑖 𝑧𝑒 − 𝑧𝑖
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Heat loss through convection and radiation is applied with a Neumann
oundary condition,

𝒏 ⋅ 𝒒 = ℎ𝑐 (𝑇 − 𝑇𝑎𝑚𝑏) + 𝜀𝑟𝜎
(

𝑇 4 − 𝑇 4
𝑎𝑚𝑏

)

on 𝜕 𝛺 , (6)

where 𝒏 is the interface normal on the boundary, ℎ𝑐 the heat transfer
oefficient for convective heat loss, 𝑇𝑎𝑚𝑏 the ambient temperature, 𝜀𝑟
he surface emissivity and 𝜎 the Stefan–Boltzmann constant. The initial
emperature is set to room temperature.

For the mechanical model, the governing equation for the quasi-
static analysis is
∇ ⋅ 𝝈 = 𝟎. (7)

where 𝝈 is the stress tensor. Considering geometric nonlinearity, strain
tensor 𝜺 is related to the displacement vector 𝒖 by

𝜺 = 1
2
[

(∇𝒖)𝑇 + ∇𝒖 + (∇𝒖)𝑇∇𝒖] . (8)

The strain tensor can be decomposed into three components,

𝜺 = 𝜺𝑇 + 𝜺𝑒 + 𝜺𝑝, (9)

where 𝜺𝑇 , 𝜺𝑒 and 𝜺𝑝 are the thermal strain, elastic strain and the plastic
train, respectively. The material is modeled with a linear elasticity and
 perfect plasticity without hardening,

𝝈 = C ∶ 𝜺𝑒, (10)

where C is the fourth-order elasticity tensor. The thermal strain 𝜺𝑇 , as
a function of the temperature, is only considered below the liquidus
temperature. To include fixed constraint 𝛤 (the left boundary surface
of the welded plate), a Dirichlet boundary condition is applied,

𝒖 = 𝟎 on 𝛤 . (11)

The thermomechanical analysis is performed with commercial software
OMSOL. Lagrange quadratic elements are employed in the FE simu-

ation. Hexahedral elements with a size of 0.25 mm are employed near
he laser path, while coarser elements are used in regions far from the
aser path. A thermomechanical simulation takes around 60 h with 20
ores of an Intel E5-2630 CPU.

2.2. Microstructure modeling

The solidification microstructure is simulated with a cellular au-
omata (CA) model, in which the simulation domain has been dis-

cretized into cubic cells. Each cell has properties including grain ID,
phase status (solid, liquid and interface) and the temperature at the
cell center. Each interface cell also has additional properties including
growth length 𝑙 and growth center. Notably, every grain is associated
with a crystal orientation. In each time step, the growth length 𝑙 of
every interface cell is updated with

𝛥𝑙 = ∫

𝑡2

𝑡1
𝑣𝑔d𝑡. (12)

Here, 𝑡1 and 𝑡2 are the time at the start and the end of the time
step, respectively. The growth velocity 𝑣𝑔 is determined based on local
undercooling 𝛥𝑇 , using a polynomial fit tailored to the 𝑣𝑔(𝛥𝑇 ) function
predicted by the Kurz–Giovanola–Trivedi model [30].

Solidification is simulated by updating the phase status of CA cells
ased on transition rules. A liquid cell transforms into an interface cell
hen it is captured by a neighboring interface cell. To suppress grid
nisotropy, the decentered growth algorithm proposed by Gandin and
appaz [31] is implemented for capturing liquid cells. Each interface
ell is associated with a growth envelope, which is an octahedron
ligned with the crystal orientation. If the center of a neighboring liquid
ell falls into the growth envelope, then this liquid cell is captured
nd transforms into a new interface cell. The old growth envelope is
runcated to form a new growth envelope in the new interface cell.
etails of the decentered growth algorithm can be found in [31].

Additionally, an interface cell transforms into a solid cell, if it has no
liquid neighbor.
 f

3 
Nucleation is considered with a phenomenological model [32,33].
The distribution function of nucleation density 𝑛𝑛 is given with respect
to local undercooling 𝛥𝑇 ,
d𝑛𝑛
d𝛥𝑇

=
𝑁0

𝛥𝑇𝜎
√

2𝜋
exp

[

−
𝛥𝑇 − 𝛥𝑇𝑚
2𝛥𝑇 2

𝜎

]

, (13)

where 𝑁0 is the maximum nucleation density, 𝛥𝑇𝑚 the mean nucle-
ation undercooling and 𝛥𝑇𝜎 the standard deviation for the nucleation
undercooling.

Here, the temperature profile obtained from the thermomechanical
E model is employed as an input for the solidification CA simulation.

With the Lagrange quadratic interpolation, the temperature 𝑇 at the
enter (𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐) of a CA cell is determined by summing up the product

of the shape function 𝑁𝑖 and the FE node temperature 𝑇𝑖 within the
corresponding FE element

𝑇 =
∑

𝑖
𝑇𝑖𝑁𝑖(𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐 ). (14)

For all the CA simulations presented in this work, a cell size of
5 μm is employed, which is much smaller compared to the element size
(0.25 mm) near the laser path in the thermomechanical model. Due to
the high computational cost, solidification microstructure is simulated
in a representative volume of 3000 × 6000 × 1250 μm3. Each CA simulation
takes around 1 h with 20 cores of an Intel E5-2630 CPU.

Since the decentered growth algorithm in the CA model does not
ncorporate the influence of interfacial energy, jagged interfaces may
rise at the grain boundaries, which is unfavorable for the subsequent
ressure drop calculation. To mitigate this effect, a smoothing pro-
edure is applied to the solidification microstructure. The smoothing
rocedure follows the physics of grain growth and assesses the curva-
ure at each CA cell along the grain boundaries. Following Nastac [34],

the curvature 𝜅 of a CA cell can be estimated with

𝜅 = 1
𝛥𝑥

(

1 − 2𝑓𝑔
)

, (15)

where 𝛥𝑥 is the CA cell size, 𝑓𝑔 the volume fraction of the grain in the
orresponding Moore neighborhood. The Moore neighborhood refers
o a central cell and its 26 surrounding cells, including all adjacent
ells in the horizontal, vertical, and diagonal directions across three
imensions. Unlike Nastac’s solidification model, the CA cell in this
ork only belongs to one grain. In this case, an extended Moore
eighborhood is employed for the curvature calculation to achieve
etter accuracy. During the smoothing process, if the curvature 𝜅 is
arger than a critical value 𝜅𝑐 𝑟𝑖𝑡 or if the volume fraction 𝑓𝑔 of the
orresponding grain in the extended Moore neighborhood is smaller
han a critical value 𝑓𝑔 ,𝑐 𝑟𝑖𝑡, the considered CA cell then transforms
nto the grain with the largest volume fraction in the extended Moore
eighborhood. This algorithm iterates over multiple cycles to achieve
he desired smoothing effects (fraction of cells with 𝑓𝑔 > 𝑓𝑔 ,𝑐 𝑟𝑖𝑡 is below
 user-defined value).

Following grain boundary smoothing, the microstructure in the
ushy zone during welding is extracted at a user-defined time point.

The mushy zone is determined as the region between two isotherms:
the liquidus temperature 𝑇𝑙 and the coalescence temperature 𝑇𝑐 . The
oalescence temperature is defined as the temperature at which the
iquid channel coalesces, which can be determined either by a critical

solid fraction or a critical liquid channel width. In the works by Rappaz
et al. [15] and Rajani and Phillion [28], the coalescence temperature
is determined with a critical solid fraction of 0.98. In contrast, Rappaz
suggested that [35] that coalescence occurs when the liquid channel
width is sufficiently small, at the order of nanometers, relative to
the thickness of the solid–liquid interface. In other words, coalescence
occurs at a critical channel width, which is at the scale of nanometers
when the solid–liquid interfaces are completely flat. If the roughness
f the solid–liquid interface is taken into account, coalescence should
ccur at a much larger liquid channel width than the solid–liquid inter-
ace thickness. In this work, the coalescence temperature is determined
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Fig. 1. Illustration of a liquid channel between two columnar grains in different cross
sections: (a) perpendicular to the longitudinal axis and (b) parallel to the longitudinal
axis. The white regions represent solid, while the gray regions represent liquid. The
blue solid lines represent the longitudinal axis of the columnar grains, which passes the
grain center and are parallel with the principal direction of the grain. The endpoints
of the longitudinal axis are chosen so that their distance to the nearby end of the
columnar grain is equal to the mean radial distance of all the grain boundary elements
to the grain axis. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

using a critical liquid channel width 𝑤𝑐 of 0.3 μm. The corresponding
critical solid fraction 𝑓 𝑐

𝑠 for coalescence is determined with

𝑓 𝑐
𝑠 =

4
3𝜋

(

𝑟 − 𝑤𝑐

2

)3

4
3𝜋 𝑟3

=
(

1 − 𝑤𝑐

2𝑟

)3
, (16)

where 𝑟 is the grain radius. It is assumed that the grains exhibit a
spherical shape, as equiaxed grains typically form at the center of the
weld pool, where solidification cracking is likely to occur. If the grain
radius remains constant, the critical liquid channel width corresponds
to a consistent critical solid fraction. In this case, the two coalescence
criteria (critical solid fraction vs. critical liquid channel width) are
effectively equivalent if the grain radius is constant. The impact of these
two coalescence criteria will be further discussed in Section 4.

After extraction of the mushy zone, the grain boundary structure
is extracted with Dream3D using quick surface meshing and Laplacian
smoothing. Subsequently, the extracted grain boundary structure serves
as a liquid channel network for the pressure drop calculations.

2.3. Modeling of pressure drop

Following the work of Sistaninia [24,25], assuming Poiseuille flow
in the liquid channel, the pressure 𝑝 evolution in the liquid channel
network 𝛺𝑙 is governed by
2ℎ3
3𝜇

∇2𝑝 = 𝑣𝑠 + 𝑣𝑚 in 𝛺𝑙 , (17)

where ℎ is the half width of the liquid channel, 𝜇 the viscosity, 𝑣𝑠
the separation velocity due to solidification shrinkage and 𝑣𝑚 the
separation velocity due to mechanical constraints. A Dirichlet boundary
condition is applied at the weld pool boundary 𝛤𝑙 ,𝐷 defined by 𝑇 = 𝑇𝑙,
𝑝 = 0 on 𝛤𝑙 ,𝐷. (18)

4 
A Neumann boundary condition is applied on the remaining boundaries
𝛤𝑙 ,𝑁 ,

𝒏 ⋅ ∇𝑝 = 0 on 𝛤𝑙 ,𝑁 . (19)

Consider a liquid film between two columnar grains, as shown in
Fig. 1. Following Kou’s work [16], the radius of a columnar grain is
proportional to the square root of the solid fraction

√

𝑓𝑠(𝑇 ). The half
width of the liquid channel ℎ can be calculated with

ℎ = 𝜆
2

(

1 −
√

𝑓𝑠(𝑇 )
)

, (20)

where 𝜆 is the distance between grain centers or axes, which is
calculated by summing up the radius of the two neighboring grains,

𝜆 = 𝑅𝑡 + 𝑅𝑏, (21)

where 𝑅𝑡 and 𝑅𝑏 are the radius of the top grain and bottom grain
in Fig. 1b. In practice, grain boundaries are not in perfect cylindrical
shapes. The irregular grain boundaries are discretized into triangular
elements. For each triangular element, the grain radius is calculated
as the distance from the element center to the longitudinal axis of the
columnar grain. For example, for an interface element with its center
at point 𝑃1, the radius of the top grain is calculated with

𝑅𝑡,𝑃1 = ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑂1𝑃1 ⋅ 𝒏𝑠, (22)

where 𝑂1 is the nearest point on the longitudinal axis of the top grain
to the considered point 𝑃1 and 𝒏𝑠 the unit vector of the considered
interface element. The longitudinal axis is determined as a line, which
passes the grain center and is parallel with the principal direction of
the grain. By approximating both ends of the columnar grains with
hemi-spheres, the endpoints of the longitudinal axis are chosen so that
their distance to the nearby end of the columnar grain is equal to the
mean radial distance of all the interface elements to the grain axis. In
this case, the grain radius can be evaluated properly for elements at
columnar ends. For example, the radius of the top grain at point 𝑃2 is
evaluated with

𝑅𝑡,𝑃2 = ⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑂2𝑃2 ⋅ 𝒏𝑠. (23)

The separation velocity 𝑣𝑠 due to solidification shrinkage is calcu-
lated with

𝑣𝑠 = 𝛽 𝜆d
√

𝑓𝑠(𝑇 )
d𝑇

�̇� , (24)

where 𝛽 is the shrinkage factor (𝛽 = 𝜌𝑠∕𝜌𝑙 − 1) and �̇� the temperature
rate.

The separation velocity 𝑣𝑚 due to mechanical constraints is calcu-
lated through a direct mapping from the strain field 𝝐 of the ther-
momechanical analysis to the mushy zone microstructure. It is also
assumed that the deformation only occurs in the liquid. Consider an
interface element in the liquid channel with its center at 𝑃 , as shown
in Fig. 1a and 1b. The center of the top columnar grain is 𝑂. The line
𝑂 𝑃 intersects the solid–liquid interface at point 𝑆. The velocity of point
𝑃 with respect to point 𝑂 can be obtained by integrating the strain rate
�̇�,

𝒗𝑚,1 = ∫

𝑃

𝑂
�̇� ⋅ d𝒙 = ∫

𝑃

𝑂
�̇� ⋅ 𝒏𝑂 𝑃 d𝑥, (25)

where 𝒏𝑂 𝑃 is the unit vector in the direction from 𝑂 to 𝑃 . Meanwhile,
due to thermal contraction, the length of 𝑃 𝑆 and 𝑆 𝑂 decrease, leading
to a contribution 𝒗𝑚,2 to the separation velocity 𝑣𝑚,

𝒗𝑚,2 = −∫

𝑃

𝑆
𝛼𝑙�̇� d𝒙 − ∫

𝑆

𝑂
𝛼𝑠�̇� d𝒙, (26)

where 𝛼𝑙 and 𝛼𝑠 are the linear thermal expansion coefficient of the
liquid and the solid, respectively. Assuming 𝛼𝑙 ≈ 𝛼𝑠 = 𝛼, 𝒗𝑚,2 can be
written as

𝒗 = −
𝑃
𝛼�̇� d𝒙 = −

𝑃
𝛼�̇�𝒏 d𝑥. (27)
𝑚,2 ∫𝑂 ∫𝑂 𝑂 𝑃
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The separation velocity 𝑣𝑡𝑚 due to mechanical constraints from the top
olumnar dendrite is then given by

𝑣𝑡𝑚 = 𝒏𝑠 ⋅
(

𝒗𝑚,1 + 𝒗𝑚,2
)

= 𝒏𝑠 ⋅ ∫

𝑃

𝑂

(

�̇� − 𝛼�̇� 𝑰
)

⋅ 𝒏𝑂 𝑃 d𝑥, (28)

where 𝒏𝑠 is the interface normal unit vector of the considered interface
element and 𝑰 the identity matrix. Similarly, the separation velocity 𝑣𝑏𝑚
ue to mechanical constraints from the bottom columnar dendrite can
e obtained and the total mechanical contribution 𝑣𝑚 is given by

𝑣𝑚 = 𝑣𝑡𝑚 + 𝑣𝑏𝑚

= 𝒏𝑠 ⋅ ∫

𝑃

𝑂

(

�̇� − 𝛼�̇� 𝑰
)

⋅ 𝒏𝑂 𝑃 d𝑥 − 𝒏𝑠 ⋅ ∫

𝑃

𝑀

(

�̇� − 𝛼�̇� 𝑰
)

⋅ 𝒏𝑀 𝑃 d𝑥,
(29)

where 𝒏𝑀 𝑃 is the unit vector in the direction from 𝑀 to 𝑃 . �̇� − 𝛼�̇� 𝑰 is
the strain rate tensor which needs to be compensated by liquid feeding.
In this work, it is called effective strain rate, which in matrix form is
written as

�̇� − 𝛼�̇� 𝑰 =
⎡

⎢

⎢

⎣

�̇�𝑥𝑥 − 𝛼�̇� �̇�𝑥𝑦 �̇�𝑥𝑧
�̇�𝑥𝑦 �̇�𝑦𝑦 − 𝛼�̇� �̇�𝑦𝑧
�̇�𝑥𝑧 �̇�𝑦𝑧 �̇�𝑧𝑧 − 𝛼�̇�

⎤

⎥

⎥

⎦

. (30)

With Eqs. (21), (22), (24) and (29), the total separation velocity 𝑣𝑡𝑜𝑡
t point 𝑃 is written as

𝑣𝑡𝑜𝑡 = 𝑣𝑠 + 𝑣𝑚

= 𝒏𝑠 ⋅

[

𝛽
d
√

𝑓𝑠(𝑇 )
d𝑇

�̇�
(

⃖⃖⃖⃖⃖⃗𝑂 𝑃 − ⃖⃖⃖⃖⃖⃖⃖⃗𝑀 𝑃
)

+ ∫

𝑃

𝑂

(

�̇� − 𝛼�̇� 𝑰
)

⋅ 𝒏𝑂 𝑃 d𝑥

− ∫

𝑃

𝑀

(

�̇� − 𝛼�̇� 𝑰
)

⋅ 𝒏𝑀 𝑃 d𝑥
]

.

(31)

For each triangular element in the liquid channel network, the total
separation velocity is calculated. The integration terms in Eq. (31)
re evaluated numerically with a Gaussian quadrature rule along the

integration path. At quadrature points, the effective strain rate tensor
�̇� − 𝛼�̇� 𝑰 is calculated through quadratic Lagrange interpolation based
on the profiles of 𝑇 , �̇� and �̇� from the thermomechanical analysis.
The derivative d

√

𝑓𝑠(𝑇 )∕d𝑇 is determined based on the Scheil–Gulliver
calculation from Thermo-Calc. In the Scheil–Gulliver calculation, due
o the high diffusivity of carbon in the solid phases, carbon has been
et as a fast diffuser. This compensates for the influence of carbon back
iffusion on the solidification path, which is an important effect as
ndicated by Soysal [18]. Back diffusion of substitutional elements are
ot considered due to their low diffusivities in the solid phases and high

cooling rate (at the order of 106 K ∕s) during laser welding.
In this work, Eq. (17) is solved with the finite element method [24,

25]. The weak form formulation is written as

∫𝛺
∇𝑝 ⋅ ∇𝜑 d𝑆 = −∫𝛺

3𝜇
2ℎ3

(

𝑣𝑠 + 𝑣𝑚
)

𝜑 d𝑆 + ∫𝛤𝑙 ,𝑁
𝜑𝒏 ⋅ ∇𝑝 d𝛤 , (32)

where 𝜑 is the test function. With the Neumann boundary condition
efined by Eq. (19), the last term on the right-hand side of Eq. (32) is
. The weak form formulation can be written into a matrix form [24,25]

𝐊𝐏 = 𝐅, (33)

with

𝐊 = ∫𝛺
𝐁𝑇𝐁 d𝑆 (34)

𝐅 = −∫𝛺
3𝜇
2ℎ3

𝑣𝑡𝑜𝑡𝐍 d𝑆 . (35)

The pressure profile can be obtained by solving the matrix form formu-
lation Eq. (33) for 𝐏, which contains pressure values at all finite element
odes on the liquid channel network. The mesh of the liquid channel

network comes from quick surface meshing and Laplacian smoothing
f Dream3D and contains triangular elements. The size of the elements

is similar to the cell size of the CA model (5 μm). The problem is
olved with an in-house finite element solver, which is written in C++
nd parallelized in a shared memory environment. Each pressure drop
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calculation takes around 10 min with 20 cores of an Intel E5-2630
CPU. After solving the liquid pressure profile in the mushy zone, the
minimum liquid pressure, or equivalently, the maximum pressure drop,
is employed to evaluate SCS. A lower minimum pressure or a larger
ressure drop indicates a higher SCS and an increased likelihood of
olidification cracking.

2.4. Coupling between models

The flow chart of the presented modeling framework is given in
lgorithm 1. This modeling framework includes a thermomechanical

FE model, a CA solidification model and a granular model. A sequential
coupling method is employed to couple the three models. The ther-
momechanical model calculates the temperature and the displacement
profiles during welding. The temperature profile from the thermome-
chanical analysis serves as input for the CA solidification model which
simulates the solidified microstructure in the weld pool. At a user-
defined time point, the grain boundary structure in the mushy zone is
extracted from the solidified microstructure with Dream3D and then
employed as the liquid channel network structure for the granular
model, which calculates the pressure profile in the liquid channel
network. The profiles of strain rate �̇� and temperature rate �̇� from
the thermomechanical analysis also serve as inputs for the pressure
drop calculation. With this sequential coupling method, effects like
the influence of solidification on temperature profiles or the influence
of solid–liquid structure on displacement fields are not considered.
This reduces the complexity of the problem and makes the current
modeling framework feasible with available computational resources.
The limitations of the sequential coupled modeling framework will be
discussed in Section 4.

Algorithm 1: The flow chart for the modelling framework.
1 Perform thermal FE simulations to get the temperature 𝑇 and

the temperature rate �̇� ;
2 Perform mechanical FE simulations to get the strain rate �̇�;
3 Perform CA simulations to get the solidified microstructure;
4 Smooth the solidified microstructure to remove jagged

interfaces;
5 Select a time point 𝑡𝑠;
6 Determine the mushy zone at 𝑡𝑠;
7 Extract the grain boundary structure in the mushy zone with

Dream3D;
8 Calculate the pressure profiles in the liquid channel network

based on the profiles of 𝑇 , �̇� and �̇� at 𝑡𝑠;

2.5. The experimental conditions

The modeling framework has been employed to simulate the weld-
ing experiments performed by Agarwal et al. [29]. Bead-on-plate laser
welding experiments were performed on TRIP and DP steel plates at
 distance of 5 mm to the free edge, as shown in Fig. 2. The com-

positions of the TRIP and DP steels are given in Table 1 [29]. Four
welding experiments were performed at different welding velocities
(10 mm∕s, 9 mm∕s, 8 mm∕s and 7 mm∕s) and different powers (1100 W,
990 W, 880 W and 770 W), respectively. In the four experiments, the
ratio between the power and the welding velocity was constant. In
the TRIP steel samples with welding velocities of 10 mm∕s, 9 mm∕s and
8 mm∕s, longitudinal cracks were observed in the center of the weld,
while there was no crack in the TRIP steel sample with a welding
velocity of 7 mm∕s. Solidification cracks were not observed in DP steel
samples. The parameters employed in the simulations can be found in
the supplementary material.
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Fig. 2. The experimental configuration in the work of Agarwal et al. [29].
𝜀

Table 1
Composition of the TRIP and DP steels [29].

Elements (wt%) C Mn Al Si Cr P S

TRIP 0.19 1.63 1.1 0.35 0.019 0.089 0.005
DP 0.15 2.3 0.03 0.1 0.56 0.01 ≈ 0

3. Results

3.1. Profiles of the temperature and the strain rate

With the thermomechanical analysis, the profiles of temperature
and strain rate during welding are obtained. The profiles of strain rate
components �̇�𝑥𝑥, �̇�𝑦𝑦 and �̇�𝑧𝑧 in the thermomechanical simulation of a
TRIP steel sample with a welding velocity of 𝑣 = 10 mm∕s at a time
when the laser center is at 𝑦 = 29 mm, are shown in Fig. 3a, 3c and 3e,
respectively. This time point is chosen to ensure that the mushy zone is
approximately at half the depth of the plate, minimizing the influence
of the front and back edges. As shown in Section 2.3, the separation ve-
locity 𝑣𝑚 due to mechanical constraints is related to the effective strain
rate �̇� − 𝛼�̇� 𝑰 . In this case, the components of the effective strain rate
are given in Fig. 3b, 3d and 3f. Additionally, isotherms of the liquidus
temperature 𝑇𝑙 and the coalescence temperature 𝑇𝑐 are plotted as red
lines; the region between the two red lines is determined as the mushy
zone where the liquid is partially solidified. The strain rate profiles
in the mushy zone are typical of those associated with solidification
cracking. As shown in Fig. 3a, a small zone with positive strain rate
�̇�𝑥𝑥 is observed near the tail of the weld pool, which is surrounded by
a large region with a negative strain rate. When considering the strain
rate contribution from thermal contraction, as shown in Fig. 3b, the
positive strain rate region near the tail of the weld pool is elongated
to the end of the mushy zone, favoring solidification cracking in the
welding direction. Similar to the profile of �̇�𝑥𝑥, in the profile of �̇�𝑦𝑦
(Fig. 3c), a positive strain rate region, which spans over the weld pool
tail and part of the mushy zone, is surrounded by a negative strain
rate region. When considering the strain rate contribution from thermal
contraction, as shown in Fig. 3d, the effective strain rate (�̇�− 𝛼�̇� 𝑰)𝑦𝑦 is
positive in the whole mushy zone, favoring the solidification cracking
perpendicular to the welding direction. In the profile of �̇�𝑧𝑧 (Fig. 3e),
negative strain rate dominates in the mushy zone. When considering
the strain rate contribution from thermal contraction, the effective
strain rate (�̇� − 𝛼�̇� 𝑰)𝑧𝑧 in the mushy zone is still negative but with a
smaller value (Fig. 3f).

To study the influence of the welding velocity, the results of thermo-
mechanical simulations of TRIP steel samples are compared, as shown
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in Fig. 4. The length of the weld pool and the length of the mushy
zone along the center line are determined based on the temperature
profile in each simulation. As shown in Fig. 4b, with increasing welding
velocity, both the weld pool length and the mushy zone length increase.
With increasing mushy zone length, the liquid feeding in the tail of the
mushy zone is more difficult, leading to an increase in SCS.

In the TRIP steel welding experiments, solidification cracks form
along the weld path, which is attributed to the strain rate in the x
direction; thus, the strain rate component �̇�𝑥𝑥 along the center line
in the different simulations have been studied. The strain rate profile
̇ 𝑥𝑥 along the center line in the simulation of the TRIP steel sample
with 𝑣 = 10 mm∕s is given in Fig. 4c. A strain rate peak is observed
at the boundary near the liquidus temperature. As temperature drops
in the mushy zone, the solidified material contracts and the strain rate
changes from positive to negative. A strain rate valley exists near the
coalescence temperature. Following the strain rate valley, due to the
interaction between the solidified material and material in the heat
affected zone, which undergoes thermal expansion and contraction
sequentially, the strain rate along the center line fluctuates and even-
tually goes back to 0. For comparison, the strain rate profiles �̇�𝑥𝑥 in
the center of the mushy zone in each simulation are given in Fig. 4d.
As the weld pool length in each simulation is different, the strain rate
curves are at different locations. With increasing welding velocity, the
strain rate curve shifts in the positive direction. As shown in Fig. 4e,
as temperature drops from the liquidus temperature to the coalescence
temperature, the cooling rate increases. With a larger welding velocity,
the cooling rate at the tail of the mushy zone is larger. When the strain
rate contribution from thermal contraction is considered, the effective
strain rate (�̇�−𝛼�̇� 𝑰)𝑥𝑥 is positive in the mushy zone of each simulation,
as shown in Fig. 4f. With decreasing temperature, the strain rate �̇�𝑥𝑥
decreases while the cooling rate increases, resulting in an earlier valley
shape in the curve of (�̇� − 𝛼�̇� 𝑰)𝑥𝑥. Moreover, the effective strain rate
(�̇�−𝛼�̇� 𝑰)𝑥𝑥 in the simulation with a larger welding velocity tends to be
larger, representing a higher SCS.

3.2. Microstructure

Based on the temperature profile from the thermomechanical anal-
ysis, the microstructure in the weld pool is simulated with a 3D CA
model with a cell size of 5.0 μm. The simulated and the experimental
microstructures on the top plane of the TRIP steel sample with a weld-
ing velocity of 10.0 mm∕s are presented in Fig. 5a and 5e–5j. To enable
a comparison between the simulated and experimental microstructures
at the same scale, small regions of the simulated microstructure (C1–
C4) are extracted from Fig. 5a. The experimental microstructures are
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Fig. 3. The strain rate profiles in the TRIP steel welding simulation with 𝑣 = 10 mm∕s at the time when the laser center is at 𝑦 = 29 mm: (a) �̇�𝑥𝑥, (b) (�̇� − 𝛼�̇� 𝑰)𝑥𝑥, (c) �̇�𝑦𝑦, (d)
(�̇� − 𝛼�̇� 𝑰)𝑦𝑦, (e) �̇�𝑧𝑧 and (f) (�̇� − 𝛼�̇� 𝑰)𝑧𝑧. The blue lines represent contour lines for zero strain rate, while the red lines depict isotherms of the liquidus temperature 𝑇𝑙 and the
coalescence temperature 𝑇𝑐 . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
obtained by reconstructing prior austenite grains using OIM analysis
based on EBSD measurements. The initial microstructure of the sim-
ulations is initialized randomly with a Voronoi tessellation. As the
laser moves along the welding path, solid grains melt and a weld pool
forms. Upon cooling, the grains at the boundary of the weld pool grow
epitaxially into the weld pool, competing with each other. The grains
with one of their ⟨100⟩ crystallographic directions parallel with the
temperature gradient win the competition and form large columnar
grains. The simulated columnar grains (Fig. 5h and 5i) agree with
the experimental observations (Fig. 5j). As solidification proceeds from
the weld pool boundary to the center, the angle between the solid–
liquid interface and the welding direction decreases, leading to an
increase in the solidification velocity. The increase in the solidifica-
tion velocity promotes the columnar-to-equiaxed transition (CET) [33].
Small equiaxed grains are observed in both the simulation and the
experiment, as shown in Fig. 5e, 5f and 5g.

The welding velocity has an impact on the solidified microstructure,
as demonstrated in Fig. 5a–5d and Fig. 6, in which the simulated
microstructures on the top plane (Fig. 5) and in the longitudinal (YZ)
cross section (Fig. 6) of TRIP steel samples with different welding
velocities are presented. In the top plane, the microstructures are
dominated by columnar grains growing from weld pool boundary to
weld pool center in all the simulations, as shown in Fig. 5a–5d. In
the weld pool center, some equiaxed grains are observed, which are
formed due to nucleation. With decreasing weld velocity, the number
of equiaxed grains along the weld pool centerline decreases and grains
nucleated in the weld pool center tend to extend in the welding
direction, forming red columnar grains shown in Fig. 5d. In the cross
section along the centerline, fine-grained microstructures are observed
in all the simulations, as shown in Fig. 6a–6h. Based on the aspect
ratio and propagating direction of those grains, three types of grains
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are identified in the cross-section microstructures: equiaxed grains
(aspect ratio ≈ 1), columnar grains (aspect ratio ≫ 1) propagating
from weld pool boundary to the weld pool center, columnar grains
(aspect ratio ≫ 1) propagating in the welding direction. In the cross
section along the weld pool centerline, equiaxed grains are observed in
all the simulations. With increasing welding velocity, the solidification
velocity in the center of the weld pool increases, which leads to a
more significant nucleation and more equiaxed grains in the weld
center. This finding is consistent with experimental observations that
higher velocities promote CET [11]. In the simulation with the highest
velocity 𝑣 = 10 mm∕s, the cross-section microstructure is dominated
by equiaxed grains, while columnar grains propagating from the weld
pool boundary to the weld pool center are also observed. At the
grain boundaries of those columnar grains in the weld pool center,
the separation velocity of liquid channels is high, which increases
the chance of solidification cracking. In simulations with relatively
low welding velocities (𝑣 = 8.0 mm∕s and 𝑣 = 7.0 mm∕s), columnar
grains propagating in the welding direction are observed in the weld
center, as shown in Fig. 6e–6h. Those grains are formed due to the
elliptical weld pool shape and the low fraction of equiaxed grains. This
supports the experimental observation from Agarwal et al. [29], in
which grains bend towards the weld center. It has been reported [36]
that grain refinement helps to prevent solidification cracking. In the
work of Schempp et al. [11], the grain refinement effect introduced
by CET successfully inhibits solidification cracking. In general, a finer
microstructure reduces the separation velocity exerted on each liquid
channel, leading to a decrease in solidification cracking susceptibility.
In the current case, the fraction of the equiaxed grains increases with
increasing welding velocity. However, the fraction of the equiaxed
grains is still very small, which is not enough to prevent solidification
cracking.
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Fig. 4. The influence of the welding velocity on thermomechanical profiles along the center line of the weld. (a) The shape of the melt pool and mushy zone at the time when
the laser center is at 𝑦 = 29 mm. The length of the mushy zone and the weld pool are determined along the center line. (b) Increasing weld velocity elongates the weld pool and
the mushy zone, (c) The strain rate component �̇�𝑥𝑥 along the center line in the simulation with a welding velocity of 10 mm∕s. (d) The influence of the welding velocity on strain
rate component �̇�𝑥𝑥 along the center line. (e) The influence of the welding velocity on the temperature rate �̇� along the center line. (f) The influence of the welding velocity on
the effective strain rate component (�̇� − 𝛼�̇� 𝑰)𝑥𝑥 along the center line.
3.3. Pressure drop in the mushy zone

The pressure drop in the liquid channel can be obtained by solving
Eq. (17) based on the temperature profile, strain rate profile and the
microstructure. In each simulation, the pressure drop calculation is
performed at the time when the laser center is at 𝑦 = 29 mm. Here, the
liquid channel network is generated based on the simulated microstruc-
tures using a coalescence temperature of 1554 K, corresponding to a
critical solid fraction of 0.989. This critical solid fraction is determined
with a critical liquid channel width of 0.3 μm and a grain size of 42.5 μm.
As the grain size does not differ significantly across the simulations, the
same coalescence temperature is applied for all the simulations with
different welding velocities. The simulated profiles of pressure 𝑝, grain
distance 𝜆 and separation velocities due to solidification shrinkage
𝑣𝑠 and mechanical constraints 𝑣𝑚 on the top plane in the pressure
drop calculation with 𝑣 = 10 mm∕s are given in Fig. 7a–7d. In the
pressure drop calculation, the grain distance 𝜆 is estimated based on the
simulated microstructure. As shown in Fig. 7b, the grain distance near
the weld pool boundary is small due to the growth competition between
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the grains with different orientations. As solidification proceeds, grains
with favorable orientations win the competition and grow into large
columnar grains, leading to an increase in the grain distance 𝜆. In the
weld pool center, some small values of grain distance 𝜆 are observed
due to the appearance of equiaxed grains. Based on the estimated grain
distance for each liquid channel element, the half width of the liquid
channel ℎ and the separation velocities due to solidification shrinkage
𝑣𝑠 and mechanical constraints 𝑣𝑚 can be calculated. As shown in Fig. 7c,
the separation velocity 𝑣𝑠 due to solidification shrinkage is large in the
region near the liquidus isotherm, where 𝑣𝑠 is small in the region near
the coalescence isotherm. This is because the separation velocity due
to solidification shrinkage 𝑣𝑠 is proportional to d

√

𝑓𝑠(𝑇 )∕d𝑇 , which is
large in the initial stage of solidification and small in the final stage, as
indicated by the Scheil–Gulliver solidification curve. Unlike 𝑣𝑠, which
depends on the solidification stage, the separation velocity due to
mechanical constraints 𝑣𝑚 depends on the effective strain rate and the
grain distance 𝜆. The separation velocity 𝑣𝑠 is large at grain boundaries
with large 𝜆 values, especially in the center of the weld pool, where
the long columnar grains contact equiaxed grains or columnar grains
growing from the opposite weld pool boundary, as shown in Fig. 7d.
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Fig. 5. The simulated microstructure in the top plane (plane-XY) of the TRIP steel samples with different welding velocities: (a) 𝑣 = 10 mm∕s, (b) 𝑣 = 9 mm∕s, (c) 𝑣 = 8 mm∕s and (d)
𝑣 = 7 mm∕s. To compare the simulated microstructure with the experimental results at the same scale, small regions (C1-C4) are extracted from (a). (e, f) Simulated microstructure
in the center of the weld pool (C1 and C2 in (a)). (g) Experimental microstructure in the center of the weld pool. (h, i) Simulated microstructure in the columnar-grained region
(C3 and C4 in (a)). (j) Experimental microstructure in the columnar-grained region. The experimental microstructures are obtained by reconstructing prior austenite grains using
OIM analysis based on EBSD measurements. All figures are colored with IPF color with respect to the welding (horizontal) direction. The simulated microstructures show good
agreements with the experimental observations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
With the profiles of the half width of the liquid channel ℎ and the
separation velocities (𝑣𝑠 and 𝑣𝑚), the pressure profile is obtained by
solving Eq. (17), as shown in Fig. 7a. At the weld pool boundary defined
by the liquidus isotherm, a Dirichlet boundary condition is applied,
where the pressure is set to zero. To compensate for liquid channel
separation introduced by solidification shrinkage and mechanical con-
straints, liquid melt flows into liquid channels, causing a pressure drop
in the liquid channel network. The pressure drop is faster parallel to
the welding direction than perpendicular to the welding direction. In
this case, the lowest pressure is observed at the tail of the mushy zone,
which is consistent with the fact that solidification cracking occurs in
the center of the weld in experiments.
9 
A 3D view of the pressure profiles in the simulations with different
welding velocities is presented in Fig. 7e–7h. For each simulation,
a minimum pressure is found in the center of the mushy zone tail.
With increasing welding velocity, the absolute value of the minimum
pressure increases, indicating an increase in SCS. According to Agarwal
et al. [6], solidification cracking occurs in the experiments with 𝑣 =
10 mm∕s, 𝑣 = 9 mm∕s and 𝑣 = 8 mm∕s, while no solidification crack
is observed in the experiment with 𝑣 = 7 mm∕s. Thus, the simulation
results agree well with the experimental observations. The observa-
tion that increasing welding velocity increases solidification cracking
susceptibility is also confirmed in other experimental works [7,37,38].
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Fig. 6. The simulated microstructure in the cross section (plane-YZ at the weld centerline) of the TRIP steel samples with different welding velocities: (a, (b) 𝑣 = 10 mm∕s, (c, (d)
𝑣 = 9 mm∕s, (e, (f) 𝑣 = 8 mm∕s and (g, (h) 𝑣 = 7 mm∕s. In a, c, e, g, grains are colored with IPF color with respect to Y direction, whereas in b, d, f, h, grains are colored based
on their aspect ratio. With increasing welding velocity, the volume fraction of equiaxed grains (aspect ratio ≈ 1) in the center of the weld pool increases. Two kinds of columnar
grains (aspect ratio ≫ 1) are observed in the simulated microstructures: columnar grains propagating in the direction perpendicular to the welding direction (b), columnar grains
propagating in the welding direction (f, h). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
As demonstrated in the experiments (centerline cracks) and simula-
tions (minimum pressure in the mushy zone tail), the centerline region
is identified as the most critical region for cracking. In this context, a
section along the centerline has been extracted from the simulations,
and key variables including pressure 𝑝, solid fraction 𝑓𝑠 and separation
velocities due to mechanical constraints 𝑣𝑚 and solidification shrinkage
𝑣𝑠 have been averaged and plotted with respect to the y axis (welding
direction), as shown in Fig. 8. As shown in Fig. 8a and 8b, starting
from the weld pool boundary in the negative y direction, the averaged
solid fraction 𝑓𝑠 increases while the averaged liquid pressure 𝑝 drops
continuously from 0. Note that the weld pool boundary in the plane-YZ
along the centerline is not a vertical line perpendicular to the y axis but
rather a ‘‘C’’-shaped curve. The curvature of the weld pool boundary
leads to an artificial plateau in the initial solidification stage of the
averaged pressure curves in Fig. 8a. Excluding this artificial plateau,
the averaged pressure initially drops rapidly in the negative y-direction,
indicating a significant fluid flux from the weld pool into the liquid
channels within the mushy zone. As solidification proceeds, the slope of
the pressure curves gradually decreases, eventually reaching zero at the
point of coalescence. The gradual change in the slope of the pressure
curves demonstrates that the fluid flux is progressively consumed to
compensate for the separation of liquid channels caused by solidifi-
cation shrinkage and mechanical constraints. The final slope value of
zero aligns with the Neumann boundary condition, where the pressure
gradient equals zero at boundaries in contact with solid regions. With
increasing welding velocity, the minimum pressure decreases, which
agrees with the findings from the 3D view. The averaged separation
velocities due to mechanical constraints 𝑣𝑚 and solidification shrinkage
𝑣𝑠 are given in Fig. 8c and 8d. The averaged separation velocity due
to mechanical constraints 𝑣 fluctuates around 1 ∼ 2 μm∕s in the
𝑚

10 
mushy zone, while the averaged separation velocity due to solidifica-
tion shrinkage 𝑣𝑠 decreases from a large value of approximately 30 μm∕s
to nearly zero along the negative y direction. The fluctuations in the
𝑣𝑚 curves are attributed to variations in grain size and the normal
directions of the grain boundary elements. The behavior of 𝑣𝑠 agrees
with the fact that d

√

𝑓𝑠∕d𝑇 decreases as solidification proceeds in
Scheil–Gulliver solidification calculations, which also aligns with the
results in [28]. In the averaged 𝑣𝑠 curves, a sharp transition is observed
during the initial solidification stage. This is caused by the sudden
change in the shrinkage factor 𝛽 when the peri-eutectic reaction occurs
and the solid phase changes from ferrite to austenite.

4. Discussion

In the results section, the effects of increasing welding velocity
while keeping the ratio between the power and the welding veloc-
ity constant (i.e., the heat input per unit length) have been studied
within the current multi-scale multi-physics framework. With increas-
ing welding velocity, as a result of the increased mushy zone length,
increased cooling rate and increased effective strain rate (�̇� − 𝛼�̇� 𝑰)𝑥𝑥,
the maximum pressure drop in the liquid channel network becomes
larger, indicating a higher chance of solidification cracking. The finding
from the simulations agrees with the experimental work [6,7,37,38].
In this section, the influences of grain refinement and alloy composi-
tion on solidification cracking are studied with the current multi-scale
multi-physics framework.

4.1. Influence of grain refinement on solidification cracking

Grain refinement has proved to be an effective method to prevent
solidification cracking. In the work of Schempp et al. [11], the grain
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Fig. 7. The profiles of different variables in the top plane in the pressure drop calculation with 𝑣 = 10 mm∕s: (a) pressure, (b) grain distance 𝜆, (c) separation velocity due to
solidification shrinkage 𝑣𝑠 and (d) separation velocity due to mechanical constraints 𝑣𝑚. The 3D pressure profiles in the liquid channel network in the simulations with different
welding velocities: (e) 𝑣 = 10 mm∕s, (f) 𝑣 = 9 mm∕s, (g) 𝑣 = 8 mm∕s and (h) 𝑣 = 7 mm∕s. With decreasing welding velocity, the absolute value of the minimum pressure in the liquid
channel network decreases, indicating a decrease in solidification cracking susceptibility. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
refinement introduced by a columnar-to-equiaxed transition when in-
creasing the welding velocity inhibits solidification cracking. Opprecht
et al. [36] employed yttrium stabilized zirconia as a grain refiner
and successfully eliminated solidification cracking in aluminum alloys
manufactured by laser beam melting.

The current modeling framework has been employed to investigate
the influence of grain refinement on SCS. To mimic the grain refine-
ment effect, the nucleation density 𝑁0 has been artificially increased
from 1 × 1013 m−3 to 5 × 1013 m−3, 1 × 1014 m−3 and 5 × 1014 m−3 for
microstructure simulation with a welding velocity of 10 mm∕s. With
increasing nucleation density, the fraction of equiaxed grains in the cen-
ter of the weld pool increases, and the grain size decreases, as shown in
Figs. 9 and 10a. Here, the coalescence temperature is determined with
a critical liquid channel width of 0.3 μm with Eq. (16). A reduction in
11 
grain size leads to a corresponding decrease in the critical solid fraction,
resulting in an increase in the coalescence temperature, as shown in
Fig. 10b. Consequently, with grain refinement, the length of the mushy
zone decreases, which leads to a smaller pressure drop and, therefore, a
reduction in SCS, as shown in Fig. 10c. The predicted grain refinement
effect on SCS agrees with experimental observations [11,36].

To evaluate the influence of coalescence criterion, pressure drop
calculations are re-performed by using a critical solid fraction of 0.98 as
the criterion to determine the coalescence temperature. In this case, a
constant coalescence temperature is applied. As shown in Fig. 10d, with
decreasing grain size, the maximum pressure drop increases, indicating
a rise in SCS. The increase in the maximum pressure drop is attributed
to the combined effects of grain size on the separation velocities and
the permeability of the liquid channels, as described by Eq. (17). The
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Fig. 8. The profiles of averaged variables in the mushy zone along the weld centerline: (a) the averaged pressure 𝑝, (b) the averaged solid fraction 𝑓𝑠, (c) the averaged separation
velocity 𝑣𝑠 due to solidification shrinkage and (d) the averaged separation velocity 𝑣𝑚 due to mechanical constraints.
separation velocities (𝑣𝑠 and 𝑣𝑚) are linearly dependent on grain size,
while the permeability (2ℎ3∕3) is proportional to 𝑟3, making ∇2𝑝 pro-
portional to 1∕𝑟2. Therefore, as grain size decreases, both the separation
velocities and the permeability decrease, resulting in a higher pressure
drop and thus an increase in SCS. In this case, using a critical solid
fraction as the coalescence criterion leads to grain size effects on SCS
that are inconsistent with experimental findings [11,36].

In summary, grain refinement has three key effects: as grain size
decreases, the separation velocities decrease, the permeability of liquid
channels decreases, and the coalescence temperature increases. The
combined effects result in a reduction in SCS, as observed experi-
mentally [11,36]. The first two mechanisms are effectively captured
by Eq. (17), while the third mechanism (coalescence temperature vari-
ation) can be modeled by using a critical liquid channel width as
the coalescence criterion. Under this approach, the proposed model
framework accurately predicts the influence of grain refinement on
SCS.

4.2. Influence of alloy composition on solidification cracking

Alloy composition has a large impact on the material properties,
and consequently, SCS. Here, the influence of alloy composition on
SCS is examined by comparing TRIP steel and DP steel. As indicated
in [29], the TRIP steel is susceptible to solidification cracking, while
the DP steel is not. These differences in SCS behavior are attributed to
variations in alloy composition, which lead to differences in thermal
diffusivity and coalescence temperature. As illustrated in Fig. 11a, the
thermal diffusivity of TRIP steel is generally lower than that of the DP
steel across most of the temperature range of interest. This results in
a slower heat loss and consequently a longer melt pool in the TRIP
steel sample, as shown in Fig. 11c. The melt pool tail in the TRIP steel
sample is sharper compared to that in the DP steel sample. In addition,
12 
different alloy compositions result in different segregation behaviors.
Fig. 11b presents Scheil–Gulliver solidification curves calculated with
Thermo-Calc, indicating similar liquidus temperatures for both steels.
However, due to the presence of alloying elements such as sulfur and
phosphorus, the TRIP steel exhibits a more pronounced segregation
behavior and has a lower coalescence temperature compared to the
DP steel. The coalescence temperature for the TRIP steel is around
1554 K, while the coalescence temperature for the DP steel is around
1700 K. Consequently, the freezing temperature range of the TRIP steel
is larger than that of the DP steel. As a combined effect of the lower
thermal diffusivity and the larger freezing temperature range in the
TRIP steel, the mushy zone in the TRIP steel sample is longer than that
in the DP steel sample at the same welding velocity 10 mm∕s, as shown
in Fig. 11c. Note the contribution from the lower thermal diffusivity
is not negligible, as the mushy zone in the TRIP steel sample is still
longer than that of the DP steel sample even when employing the same
coalescence temperature (1700 K), as shown in Fig. 11c.

The difference in the melt pool shape of the TRIP steel sample and
the DP steel sample results in distinct solidified microstructures, as
shown in Fig. 11d and 11e. In the TRIP steel sample, long columnar
grains grow from weld pool boundary towards the centerline of the
weld pool and some equiaxed grains are observed in the weld pool
center. In the DP steel sample, columnar grains growing from weld pool
boundary to weld pool center are also identified. However, compared
to the TRIP steel sample, the columnar grains in the DP steel sample
propagate at a smaller angle relative to the welding direction. Addition-
ally, some long columnar grains with one of their ⟨100⟩ crystallographic
directions parallel with the welding direction appear in the center of the
weld pool. The difference in solidified microstructure leads to different
strain partitioning, thus influencing SCS.

SCS of the two different steels are quantified using pressure drop
calculations in the liquid channel network. The calculated liquid pres-
sure in the liquid channel network is given in Fig. 11f and 11g. At
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Fig. 9. The simulated microstructure in the top plane (plane-XY) and the cross section (plane-YZ) of a TRIP steel sample with different nucleation densities 𝑁0: (a, (e) 1 × 1013 m−3,
(b, (f) 5 × 1013 m−3, (c, (g) 1 × 1014 m−3 and (d, (h) 5 × 1014 m−3. Grains are colored with IPF color with respect to Y direction. With increasing nucleation density 𝑛0, the
columnar-to-equiaxed transition occurs earlier and the grain size of the equiaxed grains decreases. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
the same welding velocity 10 mm∕s, the absolute value of the minimum
pressure in the DP steel sample is 0.12 MPa, which is much lower than
the 3.01 MPa in the TRIP steel sample. This finding aligns with the
experimental observation [29] that the DP steel is not susceptible to
solidification cracking.

In summary, the studied TRIP steel exhibits higher SCS than the
DP steel, which is attributed to its lower thermal diffusivity and larger
freezing temperature range. TRIP steels typically contain alloying el-
ements such as aluminum and silicon to stabilize austenite and pro-
mote the transformation-induced plasticity (TRIP) effect. However, the
addition of aluminum and silicon significantly decreases thermal con-
ductivity and thermal diffusivity (refer to the supplementary material),
thereby extending the mushy zone and increasing SCS. Furthermore,
the presence of alloying elements like phosphorus and sulfur in TRIP
steel lowers the coalescence temperature and enlarges the freezing
temperature range, which further increase SCS. It should be noted that
the phosphorus content in most commercial TRIP steels is lower than
that in the studied TRIP steel. To check this effect, the composition of
13 
the TRIP steel is modified by removing sulfur and decreasing phospho-
rus content to 0.01%, matching the composition of the DP steel. This
modified composition is referred to as modified TRIP steel. As shown
in Fig. 11b, the freezing temperature range of the modified TRIP steel
is smaller than the original TRIP steel but larger than the DP steel,
indicating that the modified TRIP steel still has higher SCS than the
DP steel.

Compared to traditional models [12,21,22,29], which studied solid-
ification cracking either at the macro or micro scale, the current multi-
scale multi-physics modeling framework integrates various physical
mechanisms across different scales and captures the influence of param-
eters such as welding velocity and alloy composition on solidification
cracking susceptibility, showing strong agreement with experimental
observations. Moreover, the integration of a cellular automata solidi-
fication model generates physically realistic microstructures, enabling
a quantitative explanation of grain refinement effects on solidification
cracking, which has never been achieved before [15,28]. The compre-
hensiveness of this approach represents a significant advancement in
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Fig. 10. The influence of the nucleation density on grain size of equiaxed grains and minimum pressure in the liquid channel network. (a) With increasing nucleation density
𝑛0, the grain size of equiaxed grains decreases. (b) Scheil–Gulliver solidification curve of the TRIP steel. If a critical liquid channel width is used as the coalescence criterion,
with decreasing grain size, the critical solid fraction decreases, while the coalescence temperature increases. (c) When a critical liquid channel width is used as the coalescence
criterion, the maximum pressure drop decreases with decreasing grain size, indicating a reduction in SCS. (d) When a critical solid fraction is used as the coalescence criterion,
the maximum pressure drop increases with decreasing grain size, representing a rise in SCS.
the field. Furthermore, the model’s capability to evaluate solidification
cracking susceptibility under diverse conditions makes it a practical
tool for industrial applications.

However, it does have some limitations due to the assumptions
made to simplify the problem. The pressure drop calculations, which
are performed based on Eq. (17) [24,25], assume plane Poiseuille
flow within liquid channels. This assumption is applicable for liquid
channels between columnar grains but may introduce errors for liquid
channels between equiaxed grains. Additionally, the separation velocity
𝑣𝑚 in the pressure drop calculations is obtained by integrating the
effective strain rate from the thermomechanical simulations under
the assumption that solid does not deform in the mushy zone. This
assumption might be invalid in regions with a large solid fraction,
causing errors in the separation velocity 𝑣𝑚 due to mechanical con-
straints. Moreover, the impact of liquid channel separation and fluid
flow on deformation calculation in the thermomechanical analysis is
not considered, as the thermomechanical model and the granular model
is coupled sequentially, which may also cause errors in the calculated
separation velocity 𝑣𝑚. Furthermore, the width of liquid channels is
calculated based on the Scheil–Gulliver solidification curve and grain
morphology. Compared to phase field simulations which solve the
concentration profiles numerically, Scheil–Gulliver solidification cal-
culation may overestimate segregation in the liquid channels [23],
resulting in errors in the calculated liquid channel width. Addressing
these issues would require a 3D full-field simulation of the whole mushy
zone, which incorporates fluid dynamics, solid mechanics and solid-
ification kinetics based on numerically solved concentration profiles.
14 
However, this approach requires significant computational resources,
making it impractical at present.

5. Conclusions

In this work, a multi-scale multi-physics modeling framework has
been developed to predict solidification cracking susceptibility (SCS)
during welding. The modeling framework includes a thermo-mechanical
model to simulate temperature and strain rate profile during welding,
a cellular automata model to simulate solidified microstructure in
the weld pool and a granular model to calculate pressure profile in
the liquid channel network. The developed modeling framework is
validated by comparing with welding experiments of TRIP steel and
DP steel. The modeling framework is capable of capturing the influence
of the process parameters, grain refinement and alloy composition on
SCS. Thus, it provides a practical tool to evaluate SCS under various
conditions.

For welding with a constant ratio between the power and the
welding velocity, increasing welding velocity increases the length of the
mushy zone, resulting in a drop in the minimum pressure in the liquid
channel network and thus an increase in SCS. Meanwhile, increasing
welding velocity promotes a columnar to equiaxed transition, which
can inhibit solidification cracking for some alloys.

Grain refinement leads to a decrease in the separation velocities of
the liquid channel interfaces and the permeability of the liquid channel
network, favoring an increase in SCS. Meanwhile, it also increases the
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Fig. 11. Influence of the alloy composition on material properties, weld pool shape, solidified microstructure and solidification cracking susceptibility (SCS). (a) The thermal
diffusivity of TRIP steel is smaller than that of DP steel across most of the temperature range of interest. (b) Scheil–Gulliver solidification curves of the TRIP steel and the DP
steel, showing that TRIP steel has a larger freezing temperature range. (c) The melt pool and the mushy zone in the TRIP steel sample and the DP steel sample at welding velocity
10 mm∕s. (d) and (e) The solidified microstructure in the TRIP steel sample and the DP steel sample, respectively. Grains are colored with IPF color with respect to Y direction.
(f) and (g) The liquid pressure drop in the mushy zone of the TRIP steel sample and the DP steel sample. The absolute value of the minimum pressure in the DP steel sample
(0.12 MPa) is much smaller than that in the TRIP steel sample (3.01 MPa). (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
coalescence temperature of liquid channels, favoring a decrease in SCS.
As a combined effect, SCS decreases by refining the microstructure.

Alloy composition has an impact on thermal diffusivity and segre-
gation during solidification, which in turn influence SCS. Decreasing
thermal diffusivity results in an elongated weld pool and mushy zone,
15 
consequently increasing SCS. With a stronger segregation, the freezing
temperature range becomes larger, leading to a larger mushy zone and
a larger SCS.
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