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SUMMARY

The quality and business aspects are both of particular importance in determining the
type of seismic acquisition. Usually, a strong emphasis on cost reduction is inevitable.
On the other hand, there is an increasing demand for the acquisition of high-quality
seismic data that can contribute to the various stages in the field development pro-
file. These conflicting desires eventually make conventional seismic surveys an inad-
equate option. The application of blended acquisition along with efficient detector and
source geometries is capable of providing high-quality seismic data in a cost-effective
and productive manner. This way of data acquisition also contributes to minimizing
health, safety and environment exposure in the field. Blended acquisition allows mul-
tiple source-wavefields to be overlapped in time, space, and temporal and spatial fre-
quency, causing blending interference. The acquisition of less data via sparse detector
and source geometries likely violates the Nyquist sampling criterion. Therefore, to make
the aforementioned approach technically justifiable, deficiencies in recorded data have
to be dealt with through the course of subsequent processing steps. One way to en-
courage this technique is to minimize any imperfection in processing algorithms. In
addition, one may derive survey parameters that enable a further improvement in these
processes, which is the primary focus in this thesis.

The survey design scheme introduced in this thesis aims at the optimization of sur-
vey parameters responsible for spatial sampling of detectors and sources as well as source
blending in an automated manner. The proposed approach makes use of available sub-
surface information to simulate the desired outcome from the survey under considera-
tion. With this knowledge, we cast design of survey parameters as a minimization prob-
lem. Using a given design, we derive practical data, i.e., blended and sparsely-sampled
data. These data are input for computing an objective function based on the residue
between the desired outcome and the estimated outcome from a pre-defined quality
measure. This information is then used to update the survey parameters by integrating
genetic algorithms and convolutional neural networks. Bio-inspired stochastic opera-
tors enable the simultaneous updates of the blending and spatial-sampling schemes.
We enable irregularity to be embedded into survey parameters, making a survey de-
sign problem complex and consequently leading to a significantly large solution space.
To enhance computational efficiency, we utilize convolutional neural networks which
are trained to relate the choice of survey parameters to the quality measures. The ap-
plied network architecture rejects suboptimal solutions among newly generated ones
from genetic operators. Consequently, only optimal ones, i.e., according to the neural
network, are fed into the subsequent step. Furthermore, the solution space is limited
via the so-called repeated encoding sequence that combines a set of short binary vec-
tors, each having a random-like feature to form a long parameter sequence representing
blending and sampling operators. The proposed approach updates survey parameters
for enhancement of data quality at a computationally affordable time. Although our
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x SUMMARY

application does not necessarily guarantee the best output within a practical computa-
tion time, acceptable solutions are expectantly achievable. Unlike various geophysical
problems seeking for the ground truth, e.g., subsurface properties, this feature is fully
acceptable in an acquisition design problem as long as the resultant survey parameters
satisfy a pre-set technical criterion.

When seismic data are acquired in a blended and sparsely-sampled manner, the out-
come from the subsequent decompression of recorded data, comprising of deblending
and/or data reconstruction, is of primary importance. We hence apply the proposed
survey design to derive survey parameters that can provide optimum deblending and
data reconstruction. In this application, we deal jointly with deblending and data re-
construction via a sparse inversion in the frequency-wavenumber domain, coupled with
constraints based on prior knowledge such as causality and coherency. The residue be-
tween the ideal data, i.e., unblended and well-sampled data, and deblended and recon-
structed data from this process is subsequently used to update the survey parameters. A
comparison among different survey design strategies highlights the ability of the method
to effectively derive optimum solutions. The resultant acquisition scenario derived from
the proposed approach yields a notable enhancement of deblending and data recon-
struction quality, attributed solely to the choice of survey parameters. Alternatively, the
reduction of survey effort is also attainable without adversely affecting the resultant de-
blending and reconstruction quality.

While deblending and data reconstruction conventionally accompany the aforemen-
tioned acquisition strategy, the recorded data can be processed directly to estimate sub-
surface properties. We therefore also implement the proposed workflow to design a seis-
mic survey, leading to optimum reflectivity and velocity estimation via joint migration
inversion. In the workflow, we extend the standard implementation of joint migration
inversion to cope with the data acquired in a blended fashion along with irregular and
sparse geometries. This makes a direct estimation of reflectivity and velocity models fea-
sible without the need of deblending or data reconstruction. During the iterations, the
errors in reflectivity and velocity estimates are used to update the survey parameters. In
this implementation, the resultant acquisition scenario also attains a clear enhancement
in both reflectivity and velocity estimation attributable to the choice of survey parame-
ters.

Acquisition of multiple seismic datasets at different moments in time is capable of
satisfying the continuously increasing demand for high-quality subsurface images by
extracting both static and dynamic elements during the field development. However,
in practice, challenges of pursuing this strategy lie in different perspectives related to
budgetary, operational and regulatory constraints. Hence, we explore a strategy allow-
ing us to utilize seismic surveys acquired in a compressed manner in time and/or space
through the field life, contributing to cost, efficiency, health, safety and environment
perspectives, while recovering deblended and reconstructed data of sufficient quality.
We introduce a simultaneous recovery scheme that jointly handles deblending and data
reconstruction for multiple time-lapse measurements via a sparse inversion in the fre-
quency-wavenumber domain, coupled with constraints on causality and coherency. Ad-
ditionally, we formulate a single objective function enabling static information among
vintages to be shared and, at the same time, dynamic changes in the reservoir of inter-
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est to be extracted on the basis of prior subsurface information. We demonstrate the
proposed recovery to both synthetic and real data. We also examine the effect of survey
design on the quality of simultaneous recovery. Using the proposed survey design, we
demonstrate optimally designed time-lapse measurements can contribute to enhancing
the quality of recovered data and extract reliable time-lapse signatures.





SAMENVATTING

Bij het bepalen van de opzet van seismische data-acquisitie spelen zowel kwaliteit als
kosten een belangrijke rol. Meestal ligt de nadruk op het beperken van de kosten. Er is
echter ook een toenemende vraag naar seismische meetgegevens van hoge kwaliteit, die
gebruikt kunnen worden in de verschillende stadia van de ontwikkeling van een veld.
Aan deze tegenstrijdige eisen kan traditioneel seismisch onderzoek niet voldoen. Een
kosteneffectieve en productieve oplossing is het toepassen van zogenaamde "geblende-
acquisitie, gecombineerd met een efficiënte opstellingen van de ontvangers en bronnen.
Daarnaast draagt deze aanpak positief bij aan veiligheid, arbo en milieu. In geblende
acquisitie overlappen meerdere golfvelden elkaar in tijd en ruimte, en in temporele en
spatiële frequentie, waardoor ingewikkelde interferentiepatronen ontstaan. Tijdens het
meten van data met genoemde efficiënte bron- en ontvangeropstellingen is het onwaar-
schijnlijk dat er aan het Nyquist bemonsteringscriterium wordt voldaan. Om deze ma-
nier van data-acquisitie technisch verantwoord toe te passen moet deze beperking wor-
den gecompenseerd door geavanceerde dataverwerking. Eén manier om de praktische
toepassing van deze meetmethode te stimuleren, is het verder perfectioneren van de al-
goritmes voor dataverwerking. Vervolgens kan men ook meetparameters kiezen die bij-
dragen aan een verdere verbetering van het eindresultaat. Dit laatste is het belangrijkste
onderwerp van dit proefschrift.

De methode voor het ontwerpen van een seismische survey, die we in dit proefschrift
introduceren, richt zich op het automatisch optimaliseren van de surveyparameters.
Deze hebben betrekking op de posities van de bronnen en de ontvangers, en de blen-
dinginformatie van de bronnen. De voorgestelde werkwijze maakt gebruik van reeds
beschikbare informatie over de ondergrond om de ideale uitkomst van de seismische
dataverwerking te simuleren. Met behulp van deze informatie gieten we het ontwer-
pen van de surveyparameters in de vorm van een minimalisatieprobleem, dat we op een
iteratieve manier oplossen. Aan de hand van een gegeven surveyontwerp genereren we
een praktische dataset, met andere woorden, efficiënt gemeten en geblend. Deze dataset
wordt verwerkt. Vervolgens wordt vastgesteld of het residu – het verschil tussen het re-
sultaat van de dataverwerking en de ideale uitkomst – kleiner is dat het vooraf bepaalde
criterium. Zo niet, dan wordt deze informatie gebruikt om de surveyparameters aan te
passen en zodoende het residu te verkleinen. Hiervoor gebruiken we een geïntegreerde
aanpak op basis van een genetisch algoritme, een convolutioneel neuraal netwerk en
biologisch-geïnspireerde stochastische operatoren. We staan toe dat de surveyparame-
ters onregelmatig mogen zijn. Hierdoor neemt de complexiteit van het probleem toe
en kan de oplossingsruimte zeer groot worden. Om het uitrekenen van de oplossing
efficiënter te maken, gebruiken we het convolutionele neurale netwerk, dat getraind is
om de surveyparameters rechtstreeks te koppelen aan de kwaliteit van het eindresul-
taat. Het netwerk beoordeelt alle oplossingen van het genetische algoritme en keurt de
suboptimale af. Alleen oplossingen die volgens het neurale netwerk optimaal zijn wor-
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den in de volgende stap gebruikt. Verder limiteren we de hoeveelheid oplossingen door
gebruik te maken van zogeheten herhaalde encoderende sequenties. Deze combineren
een beperkt aantal korte binaire sets tot langere vectoren die de onregelmatige survey-
parameters efficiënt beschrijven. Hoewel onze methode niet per se het beste resultaat
zal opleveren binnen de beschikbare hoeveelheid rekentijd, is het aannemelijk dat de
resultaten goed bruikbaar zijn. In tegenstelling tot sommige andere geofysische proble-
men die de absolute waarheid zoeken, zoals eigenschappen van de ondergrond, is deze
beperking volkomen acceptabel voor het ontwerpen van een seismische survey. Het ont-
werp voldoet immers aan het vooraf bepaalde criterium.

Als seismische data worden gemeten op deze geblende en efficiënte manier, is de
kwaliteit van het proces van deblenden (d.w.z. het proces om de blending ongedaan te
maken) en datareconstructie van groot belang voor het te behalen eindresultaat. Daarom
baseren we het residu van onze methode op deze kwaliteit. De deblending en datarecon-
structie worden in onze toepassing tegelijkertijd uitgevoerd door gebruik te maken van
schaarse inversie (Eng.: ‘sparse inversion’) in het dubbele Fourier domein (frequentie-
golfgetal domein), waarbij rekening wordt gehouden met randvoorwaarden gebaseerd
op a priori kennis, zoals causaliteit en coherentie. Het residu, het verschil tussen de ide-
ale data en de data verkregen na deblending en datareconstructie, wordt gebruikt om de
surveyparameters aan te passen. Een vergelijking tussen verschillende strategieën voor
surveyontwerp benadrukt het vermogen van onze methode om tot optimale oplossin-
gen te komen. Het uiteindelijke surveyontwerp leidt tot een aanzienlijke verbetering in
de kwaliteit van het eindresultaat, dat wil zeggen na deblending en datareconstructie.
Deze verbetering kan alleen worden toegeschreven aan de keuze van de surveyparame-
ters. Deze oplossing leidt dus tot een verbeterde kwaliteit bij gelijkblijvende kosten. Als
alternatief kan men ook streven naar een gelijkblijvende kwaliteit bij afgenomen kosten.

Deblending en datareconstructie zijn gebruikelijke stappen in de conventionele seis-
mische dataverwerking, maar men kan deze stappen ook overslaan en de gemeten data
direct verwerken om de eigenschappen van de ondergrond, zoals reflectiviteit en ge-
luidssnelheid, in beeld te brengen. We gebruiken onze werkwijze daarom ook om een
seismische survey te ontwerpen met het oog op het schatten van de reflectiviteit en de
geluidssnelheid via een gecombineerd inversie-migratieproces. Daartoe hebben we een
beschikbaar algoritme uitgebreid, zodat het om kan gaan met geblende data en onregel-
matige bron- en ontvangerposities. Gedurende de iteraties worden fouten in de schat-
ting van de reflectiviteit en de geluidssnelheid gebruikt om de surveyparameters bij te
werken. Ook nu zien we een duidelijke verbetering in de schatting van de reflectiviteit
en de geluidssnelheid, bereikt door de optimale keuze van de surveyparameters.

De eisen die worden gesteld aan de beeldvorming van de ondergrond gedurende de
gehele "levensduur"van een veld worden steeds hoger. Men kan hieraan voldoen door
het meten van meerdere seismische datasets op verschillende tijdstippen. Dit levert
zowel statische als dynamische informatie van hoge kwaliteit. In de praktijk leidt dit
herhaalde meten tot allerlei problemen gerelateerd aan budget, uitvoering en regelge-
ving. Daarom zoeken we naar een strategie die het mogelijk maakt om een seismische
meetstrategie te ontwerpen die uitgevoerd kan worden binnen een beperkte tijd, met
beperkte middelen, rekening houdend met veiligheid, arbo en milieu, terwijl tegelijker-
tijd het eindresultaat een goede kwaliteit heeft. We stellen een schema voor waarbij te-
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gelijkertijd de verwerking van de data van meerdere tijdstippen wordt uitgevoerd door
middel van schaarse inversie in het dubbele Fourier domein, gebaseerd op de randvoor-
waarden van causaliteit en coherentie. Daarnaast stellen we ook randvoorwaarden op
met betrekking tot het dynamische karakter van de ondergrond: sommige delen worden
als tijd-invariant verondersteld, terwijl andere delen mogen veranderen als functie van
de tijd. Deze keuze wordt als a priori informatie aangegeven. We laten goede resultaten
van deze toepassing zien op synthetische en echte data. Tenslotte bestuderen we ook
het effect van surveyontwerp op de kwaliteit van het resultaat van dit schema. We laten
zien dat een optimaal ontwerp leidt tot een verbeterde kwaliteit van het eindresultaat,
en dat betrouwbare informatie over veranderingen in de ondergrond wordt verkregen.





1
INTRODUCTION

1.1. SEISMIC ACQUISITION IN THE UPSTREAM SEGMENT OF THE

OIL AND GAS INDUSTRY
Seismic waves that propagate through a given medium capture substantial information
on its properties. The use of seismic data has contributed significantly to hydrocarbon
exploration, development and production. For these purposes, a controlled man-made
source, typically located at or close to the surface, generates seismic waves that pen-
etrate down to the Earth’s interior. The waves are reflected and recorded at detectors
typically placed at or close to the surface. The recorded waves provide valuable insight
into subsurface structures and properties. When applied in 3D, it can provide volumet-
ric data covering the entire field without any gap. At least up until now, this is the only
practically feasible way enabling an indirect measurement of oil and/or gas fields with
reasonable vertical and lateral resolution, sufficient depth of investigation and sufficient
spatial coverage. Due to its technical ability and wide applicability to various environ-
ments at affordable cost and time, the technique is routinely utilized to almost all the
occasions in the upstream of the oil and gas industry.

1.2. BLENDED ACQUISITION WITH SPARSE AND IRREGULAR GE-
OMETRIES

1.2.1. DATA ACQUISITION

In a conventional seismic survey, detectors and sources are deployed at regular spatial
intervals. Each source then emits a spatially uniform signature with sufficiently large
temporal and spatial separations with respect to other sources. This allows the energy
from the former shot to decay to an acceptable level or to propagate outside of the area
of interest before the data associated with the following shot arrives at the detectors. De-
spite its vital role in the oil and gas industry, the acquisition of seismic data is costly and
time-consuming. Furthermore, the operation inevitably entails certain health, safety
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and environment (HSE) risks in the field. These factors potentially curtail our oppor-
tunities to acquire seismic data, particularly when desiring denser sampling along with
longer apertures for all the azimuths. One hence needs to design a seismic survey more
efficiently and cost-effectively while satisfying geophysical requirements.

Over the last decade, blended acquisition, or sometimes referred to as simultaneous
source acquisition, has attained considerable attention in the industry due to its ability
to drastically change the business and technical aspects of seismic data acquisition. This
consequently has resulted in wide-spread applicability of the technique. Beasley et al. [1]
proposed to deploy two sources simultaneously at both ends of a streamer cable. They
demonstrated the possibility of separating interference noise using conventional pro-
cesses, such as multi-channel filtering and pre-stack migration. Berkhout [2] proposed
the concept of blending in acquisition and processing. Blended acquisition is a way in
which seismic data are continuously recorded along with significant overlap among con-
secutive shots in time and space as well as in temporal and spatial frequency to produce
"blended shot records". Blended acquisition is capable of recording high quality seis-
mic images in an economically favourable way. In recent years, various field-wide ap-
plications of the technique have been easily recognizable in the industry [3–5]. While
conventional seismic surveys aim ideally at regular and dense sampling, further easing
the spatial sampling requirements contributes to the business aspect, and reduces the
environmental footprint. For example, compressive sensing has recently been success-
fully implemented in the oil and gas industry. This technique allows for a non-uniform
spatial sampling along with fewer measurements in the field [6, 7].

As mentioned previously, a conventional seismic survey employs a spatially uniform
source signature that is normally designed to (almost) instantaneously emit all frequen-
cies of interest at a regularly spaced interval. This wide-band and centralized source
configuration is widely applied while it inherently forces a trade-off among subsurface
illumination, operational flexibility, cost, time and sound exposure to the environment.
Berkhout [8] introduced the dispersed source array (DSA) concept that utilizes a set of
source units, each having a dedicated narrow frequency range. Caporal et al. [9] ex-
tensively discussed its benefits from different perspectives, some of which are reviewed
as follows. DSA acquisition permits each narrow-band source to be independently de-
ployed to satisfy its own spatial sampling criteria determined by its frequency range. This
subsequently allows for proper sampling of entire frequency ranges and addresses both
the oversampling of lower frequencies and undersampling of higher frequencies. The
DSA concept is also capable of contributing to operational and business perspectives. In
general, the sources responsible for the high frequencies can be smaller, lighter and less
expensive than conventional broadband sources. The sources for the low frequencies
can be deployed at much coarser intervals than the conventional ones, leading to the
reduction of acquisition effort. The concept has gradually become realizable in the in-
dustry. For example, Dellinger et al. [10] introduced a marine source dedicated to cover
low frequency components that conventional sources are unable to generate. Addition-
ally, this source can be deployed separately and independently from conventional ones,
making the DSA concept feasible.
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1.2.2. DATA PROCESSING

When data acquisition is carried out in a blended, irregular and sparse fashion (both
in the spatial and temporal frequency), an extra effort in data processing is inherently
required to address the deficiency of the recorded data. Due to the large imbalance be-
tween acquisition and processing effort and cost, this extra effort is reasonably accept-
able as acquiring the actual, unblended traces in a conventional way is far more costly.
Therefore, this acquisition strategy potentially enhances the value of a seismic survey
further, provided that the quality of processed data is ensured.

A common practice to process blended data is to deblend the recorded data first. In
most cases, deblending is posed as an inversion problem that (iteratively) estimates un-
blended data in some transform domain such as the Fourier [11], Radon [12], Curvelet
[13] or Focal [14] domain. The deblended data then enables us to make use of standard
processing algorithms and to treat the data as if it were acquired in a regular, unblended
manner. Recovery of missing data from compressive measurements allows the pro-
cessed data to attain the desired data density. Several studies have demonstrated both
practical and theoretical aspects of data reconstruction. For instance, well-known and
widely-used approaches are transformation-based ones such as the use of the Fourier
[15], Curvelet [16], Radon [17] or Focal [18] domain. As forward and inverse operators
for these domains are not orthogonal, data reconstruction is generally posed as an in-
version problem to minimize loss of information in input data. Signals are iteratively
estimated in the transform domain where undesired events are better separated from
desired signals than in the time-space domain. After estimating the model parameters
through minimizing a defined objective function under certain constraints, the data at
any desired grid can be recovered via the inverse transformation.

An alternative, more modern approach to handle blended data is to apply imaging
without deblending [9, 19–22]. Instead of directly migrating blended data, these studies
utilized a least-squares migration (LSM) scheme. The formulation of the imaging prob-
lem as a least-squares problem enables LSM to iteratively minimize the misfit between
the real and the modelled blended data, which consequently produces the subsurface
reflectivity without the separation of blended wavefields. Insufficient spatial sampling
in the acquisition often induces aliasing noise in migration. A common practice to ad-
dress this issue is to apply data reconstruction prior to imaging, yet alternatively, LSM
can be used for this purpose. Nemeth et al. [23] showed that the technique is capa-
ble of suppressing migration artefacts and producing images with balanced amplitudes
and high resolution even when the input data suffer from coarse and/or irregular spa-
tial sampling. Full-waveform inversion (FWI) is capable of using the acquired seismic
data to retrieve the subsurface properties that determine the seismic wavefield in an it-
erative manner [24], i.e., blended records can be directly used in FWI, which attempts
to minimize the misfit between observed data and forward-modelled blended data [25].
Due to the heavy computational burden in FWI, the concept of blending is considered as
one of the crucial strategies to improve its efficiency, even when the acquired data were
not blended. It combines individual shot records into super-shot records which are then
simulated during waveform forward modelling and the residuals are back-propagated
for gradient calculation. This implementation ideally accelerates the inversion process
with a factor of the number of shots gathered in the super-shot record.
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1.3. ACQUISITION DESIGN
The relevant and conventional survey parameters, for both land and marine environ-
ments, are the detector and source intervals along two perpendicular directions as well
as the detector and source apertures along two perpendicular directions of the template
geometries [26]. In a conventional way, as long as detectors and sources are regularly de-
ployed, the design of these parameters is still manageable [27, 28]. However, this is not
the case with blending and irregular geometries. Despite their potential benefits, design-
ing a survey incorporating these techniques is rather intricate as irregularity or random-
ness is often embedded into the survey parameters, making a survey design problem
significantly large and complex.

In existing blended acquisition schemes, the source wavefield is often made incoher-
ent in at least one of the sorting domains by the use of a random time delay, a random-
ized distance between concurrent sources for each blended shot, a unique encoding for
each source, or by their combination [29]. Similarly, irregularity is also of importance
when sampling detectors and sources. For example, spatial sampling of data in an irreg-
ular fashion is a key element to implement compressive sensing [6, 7, 30]. The irregular-
ity permits energy of spectral leakage to spread over the entire spectrum and to behave
as if it were random noise. In compressive sensing, those random-like artefacts are well
separated in a certain transform domain. A subsequent sparsity promoting inversion
makes the recovery of desired signals realizable.

A fundamental drawback in estimating reflectivity or velocity directly from blended
data is the crosstalk noise that arises from the interference of overlapping wavefields
from multiple sources. One way to minimize this issue is to encode the sources to be
blended both for LSM and FWI, see for example the studies by [31–35]. In these studies,
different source encoding schemes were implemented, such as the use of random time
shifts, frequency scheduling, amplitude encoding, selection of source locations used for
the inversion, or combinations thereof. However, the inadequacy in spatial sampling
still deteriorates inversion results [33, 36]. Boonyasiriwat and Schuster [32] applied a
random distribution of sources to minimize the crosstalk noise in FWI. Wang et al. [37]
confirmed the improvement of FWI results with irregularly decimated data as compared
to regularly decimated data.

By taking the effectiveness of the subsequent processes into account, we can po-
tentially design an economically favourable seismic survey without jeopardizing data
quality. When designing a survey or assessing a given acquisition geometry, common
midpoint (CMP) based attributes such as fold and sampling in different offset as well as
azimuth ranges are widely used as illustrated in [26, 38]. Although they can quickly pro-
vide beneficial information on anticipated data quality from a given acquisition geome-
try, these attributes inherently disregard the effect of processing. With the application of
blending and irregular spatial sampling, the quality of subsequent processes is inevitably
a major concern, so one eventually needs another means. One solution would be to
build a field-wide subsurface model with finer grids followed by forward modelling of
any anticipated acquisition scenarios [e.g., 39]. This certainly requires enormous com-
puter resources, funds and time, which may not be allocated to every occasion. There-
fore, it is obviously worthwhile to seek an efficient and practical way to design a survey
to incorporate blending and irregular geometries. Additionally, different types of survey
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parameters interactively influence the quality of the subsequent processing steps and
eventually that of the final subsurface image. To deal with this, we have to optimize the
parameters simultaneously rather than sequentially.

Even though the application of random realizations is still a common practice to in-
corporate irregularity into acquisition parameters, in recent years, there have been sev-
eral studies that aim to design the irregularity. Mosher et al. [7] derived irregular ac-
quisition geometries from several hundreds of Monte Carlo simulations for the imple-
mentation of compressive sensing. Jamali-Rad et al. [40] demonstrated that effective
recovery of sparsely sampled data is attainable by minimizing the maximum mutual co-
herency of a dictionary matrix determined from the acquisition geometries. Addition-
ally, Campman et al. [30] outlined that the ability to reconstruct a sparsely-sampled seis-
mic wavefield can be enhanced by optimization of the dictionary matrix, which guides
the choice of acquisition parameters. Abma and Ross [41] introduced popcorn shoot-
ing for marine seismic surveys, which permits a firing time of an individual airgun in
an array to vary over a given time period. They pointed out that minimal correlations
among the popcorn signatures enhance the performance of deblending. Mueller et al.
[42] demonstrated a method of encoding source sequences using simulated annealing
to improve deblending quality. In addition, Wu et al. [43] proposed a blending code so-
called shot repetition that enables multiple shots to be repeatedly activated at the same
location. They obtained shot-repetition codes that make effective deblending realizable
from 10000 random realizations. Nevertheless, few studies have investigated the opti-
mization of source blending as well as detector and source geometries in a combined
way, which is the topic of this thesis.

1.4. SEISMIC ACQUISITION THROUGH THE FIELD LIFE
It is widely recognized that seismic data is indispensable in hydrocarbon exploration.
The information from seismic data also plays a vital role in various phases in the field de-
velopment. Multiple seismic datasets are often acquired at different stages, from the ex-
ploration phase all the way to the enhanced oil recovery (EOR) phase. In general, differ-
ent objectives are involved depending on whether a field is being explored, discovered,
developed or produced. It is generally a good assumption that the level of geophysical
requirements tends to be increasingly demanding as the field development progresses.
Some examples are listed as:

• Structural definition: from low-order to high-order events going from regional,
field-wide to inter-well scale

• Data usage: from post-stack, partial-stack to pre-stack

• Description of wavefield: from isotropic acoustic to anisotropic viscoelastic

• Characterization: from qualitative to quantitative properties

• Well placements: from vertical to complex trajectories

• Seismic-well tie: from fair correlation at a few control points to precise correlation
at many control points.
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For an exploration purpose, the main emphasis often lays on the extraction and delin-
eation of prospects and/or leads to subsequently site exploration and delineation wells.
For this purpose, relatively low-quality seismic images, even from 2D measurements,
may already provide satisfactory information, such as the interpretation of major geo-
logical events. However, high-quality 3D seismic images are inevitably required at later
stages, in mature fields, to provide detailed insight into subsurface properties.

The improved oil recovery (IOR) and EOR techniques have drawn considerable atten-
tion in the industry to expand the oil and gas production in existing reservoirs. Reservoir
monitoring in the production stage is an aspect where geophysical approaches can play
a significant role. Time-lapse seismic is an applicable and practical tool allowing us to
obtain field-wide volumetric datasets at different moments in time without any data gap.
Proper understanding of time-lapse seismic signatures then enables us to relate them to
dynamic changes in reservoir properties due to production activities. Hence, detection
of reliable time-lapse responses leads to a huge business impact on various aspects, in-
cluding but not limited to increasing sweep efficiency by identifying fluid contacts and
front, minimizing bypassed hydrocarbon by properly locating infill wells, obtaining op-
timum history matching and flow predictions by updating static and dynamic models,
etc.

During the primary recovery stage, production behaviour is largely governed by nat-
ural mechanisms [44]. However, the first natural flow mechanisms normally cause more
than half of the hydrocarbons to remain untouched in the reservoir. To extract hydro-
carbons that are irrecoverable by intrinsic energy, other methods are chronologically ap-
plied after primary recovery. For example, an external fluid is injected to enhance hydro-
carbon production via pressure maintenance and displacement of hydrocarbon by the
injected fluid. Furthermore, the implementation of IOR/EOR technologies in a phased
fashion surely add complexities in the recovery mechanism [45]. To properly and effi-
ciently execute IOR/EOR operations, subtle and non-uniform reservoir sweep needs to
be accurately captured. As fields become mature, the collection of high-resolution and
high-density seismic datasets over the period of production contributes to improving the
injection and production conformance. A successful deployment of seismic monitoring
relies partially on the repeatability of detector and source positions between time-lapse
measurements. Smit et al. [46] demonstrated that the normalized root mean square
(NRMS) value [47] in the North sea surveys increases with the absolute value of detec-
tor positioning error plus source positioning error. Cabolova et al. [48] illustrated the
advantages of monitor surveys at frequent intervals to disentangle timely injection and
production behaviours.

The aforementioned increasing demands towards high-quality seismic data during
the field development profile leads to the need for considerable investment in data ac-
quisition. Meanwhile, there is also a continuous requirement in cost reduction. The
acquisition of data in a compressed manner in space and time, e.g., via the application
of blended acquisition and/or sparse geometries, has drawn considerable attention as
the approach is capable of enhancing operational efficiency as well as data quality. Fur-
thermore, the enhancement in the survey productivity contributes to minimizing HSE
exposure in the field. While this way of data acquisition is widely accepted for structural
imaging, few examples extend the technique to a time-lapse purpose. Krupovnickas
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et al. [49] pointed out that subtle imperfection in deblending can hamper us from de-
tecting the time-lapse signal which tends to employ much smaller amplitudes than pri-
mary reflections. Replication of acquisition geometries remains challenging particularly
when time-lapse surveys are carried out in a blended and irregularly-sampled manner.
Hence, it is worthwhile to investigate a strategy allowing us to properly realize the bene-
fits of compressed data acquisition throughout the field development where replication
of each vintage is no longer mandatory.

1.5. HSE IN SEISMIC OPERATIONS
The consideration and awareness towards HSE in a seismic survey have been increas-
ingly recognized as essential factors determining a way to acquire seismic data. Bouska
[3] and Nakayama et al. [5] described that blended acquisition both in land and marine
cases does not require operational complexity; thus, standard and common practices
used in a conventional, unblended fashion are sufficient for implementation without the
need for any specialized equipment or procedure. Therefore, it is highly unlikely that the
technique brings any major safety concerns to field operations, while significant mini-
mization of the operational risk in the field is doubtlessly realizable with a shorter sur-
vey duration, especially in land, seabed and transition-zone acquisition, where adding
extra sources introduces a subtle change in the overall cost. The deployment of fewer
detectors and sources can also improve survey productivity without any complicated
procedures. Therefore, the implementation of blending along with efficient acquisition
geometries can lead to a potential reduction in HSE incidents in the field.

Furthermore, the implementation of certain blending codes such as the DSA con-
cept is of help in contributing to an HSE perspective [9]. The emission of acoustic en-
ergy may incur a potential environmental risk, particularly in marine surveys. Sound
pressure level and sound exposure level are of primary concern to determine the effects
of an acoustic source on the marine environments, in particular on marine mammals
[50]. Airgun clusters that generate an impulsive signal are widely used in the industry.
As a broad frequency range of acoustic energy is instantaneously generated, the tech-
nique inevitably accentuates the peak pressure. Furthermore, these conventional ma-
rine sources inevitably emit high frequency components, e.g., above 100 Hz, which are
normally discarded in seismic imaging yet significantly overlap with the hearing ranges
of odontocetes and pinnipeds [50]. The use of dedicated narrow-band sources, e.g., via
the DSA concept, decrease both the peak amplitude and the total energy for each shot.
Properly designed blending codes potentially lead to preventing a seismic survey from
the emission of unnecessary frequency components, while still acquiring the informa-
tion needed to characterize the subsurface.

For these reasons, the design of data acquisition in a blended and sparsely-sampled
fashion is of great help in minimizing HSE exposure in the field.

1.6. OBJECTIVES AND OUTLINE OF THESIS
This research, motivated by the aforementioned perspectives, aims at the following ob-
jectives:

• to develop an automated scheme to simultaneously optimize survey parameters
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responsible for both source blending and spatial sampling of detectors and sources;

• to derive acquisition parameters that make the benefits of blending and irregu-
lar acquisition geometries realizable while attaining pre-set geophysical require-
ments, i.e., optimum deblending and data reconstruction quality as well as opti-
mum estimates of subsurface properties;

• to explore a strategy for the application of compressed measurements through the
field life.

In addition to the introductory part in Chapter 1, this thesis consists of the following
chapters.

In Chapter 2, we describe the forward model of seismic data in terms of matrix op-
erations in the frequency domain. We then illustrate the applicability of the model to
various blending and spatial sampling schemes. We subsequently describe an iterative
scheme to design survey parameters related to blending and spatial sampling of detec-
tors and sources. The notation and representations as well as the assumptions given in
this chapter are the fundamental basis of this thesis.

In Chapter 3, we demonstrate the implementation of the proposed survey design
leading to satisfactory deblending and data reconstruction quality. Numerical exam-
ples representing different acquisition environments illustrate the applicability of the
proposed approach. Additionally, we discuss practical and operational aspects of the
method including a way to manage a trade-off between the survey cost and data quality.

In Chapter 4, we elaborate an iterative scheme to design the source blending and
the spatial sampling of detectors and sources for direct reflectivity and velocity estima-
tion. We use joint migration inversion (JMI) as a property estimation tool that iteratively
derives a high-resolution subsurface reflectivity model as well as a migration velocity
model [51, 52]. The numerical examples demonstrate that resultant survey parameters
from the proposed approach lead to an enhanced JMI quality.

In Chapter 5, we explicitly focus on the application of blending and irregular sam-
pling for different purposes and needs varying through the field life. We introduce a
recovery scheme for time-lapse datasets, which is capable of sharing static elements
among vintages while extracting dynamic changes according to prior subsurface infor-
mation. Along with the virtue of the proposed recovery process, we examine the effect of
survey parameters on the quality of recovered data and time-lapse signatures using real
datasets.

In Chapter 6, we discuss the main research findings drawn from the thesis and pro-
vide recommendations for the future research directions.

The two appendixes provide detailed descriptions of joint deblending and data re-
construction and JMI respectively. It should be noted that the contents of this thesis are
based on publications by the author [53–59].
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2
ACQUISITION DESIGN FRAMEWORK

This chapter reviews the notation used to describe seismic data in terms of matrix oper-
ations in the frequency domain. In this expression, the Earth’s responses are surrounded
by three operators. Two out of three operators are responsible for detector and source re-
sponses. The other is responsible for source blending such as information on source-to-be-
blended and encoded source signatures. We provide matrix operations enabling us to for-
mulate acquisition systems given by these three operators that we aim to design to properly
retrieve subsurface properties. We then cast the design of these three operators as a min-
imization problem that we solve in an iterative way. The proposed method makes use of
prior subsurface information. At each iteration, a quality measure is computed for a given
survey design, which is subsequently assigned as its objective function. This information
is then used to update the survey parameters by integrating a genetic algorithm and a
convolutional neural network. Bio-inspired stochastic operators enable the simultaneous
update of the blending and sampling parameters. To relate the choice of survey parame-
ters to the result of a given quality measure, we utilize the convolutional neural network.
The applied network architecture is designed to reject suboptimal solutions among newly
generated ones from genetic operators. Consequently, only optimal ones are fed into the
subsequent, expensive residue evaluation step. Furthermore, the solution space is limited
via a repeated encoding sequence that combines a set of short binary vectors, each having
a random-like feature to form a long parameter sequence representing blending and sam-
pling operators. The proposed approach updates survey parameters for improvement of
the data quality at a computationally affordable time under given practical constraints.
The proposed implementation does not necessarily guarantee the global optimum. Never-
theless, in our application, this is fully acceptable as long as the residue satisfies the pre-set
criterion.

Parts of this chapter are available in references [1–4].
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2.1. BLENDING AND SPATIAL SAMPLING
Using the matrix notation in the WRW model (W stands for wave propagation and R for
reflection) proposed by Berkhout [5], we describe monochromatic seismic data, recorded
by detectors at depth zd for sources at zs , as:

P(zd ; zs ) = D(zd )X(zd , zs )S(zs ). (2.1)

Each column and row of data matrix P(zd ; zs ) represent a shot and detector gather, re-
spectively. For example, vectors corresponding to the j th shot and i th detector gathers
are written as ~P j and ~P †

i where the dagger symbol (†) represents a row vector. A collection
of P(zd , zs ) matrices for each frequency enables us to form a 3D data matrix. D(zd ) and
S(zs ) are the detector and source matrix, respectively. Columns and rows in D(zd ) cor-
respond to spatial coordinates and detector arrays, respectively, whereas columns and
rows in S(zs ) correspond to source arrays and spatial coordinates, respectively. Matrix
X(zd , zs ) is the Earth’s transfer function containing single frequency components of the
subsurface impulse responses. It can be also regarded as unblended data with perfect
spatial sampling. Amplitude and phase information for a given frequency are embedded
into each element of each matrix. In the following, we assume the sources and detectors
to be located at the same depth, i.e., zs = zd = z0. This model refers to the situation where
the response of each source is recorded by the all the detectors.

According to [6], X(z0, z0) can be approximated by:

X(z0, z0) =
Md∑

m=1
W
−
−(z0, zm)R∪(zm)W

−
+(zm , z0), (2.2)

with

W
−
−(z0, zm) = W−(z0, z1)

m−1∏
n=1

[I+δT−(zn)]W−(zn , zn+1),

W
−
+(zm , z0) = W+(zm , zm−1)

1∏
n=m−1

[
I+δT+(zn)

]
W+(zn , zn−1),

(2.3)

where W−(zn , zn+1) and W+(zn , zn−1) account for the upward and downward propaga-
tion, respectively, between consecutive depth levels. They are transposed versions of
each other. Parameter Md indicates the number of depth levels. Matrix R∪(zm) is the
down-up reflectivity operator responsible for scattering at depth zm . Terms

[
I+δT∓(zn)

]
are the upward and downward transmission operators at depth zn , respectively. Hence,
matrices W

−
∓ include both propagation and transmission effects. The approximations

given by Equations 2.2 and 2.3 neglect internal multiples, while it is also possible to in-
corporate their responses via the so-called full wave field modelling [6]. According to [6],
the assumption of angle and frequency independent reflectivity along with small shear
contrast allows for the following approximations to be used:

R∪(zm) ≈−R∩(zm) ≈ R(zm),
δT(zm)∓ ≈∓R(zm),

(2.4)

where R∩(zm) is the up-down reflectivity operator, and R(zm) is a diagonal matrix con-
taining the angle and frequency independent reflectivity coefficients. For notational
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simplicity, detector and source depth indices are hereinafter omitted, except for Ap-
pendix B.

With the use of a point detector (rather than a detector array), the distribution of zero
and non-zero elements in D dictates the spatial sampling of detectors. Information em-
bedded into non-zero elements is attributable to responses of the sensor and recording
system used in a given acquisition system. Similarly, with a point source, the distribution
of zero and non-zero elements in S dictates the spatial sampling of the sources. Infor-
mation embedded into non-zero elements is attributable to the source signature. Since
our primary focus is on the effect of spatial sampling, we make the assumption of delta-
functioned detector and source responses, where elements of D and S become either
zero or one. Each row of D corresponds to the lateral location of a detector. If some de-
tectors are missing, the number of rows in D becomes less than the number of columns.
Similarly, each column of S corresponds to the lateral location of a source. If some shots
are missing, the number of columns in S becomes less than the number of rows. Hence,
the zero and non-zero elements in D and S are simply attributed to detector and source
locations, respectively.

In an ideal situation, i.e., carpet detectors and sources, D and S are identity matrices
that keep all the responses in X. In this case, P simply equates to X (see Equation 2.1). Fig-
ure 2.1a exemplifies a matrix representation of an ideal dataset X. Dots indicate seismic
responses recorded by densely distributed detectors and sources along the acquisition
surface. Unfortunately, this situation is hardly realizable due mainly to budgetary and
operational constraints. Any imperfections related to the spatial sampling then hinder P
from resembling X. In practice, data matrix P becomes a subset of X according to D and
S. Some practical situations are illustrated in Figures 2.1b-d.

As mentioned previously, Equation 2.1 is only capable of describing stationary ac-
quisition geometries. However, it is incapable of describing non-stationary acquisition
geometries such as a towed-streamer survey. Furthermore, land and sea-bed acquisition
often employ rolls of a template geometry, involving detector deployment and retrieval
during the field operation. Blacquière and Nakayama [4] introduced a non-linear oper-
ator, MD,S, to describe seismic data P acquired by practical acquisition geometries:

P =MD,S [X] , (2.5)

where MD,S clears the responses from X which are not acquired by the current acquisi-
tion geometry and leaves only the recorded ones. This expression is applicable to both
stationary and non-stationary geometries. Figures 2.1e and f show examples of matrix
representations for non-stationary geometries which can be described by MD,S.

Equations 2.1 and 2.5 indicate that P is a subset of X. In practice, the size of P is much
smaller than the size of X as it contains numerous zero elements and potentially hinders
us from extracting essential subsurface information. Therefore, we need to pay proper
attention to the distribution of detectors and sources in order for subsequent process(es)
to be able to retrieve X from P, which is our goal.

Berkhout [7] proposed the theoretical framework of source blending by introducing
a blending operator, Γ:

S
′ = SΓ, (2.6)
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Figure 2.1: Matrix representations of seismic data with different geometries. (a) Ideal acquisition geometry, i.e.,
carpet detectors and carpet sources, representing X. (b) Regular acquisition geometry with sparsely-sampled
detectors and densely-sampled sources. (c) Regular acquisition geometry with densely-sampled detectors and
sparsely-sampled sources. (d) Irregular acquisition geometry with sparsely-sampled detectors and sparsely-
sampled sources. (d) Non-stationary acquisition geometry, e.g., a towed-streamer configuration. (e) Non-
stationary acquisition geometry, e.g., rolls of a template acquisition geometry.

where S
′

represents the blended source matrix. Each column and row of Γ correspond
to a shot experiment and a location of a source-to-be-blended, respectively. Each ele-
ment of Γ contains the blending code(s) such as phase and amplitude terms, applied to
the corresponding source. With N -fold blended sources, i.e., N sources are blended in
one blended experiment leading to one blended shot record, the blending codes of N
source units are stored in one column of Γ. Linearly summing the wavefields of those
individual sources forms one blended source wavefield. Figure 2.2 illustrates matrix rep-
resentations before and after the application ofΓ in the case of two-fold blended sources.

From Equations 2.1 and 2.6, blended and spatially sampled data can be written as:

P
′ = DXS

′ = DXSΓ= PΓ. (2.7)

Blacquière and Nakayama [4] then rewrote Equation 2.7 using MD,S to accommodate
both stationary and non-stationary geometries as:

P
′ =MD,S[X]Γ. (2.8)

Equations 2.7 and 2.8 imply that, starting with an unblended and regularly well-sampled
dataset X, a dataset P

′
containing any blending and spatial sampling schemes can be
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Figure 2.2: Application of blending operator to data matrix in the case of two-fold blended sources. Colours
differentiate data acquired by two different sources which are blended according to Γ. It should be noted that
this exemplifies one of many possible cases for two-fold blending.

modelled by applying D, S (or MD,S) and Γ. Figure 2.3 depicts matrix representations
before and after the application of spatial sampling and blending operators. The change
in the size of matrices can be translated to the amount of cost and time that we can
potentially save.

As discussed previously, when designing D, S (or MD,S), our choices are limited to
either clearing or leaving traces in X. On the other hand, many choices are available to
design Γ. In a linear system, one element of the blending operator Γ for frequency ω is
given by:

γi , j = ai , j (ω) e− j φi , j (ω), (2.9)

where ai , j is the amplitude term corresponding to the i th source of the j th blended ex-
periment, and φi , j is its phase. Many types of source code can be accommodated in
Equation 2.9. In the case that the blending codes are time delays τi , j , the correspond-
ing phase can be written as φi , j = ωτi , j . Figures 2.4b-h show different encoded source
signatures, derived from a base wavelet shown in Figure 2.4a . In addition to a time de-
lay, Equation 2.9 allows us to simulate various signatures such as band limitation, phase
modulation, shot repetition [8], encoded sweeping [9], band limitation and popcorn
shooting [10]. Note that the dispersed source array (DSA) concept [11], where the to-
tal blended wavefield is generated by a plurality of narrow-band sources with different
centre frequencies, is also described by Equation 2.9 (albeit implicitly as the equations
are formulated in the frequency domain). It should be noted that this dissertation fo-
cuses mainly on stationary acquisition geometries. This means that hereinafter we use
Equation 2.7 rather than Equation 2.8. We, therefore, use D and S to describe the spatial
locations of detectors and sources.

2.2. ITERATIVE ACQUISITION DESIGN SCHEME

2.2.1. OVERALL WORKFLOW
Nakayama et al. [1] introduced an iterative scheme to optimize survey parameters D, S
and Γ that can satisfy a pre-set geophysical criterion. They used the technique to derive



2

20 2. ACQUISITION DESIGN FRAMEWORK

D
e
te

c
to

r 
c
o
o
rd

in
a
te

 (
x
,y

) 

Source coordinate (x,y) 

D
e
te

c
to

r 
c
o
o
rd

in
a
te

 (
x
,y

) 

Source coordinate (x,y) 

D
e
te

c
to

r 
c
o
o
rd

in
a
te

 (
x
,y

) 

Source coordinate (x,y) Blended source number 

D
e
te

c
to

r 
c
o
o
rd

in
a
te

 (
x
,y

) 

D
e
te

c
to

r 
n
u
m

b
e
r 

 

Blended source number 

Application of  

sampling operators 

Application of  

blending operator 

Summation  

of source  

wavefields 

X

DXSΓ

DXS

Arrangement  

of data matrix 

Figure 2.3: Application of sampling and blending operators to X. The sampling operators clear traces and the
blending operator sums source wavefields. A significant reduction of the size of the data matrix is attainable
by applying these operators, leading to an enhancement of survey efficiency.

acquisition scenarios, leading to optimum deblending and data reconstruction quality.
This approach was further extended by [2, 12]. Additionally, Blacquière and Nakayama
[4] summarized a central idea of our survey design.

Figure 2.5 is a schematic illustrating the proposed survey design workflow. Based on
available subsurface knowledge, the workflow starts with simulating the desired dataset,
e.g., unblended and well-sampled data via the use of finite-difference modelling. We
assume certain subsurface information to be accessible, e.g., at a development or pro-
duction stage, or when data from a previous acquisition and appropriate well logs are
available. If such information is available, we make use of prior knowledge to design
survey parameters. Availability of prior subsurface information is often considered as a
valid assumption to design a seismic survey. In a simple case, knowledge of target depth
levels in the area of interest is used to determine an offset coverage. We can also eval-
uate the illumination capabilities of different acquisition designs through ray tracing by
assuming that the velocity field is known [13]. As mentioned previously, Regone [14] per-
formed finite-difference modelling using a given subsurface model to generate a set of
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Figure 2.4: Encoded source signatures. (a) Base wavelet. (b) Time shift. (c) Band limitation. (d) Phase rotation.
(e) Shot repetition. (f) Sweep. (g) Popcorn source.

simulated data, representing different survey designs, and processed them to determine
the optimum acquisition parameters.

The blue-filled step in Figure 2.5 corresponds to the forward process to generate P′
using D, S and Γ as well as the desired dataset, i.e., X. The red-filled step then represents
the user-defined process(es) to generate estimate(s). The overall scheme aims at find-
ing survey parameters that can minimize the objective function based on the residue
between the ideal output and the estimated one. If the objective function is sufficiently
small, or the maximum number of iterations is exceeded, the procedure stops. If not, we
simultaneously update spatial sampling and blending schemes that are subsequently
fed into the next iteration.

2.2.2. SURVEY PARAMETER UPDATE

According to [15], the relevant and conventional parameters to design seismic surveys
are the four spatial intervals and four apertures of the acquisition template, i.e., detector
and source intervals as well as detector and source apertures, each in the two perpen-
dicular directions. In a conventional way, the aforementioned parameters sufficiently
describe how seismic data are acquired. On the other hand, as described previously, in-
corporating irregularity into survey parameters is a key to design blended acquisition
with efficient spatial sampling. Despite the potential benefits of blending with sparse
and irregular geometries, the implementation of these techniques likely requires an ex-
tra effort. Unlike a conventional survey acquired in a regular fashion, irregularity inher-
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Figure 2.5: Iterative scheme for designing acquisition parameters. Prior subsurface information is used to
model the ideal seismic data. This dataset is turned into practical seismic data by applying a certain acqui-
sition geometry. The data from this geometry is processed, and the resulting subsurface image is evaluated
by comparing it with the prior subsurface information. The difference between the two is the objective func-
tion to be minimized. If the result is satisfactory, the final acquisition geometry has been obtained. If not, the
procedure is repeated with an updated acquisition geometry.
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ently makes the parameter selection problem extremely large and complex. To handle
this, Nakayama et al. [1, 16] presented a survey design scheme utilizing a genetic al-
gorithm (GA), which allows for optimization of blending and spatial sampling schemes
simultaneously rather than sequentially.

GAs are classified as a metaheuristic and are generally capable of handling optimiza-
tion problems with nonconvexity, the existence of many local minima, nondifferentia-
bility and large problem space. GAs are inspired by biological evolution through the pro-
cess of natural selection. The latter was first introduced in “On The Origin of Species” by
[17], which describes the biological development of species and survival of minor ad-
vantageous mutations. Holland [18] originated the concept of GAs and demonstrated
how the theory of evolution can be exploited for optimization problems based on binary
string representations. Such strings are considered as biological chromosomes, and evo-
lution processes are described in the natural selection such as mutation, selection and
crossover. Over several decades, the original definition of GAs has gradually evolved, and
the technology has been widely adapted to a variety of optimization problems. Numer-
ous successful applications of GAs are easily recognizable in different domains such as
biomedicine [19], arts [20], architecture [21], music [22], games [23] and recently ma-
chine learning [24].

Despite the advantages of GAs in solving various optimization problems including
survey design, the technique inherently and inevitably evaluates all the candidate solu-
tions to obtain their objective function values. The evaluation of suboptimal solutions,
which do not contribute to the next generation, makes its implementation computation-
ally expensive. To efficiently use the computational resources, we integrate a convolu-
tional neural network (CNN) into our GA [2, 12]. Figure 2.6 and Algorithm 1 focus on the
proposed implementation to update survey parameters, which also corresponds to the
green box in Figure 2.5. The GA iteratively updates D, S and Γ that constitute of a set of
parameter vectors:

~Cg ,p =
[
~dg ,p ,~sg ,p ,~γg ,p

]T
, (2.10)

with
~dg ,p ∈ {0,1}ld , ~sg ,p ∈ {0,1}ls , ~γg ,p ∈ {0,1}ls×lg . (2.11)

Here, g and p represent indices of generation and population, and ~dg ,p , ~sg ,p and ~γg ,p

are binary vectors indicating detector sampling, source sampling and blending opera-
tors for the pth individual solution in the g th generation that we aim to update through
stochastic operators in the GA. The dimensions of the parameter vectors are indicated
by ld, ls and lg. Terms ld and ls equate to the numbers of available detector grids and
source grids in the ideal data X to be designed for the geometry under consideration.
With the use of the delta-functioned detector response, a distribution of zeros and ones
in ~dg ,p represents the presence and absence of detectors in the corresponding locations.
Similarly, with the use of the delta-functioned source response, a distribution of zeros
and ones in ~sg ,p represents the presence and absence of sources in the corresponding
locations. Hence, D and S can be simply obtained by binary strings. Binary vector ~γg ,p

represents the blending operator for the pth individual solution in the g th generation.
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Figure 2.6: The scheme to update survey parameters. Steps within the green loop correspond to the green box
in Figure 2.5. Genetic operators update D, S and Γ simultaneously. Newly generated parameters then go to
the CNN. Survey parameters are regenerated until the classification result meets the criterion. Only selected
solutions go to the evaluation that involves the actual computation of objective functions. Designs having
smaller objective function values form a new generation. The evaluation results are also used to train the CNN
used for the classification step in the next iteration.

Term lg is equal to the required bit length to parametrize a given blending code per sin-
gle source. In the case of time dither, a decimal number that indicates a time delay ap-
plied to a corresponding shot is converted from a binary string with length of lg, which
is subsequently used to derive Γ using Equation 2.9. The following steps describe the
implementation of the technique to our survey design.

Let ng and np represent the total numbers of generations and populations. The pop-

ulation in the g th generation, ~Cg , consists of a set of parameter vectors, having np indi-
viduals, as:

~Cg =


~Cg ,1
~Cg ,2

...
~Cg ,np

 . (2.12)

The first step of the proposed scheme is to randomly generate the initial population,
~C0, across a given problem space as:

~C0 =


~C0,1
~C0,2

...
~C0,np

=



[
~d0,1,~s0,1,~γ0,1

]T[
~d0,2,~s0,2,~γ0,2

]T

...[
~d0,np ,~s0,np ,~γ0,np

]T

 . (2.13)

Each parameter vector in the initial population, ~C0,p , then goes to the forward process to

derive P
′
0,p by applying the survey parameters of the pth individual solution in the initial
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generation, (D0,p , S0,p and Γ0,p ), to the desired data. Then, a set of objective functions

for the initial population,~J0, can be obtained:

~J0 =
[

J0,1, J0,2, . . . , J0,np

]T . (2.14)

Using ~C0 and ~J0, we train the CNN where we derive the predictive model that can re-
late the performance of a given estimation process to the choice of survey parameters.
After the initial iteration, the CNN is embedded into our GA. It aims to classify whether
survey parameters for a given design can satisfy a predetermined threshold based on
the objective function. Until this criterion is met, genetic operators repeatedly produce
new survey parameters which are subsequently evaluated by the CNN. As mentioned,
its task is to exclude individual solutions that are unlikely to satisfy the predetermined
threshold criterion for proceeding to the next generation. Although a deeper and more
complex network would presumably enable us to directly input D, S and Γ into the CNN,
for now, this helps to obtain acceptable classification results in an efficient manner.

To minimize the objective function, the following genetic operators iteratively up-
date D, S and Γ. To assign more weight to a solution with a smaller misfit, an expected
selection probability of each individual solution according to its objective function is
computed as:

G(~Cg ,p ) = jg ,p /
np∑
j=1

jg , j , (2.15)

with

jg ,p = exp(−βJg ,p /max
j∈np

Jg , j ), (2.16)

where β is a scaling factor that defines the diversity in the selection. According to the
selection probabilities of the individuals, parental solutions, fed into crossover and mu-
tation operations, are defined via a roulette wheel selection. Crossover combines two
parental solutions to generate two offspring solutions. Since ~d ,~s and~γ employ different
lengths and constraints, crossover among different vectors is inadequate. Hence, a sin-
gle crossover is applied to each binary vector. For further refinement of each parameter
vector, mutation then applies local and random modifications on a single parental so-
lution according to a mutation rate determined by parameter testing. Newly generated
solutions are evaluated using the CNN trained in the previous iteration. As described
previously, we utilize the technique to classify solutions according to their likelihood to
pass the predefined threshold based on the objective function value. Genetic operators
regenerate solutions until all the candidates in a given generation pass the criterion in
the CNN.

Next, these solutions go to the evaluation process to derive a set of objective func-
tions:

~Jg = [
Jg ,1, Jg ,2, . . . , Jg ,np

]T . (2.17)

We combine ~Cg with the solutions obtained from generations 0 to g −1th, ~C0:g−1, and~Jg
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with the objective functions from generations 0 to g −1th,~J0:g−1, as:

~C0:g = [
~C0:g−1,~Cg

]T = [
~C0, . . . ,~Cg

]T
, (2.18)

and
~J0:g = [

~J0:g−1,~Jg
]T = [

~J0, . . . ,~Jg
]T

. (2.19)

The best solutions in ~C0:g are selected on the basis of the elitism to replace ~Cg . This
permits some better solutions in the previous generations to be still preserved in the
new generation.

After obtaining ~C0:g and ~J0:g , we train the CNN to update the predictive model de-
rived from the g − 1th generation. We apply an N -fold cross-validation to evaluate the
predictive classifier. The procedure randomly splits all the samples into N subsets with
equal size. One of the N subsets is used as a testing set, whereas the remaining N − 1
subsets are assembled to form a training set. This process is repeated N times by alter-
nately using every subset for testing and the remaining subsets for training. This inter-
change enables all the samples to be used for training as well as for testing. The mean of
the prediction errors along with the variance among the N trials indicates the predictive
performances of the classifiers. The best of the N models is applied to the next iteration.
At each generation, the threshold criterion applied in the classification is updated, start-
ing from a mild value and moving to a harsh one. To improve the stability of the CNN,
we modify the number of epochs and the strength of the L2-regularization term applied
to every weight in the network through the course of the iterations. The former parame-
ter is increased, while the latter is decreased with the number of iterations. Controlling
them is considered as an effective and simple means to prevent overfitting [25]. It is
worth noting that the update of survey parameters is based primarily on the evaluation
of the objective function, while the CNN classifier has a supporting role in the proposed
scheme. Its role is to enhance the computational efficiency by reducing the number of
iterations.

The iterative procedure stops when the objective function is sufficiently small, or
when the number of generations reaches the pre-defined number of generations ng. It
should be noted that various constraints on the blending and sampling operators can
be imposed within the genetic operators in order to prevent the generation of any un-
desired solutions, such as operationally infeasible designs. It is also noteworthy that
the proposed optimization scheme is not a mandated choice as our workflow can ac-
commodate different methods. Both metaheuristics and neural networks can be flexibly
modified and designed, enabling us to adapt them for a problem-specific task. There-
fore, a user can freely select a preferred framework for a given survey design problem.

2.2.3. INTEGRATION OF METAHEURISTIC AND NEURAL NETWORKS
A number of studies have shown the integration of metaheuristics and neural networks.
In spite of recent successes in neural networks [26–28], advanced architectures have be-
come deeper and more complex. Designing network architectures is still a challenging
task due to the existence of numerous parameters. In this respect, a typical approach is
to explore and design efficient network architectures using GAs [29, 30]. The other way
around, Kramer [24] outlined ways to support and accelerate evolutionary algorithms
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Algorithm 1 Acquisition design workflow

Input: Desired output

Output: ~C0:ng (=
[
~C0, . . . ,~Cng

]T
) and~J0:ng (=

[
~J0, . . . ,~Jng

]T
)

1: Set ng and np (= nc +nm)

2: Generate initial population, ~C0 (= [
~C0,1, . . . ,~C0,np

]T
)

3: for g = 0 → ng do

4: if g = 0 then

5: ~C0:g−1 =; and~J0:g−1 =;
6: else

7: Compute selection probability of each solution in ~Cg−1

8: for p = 1 → nc/2 do

9: while stopping criterion not met do

10: Select two parental solutions from ~C0:g−1 using roulette wheel selection

11: Perform crossover operation to generate ~Cg ,2p−1 and ~Cg ,2p

12: Evaluate ~Cg ,2p−1 and ~Cg ,2p with the CNN trained from g −1th generation

13: end while

14: end for

15: for p = nc +1 → np do

16: while stopping criterion not met do

17: Select one parental solution from ~C0:g−1 using roulette wheel selection

18: Perform mutation operation to generate ~Cg ,p

19: Evaluate ~Cg ,p with the CNN trained from g −1th generation

20: end while

21: end for

22: end if

23: for p = 1 → np do

24: Generate Dg ,p , Sg ,p and Γg ,p from ~Cg ,p (=
[
~dg ,p ,~sg ,p ,~γg ,p

]T
)

25: Generate P′
g ,p using Dg ,p , Sg ,p and Γg ,p

26: Derive estimate(s) and compute the objective function, Jg ,p

27: end for

28: Update ~C0:g (= [
~C0:g−1,~Cg

]T
) and~J0:g (=

[
~j0:g−1,~jg

]T
)

29: Train the CNN using ~C0:g and~J0:g

30: Sort ~C0:g based on the elitism to derive the fittest population, ~Cg

31: end for
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Figure 2.7: Benchmark test using 2D Schwefel Function. (a) 2D form of the function. (b) Test results. Blue lines
show results from five trials with the hybridized approach. Red lines show results from five trials with only a
GA. An objective function value of 10−3, indicated by the green line, is regarded as the target in this experiment.

with the learning process, which is also implemented in our acquisition design work-
flow. Figure 2.7a shows the results of a quick benchmark test of Algorithm 1 using a 2D
form of the Schwefel function, consisting of many local minima, given by:

f (x1, x2, . . . , xn) = 418.9829n −
n∑

i=1
xi sin(

√
|xi |), (2.20)

with

xi ∈ [−500,500] , (2.21)

where n indicates the dimension of the function. Here, the applied network classifies
solutions to be evaluated. Genetic operators are responsible for generating solutions ac-
cording to a real fitness evaluation. Although it is a quick trial, we can see the discernible
difference owing solely to the integration of a GA and a neural network (Figure 2.7b).
Some trials with only a GA, indicated by red lines, exceed more than 104 realizations to
reach the pre-set requirement. On the other hand, all the five trials using the integrated
approach, described by the blue lines, reach the target point with less than 103 realiza-
tions. Although it may be easier for a neural network to predict the mathematical func-
tion as compared to practical problems, it provides some insight into the effectiveness
of the integrated approach.

This way of integration can be seen in several engineering domains. In various engi-
neering problems, determining the objective function of a single candidate takes a long
time to execute, e.g., due to the use of finite element analysis or computational fluid
dynamics simulations. To deal with such computationally expensive optimization prob-
lems, a viable option is to use a model that can approximate the outcomes from the fit-
ness evaluations at relatively low computation cost and to limit the number of real eval-
uations [31]. Kramer [32] illustrated a workflow to embed a supervised learning model
into a GA where the real fitness evaluations are performed only to the solutions that fulfil
some criterion in the predictive model. This way of integration is easily recognizable in
different engineering applications [33–37]. Exploiting a strategy from these engineering



2.2. ITERATIVE ACQUISITION DESIGN SCHEME

2

29

Input Conv. & Relu 

376768 

9800 

28 

Conv. & Relu 

363888 

7056 

28 

Conv. & Relu 

451584 

9072 

36 

FC 

9
0

3
1

6
8

 

2
 

Softmax 

120×120×14 

Figure 2.8: Diagram depicting the network architecture applied in [3]. Conv means a convolutional layer with
two numbers indicating the channel size and the kernel size respectively. ReLU indicates a rectified linear unit
layer. FC indicates a fully connected layer. The numbers in an input layer indicate the size of dimensions in the
3D matrix used as an input to the CNN. Vertically aligned three numbers in each convolutional layer indicate
the numbers of neurons, weights and biases within a layer respectively. In a fully connected layer, two numbers
indicate the numbers of weights and biases within a layer respectively.

problems is certainly valuable to our survey design problem because the large computa-
tional effort to calculate the objective function inherently restricts the number of fitness
evaluations in our case. Hence, this study implements a CNN, which aims primarily to
aid the population management in our GA and subsequently reach a satisfactory solu-
tion with affordable turn-around time. The implementation to the survey design prob-
lem can be found in the following chapters.

2.2.4. CLASSIFICATION OF SURVEY PARAMETERS

As described previously, the proposed workflow utilizes a CNN that accounts for the
selection of survey designs prior to the evaluation step. Our implementation aims to
classify whether survey parameters for a given design satisfy a pre-set criterion, i.e., the
performance of a quality measure. Until this criterion is satisfied, genetic operators re-
peatedly produce new survey parameters which are subsequently evaluated by the CNN.
Only solutions that pass the classification step in the CNN go to the step to compute an
objective function.

Nakayama et al. [2], Nakayama and Blacquière [3], Nakayama et al. [12] utilizes a
network architecture consisting of layers that are commonly used in CNN architectures:
three pairs of 2D convolutional layers [38] and ReLU (rectified linear unit) layers [39],
followed by a fully connected and softmax layer [40]. For instance, the network archi-
tecture applied in [3] is shown in Figure 2.8. Vertically aligned three numbers in each
convolutional layer indicate the numbers of neurons, weights and biases in the layer.
Each convolutional layer employs zero padding and a stride of one along the height and
width dimensions with square shape kernels. Instead of down-sampling feature maps
within the CNN via a pooling layer, we first arrange blending and sampling operators
into a 3D matrix as an input to the CNN. The numbers in the input layer (Figure 2.8)
indicate the size of dimensions in the 3D matrix used as an input to the CNN. Its width
and height are equal to the numbers of columns and rows in X, respectively. The third
dimension is discussed in the following.

Figure 2.9 illustrates a way to arrange survey parameters, D, S, and Γ, into the 3D
matrix based on [3] which aimed at design of lateral locations of detectors and four DSA
source types as well as encoded source signatures (Figure 2.10). Figure 2.9a exemplifies
a layer containing information on a distribution of detectors and DSA source type 1. In
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Figure 2.9: Feature maps containing information on applied survey parameters shown in Figure 2.10 (a)-(d)
Distributions of zero elements in dark-blue and non-zero elements in yellow indicate spatial locations of de-
tectors and four different DSA source types. (e)-(g) Variations among columns indicate spatially varying en-
coded source signatures in terms of activation time, sweep length and phase modulation, respectively.

this layer, all elements are either zero or one. A distribution of non-zero (indicated by
yellow elements) and zero (indicated by dark-blue elements) rows represents the pres-
ence and absence of detectors in the corresponding locations. Similarly, a distribution
of non-zero and zero columns represents the presence and absence of DSA source type
1 in the corresponding locations. Layers shown in Figures 2.9b-d indicate a distribution
of detectors and DSA source type 2, 3 and 4, respectively. Figures 2.9e-g show a way to
incorporate information on encoded source signatures into the network. The variation
among columns in Figure 2.9e indicates activation times applied to different sources
while missing rows corresponds to the absence of detectors. Likewise, Figures 2.9f and
g show layers having information on spatial variation of sweep length and source mod-
ulation, respectively. These seven maps are transformed into the wavenumber domain
via a 2D Fourier transform. Since these maps employ complex numbers, we form maps
consisting of real and imaginary parts separately. As a consequence, fourteen maps are
fed into the CNN as shown in Figure 2.8.

This arrangement leads to a significant reduction in the input data size. The design
of network architecture including data arrangement is experimentally derived to fit our
specific task. Although a deeper and more complex network would presumably enable
us to directly input D, S and Γ into the CNN in the future, for now, this helps to obtain
acceptable classification results in an efficient manner, which can be found in the fol-
lowing chapters.
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Figure 2.10: Acquisition scenario applied in [3]. The study aimed at optimizing distributions of detectors (the
subplot with triangle markers on the upper-left)and four different DSA source units (the subplot with four
different circle markers, each indicating spatial locations of ultra-low, low, mid and high frequency sources, on
the lower-left) as well as different encoded source signatures such as activation time, sweep length and phase
modulation (three subplots on the right). This information is arranged to seven maps shown in Figure 2.9.

Figure 2.11: Steps to generate a binary string with RES. Twenty binary numbers exemplify a way to form long
parameter vectors from the main code. Four different colours distinguish four base codes. Base codes 1 and 2
are simply the first and second half of the main code. Base codes 3 and 4 are the reverse of base codes 1 and 2.

2.2.5. REPEATED ENCODING SEQUENCE

Although GAs generally have the ability to handle large problem sizes, survey designing
inherently provides a huge number of solutions. This is, even more, the case when deal-
ing with parameters involved in irregularity, which is, unfortunately, the reality we deal
with. Hence, a reduction of the solution space makes the proposed designing workflow
practical and computationally affordable. In this respect, we propose repeated encoding
sequence (RES), inspired by the nucleic acid sequence of deoxyribonucleic acid (DNA)
[1]. DNA consists of a chain of four nucleobases: adenine (A); cytosine (C); guanine (G);
and thymine (T). We make use of this as an analogy to form a parameter sequence in
GAs to reduce problem space.

Figure 2.11 exemplifies our way to generate RES using twenty binary numbers. We
first create a main code having a random-like feature (Step 1). Prior constraints can be
embedded into this main code. It is then divided into two halves to make two base codes
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(Step 2). These are flipped to create two more base codes (Step 3). The four base codes
obtained in this way are finally combined in a predetermined order so that even long
parameter sequences can be formed, like a chain of four nucleobases in DNA (Step 4).
The order has to be predetermined to ensure reproducibility of the solution.

Additionally, it is well known that DNA has a double helix structure in which one nu-
cleobase bonds only with one specific other. This is referred to as base pairs where A
bonds only with T, while C bonds only with G. We also use this analogy for blended ac-
quisition. We predefine base pairs. For example, as illustrated in step 4 in Figure 2.11, a
base code 1 bonds with 4, while 2 bonds only with 3. When blending, we first define a
parameter sequence of a primary source. Then parameters of a secondary source, which
blends with the primary one, are automatically defined according to the concept of the
base pairs. This ensures that sources, overlapping each other, likely hold different prop-
erties.

With RES, the optimization deals with a single main code rather than with a whole
parameter sequence, which enables a significant reduction of the solution space. Al-
though the four base codes are repeated, each one possesses a random-like feature and
also appears in an irregular manner, based on a predetermined order. Therefore, the re-
sulting survey parameters still employ the property of irregularity. Figure 2.12 shows
the comparison of common shot and detector gathers in time-space and frequency-
wavenumber domain having different spatial sampling and blending schemes. Figures
2.12a-d depict unblended and well-sampled data that contain no spatial aliasing or no
blending noise. The other cases are pseudo-deblended data that employ 50% detector
decimation and 50% source decimation, keeping one out of two detectors and one out
of two sources. Additionally, two sources are blended. Figures 2.12e-h show regularly-
decimated data, and two overlapped sources are activated at the same timing. This sce-
nario shows coherent artefacts due to periodically missing traces, and blending noise ap-
pears still coherent. These properties result in difficulty to distinguish between desired
events and undesired events, i.e., blending and aliasing noise. Irregular spatial sampling
and activation times, derived from random variables, are applied to data shown in Fig-
ure 2.12i-l where blending and aliasing noise employ Gaussian-noise like features. Data
with RES notably show a similar characteristic (Figure 2.12m-p). This consequently en-
ables the subsequent process(es) to effectively handle the deficiency of recorded data as
mentioned previously, while reducing the number of required parameters to define spa-
tial sampling and blending schemes. Translation of binary strings to survey parameters,
D, S and Γ, is described in section 2.2.2.

2.2.6. OPTIMIZATION OF AN ACQUISITION DESIGN PROBLEM

In various geophysical applications, the robustness and the capability of algorithms to
reach a global optimum play an essential role as their fundamental objectives are to
seek the ground truth such as subsurface properties. Therefore, solutions in local min-
ima are often disregarded even when the objective function, representing the quality of
the outcome, is reasonably minimized. The proposed acquisition design workflow does
not necessarily guarantee the best output within a practical computation time. Further-
more, it may end up in some local minimum. Unlike the previously described geophysi-
cal problems, an acquisition design problem fortunately possesses the unique property
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Figure 2.12: Shot and detector gathers in time-space and frequency-wavenumber domains with different
blending and spatial sampling schemes. The first and second columns are shot records. The third and fourth
columns are detector records. (a)-(d) Unblended and well-sampled data. (e)-(p) Pseudo-deblended data with
50% detector and source decimations with two overlapping sources. (e)-(h) Detectors and sources are regularly
decimated, and no time dither is applied. (i)-(l) Detectors and sources are randomly decimated, and random
time dither is applied. (m)-(p) RES is applied to derive detector and source decimation as well as time dither.

where the convergence to a global optimum does not have to be mandated. A solution
in a local minimum is still acceptable as long as the pre-set criteria related to quality and
economics are met. In our case, the ability to find acceptable solution(s) within an af-
fordable turn-around time needs to be cultivated, which motivates us to implement the
proposed integration of metaheuristics and machine learning along with the constraint
in the solution space as described previously.
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3
OPTIMUM DEBLENDING AND DATA

RECONSTRUCTION

Blended acquisition along with efficient detector and source geometries allows for cost-
effective operation. The outcome of subsequent deblending and data reconstruction is of
primary importance in determining the technical success of this manner of data acquisi-
tion. Despite its advantages over conventional seismic surveys, finding optimum survey
parameters is a difficult task. Although incorporating irregularity into spatial sampling
and blending schemes leads to effective deblending and data reconstruction, it inherently
provides a significantly large problem space. We introduce a survey design workflow to
provide acquisition parameters that account for the source blending as well as the spa-
tial sampling of detectors and sources in an automated manner. The proposed method
involves an iterative scheme to derive the survey parameters that lead to an optimum
deblending and data reconstruction quality. The approach deals jointly with deblend-
ing and data reconstruction via a sparse inversion in the frequency-wavenumber domain
coupled with constraints based on causality and coherency. The residue from this process
is subsequently used to update the survey parameters by integrating a genetic algorithm
and a convolutional neural network. Bio-inspired operators enable the simultaneous up-
dates of the blending and sampling operators. To relate the choice of survey parameters to
the performance of deblending and data reconstruction, we utilize a convolutional neu-
ral network. The applied network architecture successfully rejects suboptimal solutions
among newly generated ones from genetic operators. Consequently, only optimal ones
are fed into the subsequent evaluation step, making the proposed approach computation-
ally affordable. We apply our workflow to design a seismic survey that incorporates the
dispersed source array concept. A comparison among different survey design strategies
highlights the ability of the method to effectively derive optimum solutions. The resultant
acquisition scenario derived from the proposed approach yields a notable enhancement
of deblending and data reconstruction quality attributed solely to the choice of survey pa-
rameters. Additionally, to explicitly handle conflicting objectves in a seismic survey, i.e.,

Parts of this chapter are available in references [1–4].
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quality and cost, we implement a non-dominated sorting genetic algorithm. A numerical
example shows that this implementation derives optimum solutions along the Pareto op-
timal front of these two objectives, which subsequently allows us to identify the one that
fits the purpose of the survey.
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3.1. INTRODUCTION
In this chapter, we describe results from the proposed iterative scheme to design survey
parameters related to both the blending and spatial sampling operators. The workflow
incorporates a closed-loop approach that jointly estimates deblended and reconstructed
data from blended and irregularly-sampled data. The residue for a given survey design
is assigned as its objective function and is subsequently input into a survey-parameter
update system based on the integration of a genetic algorithm (GA) and a convolutional
neural network (CNN). Genetic operators that mimic the process of natural selection al-
low for simultaneous updates of the blending and sampling operators towards optimum
solutions. A CNN is implemented for population management to select optimum candi-
dates and reject undesired ones among newly generated solutions from genetic opera-
tors. Only designs classified as "high potential" by the applied CNN are fed into the eval-
uation of the objective function that involves deblending and reconstruction. Since the
latter is computationally expensive, the classification effectively prevents wasteful com-
putation of suboptimal solutions, which consequently enhances the performance of the
overall optimization scheme. Numerical examples that incorporate the dispersed source
array (DSA) concept [5, 6] outline the results of our approach. The proposed approach
attempts to derive an acquisition geometry, leading to optimum deblending and recon-
struction under given practical constraints such as the numbers of detectors, sources
and blending fold. Additionally, we investigate application of the multi-objective op-
timization, aimed at obtaining solutions along the Pareto optimal front of conflicting
objectives such as quality and business aspects.

3.2. SURVEY DESIGN WORKFLOW
As mentioned previously, Equation 2.7 indicates that, starting with X, our forward model
can be applied to simulate different blending and spatial sampling schemes by designing
D, S and Γ.

Figure 3.1 illustrates the proposed iterative survey-design method for optimum de-
blending and data reconstruction quality. The procedure starts with X. In this study,
we assume X to be known as we deal with acquisition design. This is the case when the
subsurface information is available, e.g., at a development or production stage, or when
data from a previous acquisition are available. In practice, X is modelled data based on
all available prior information of the subsurface. This makes the solution from our work-
flow subsurface dependent. The forward process in the blue box derives P′ (application
of D, S and Γ to X). The inverse process in the red box then estimates 〈X〉 from P′. The
angled brackets 〈 and 〉 indicate estimations.

The separation of blended data and the reconstruction of missing data can share a
certain resemblance. Both cases are often treated as an inverse problem that involves
iterative estimation of desired events and subtraction of undesired events, i.e.., blending
and aliasing noise, in the model space domain. Li et al. [7], Cheng and Sacchi [8], Cao
et al. [9] jointly dealt with deblending and reconstruction. Mahdad et al. [10] utilized
an iterative deblending scheme using sparseness and coherency constraints. Ishiyama
et al. [11] established a generalized blending model and reconstruction of deblended
data based on this model. Following these studies, we formulate an inverse scheme
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Figure 3.1: The survey design workflow. The iterative scheme aims to output the blending and sampling op-
erators that can provide an improved deblending and reconstruction quality. The workflow starts with X. The
forward process in the blue box derives P′ (application of D, S and Γ to X). The inverse process in the red box
then estimates 〈X〉 from P′. The procedure stops if the misfit between X and 〈X〉 is sufficiently small or the
maximum number of iterations is reached. If not, D, S and Γ are updated in the green box. Newly generated
operators are carried into the next iteration.

based on the L1 norm optimization as:

min‖L〈X〉‖1 s.t. D〈X〉S
′ = P′, (3.1)

where L is the transform operator. This inversion scheme promotes the sparsity of the
solution in the transform domain (e.g., the frequency-wavenumber domain in our case),
while minimizing the misfit between D〈X〉S

′
and P

′
, along with the constraints based

on causality and coherency of the data. The detailed description of the deblending and
data reconstruction procedure is available in Appendix A. It should be noted that any
deblending and data reconstruction scheme can be flexibly accommodated in the pro-
posed workflow, i.e., the red box in Figure 3.1.

The proposed workflow aims at finding optimum D, S and Γthat can minimize the
objective function:

J =∑
ω
‖X−〈X〉‖2

2. (3.2)

If the residue between X and 〈X〉 is sufficiently small, or if the maximum number of iter-
ations is reached, the iterative procedure stops. If the criterion is not met, the blending
and sampling operators, i.e., the survey design parameters, are updated in the green box
of Figure 3.1 (see Algorithm 1 in Chapter 2 for more details on the way to update sur-
vey parameters). The workflow subsequently feeds newly generated parameters into the
next iteration. Hence, the resultant survey design derived from our iterative scheme pro-
vides optimum deblending and reconstruction quality.



3.3. MARINE DSA EXAMPLE

3

41

3.3. MARINE DSA EXAMPLE
A subset of synthesized 2D Marmousi data is used to numerically simulate several acqui-
sition scenarios incorporating the DSA concept that utilizes a set of source units, each
having a dedicated narrow frequency range [5]. Caporal et al. [6] discussed its benefits
from different perspectives, some of which are reviewed as follows. The technique per-
mits each narrow-band source to be independently deployed to satisfy its own spatial
sampling criteria determined by its frequency range. This subsequently allows for proper
sampling of entire frequency ranges and addresses both the oversampling of lower fre-
quencies and the undersampling of higher frequencies. In a marine survey, the method
minimizes destructive interference from a source ghost in the spectrum using so-called
ghost matching. By towing narrowband sources at different and proper depth levels,
source notches insignificantly overlap with the frequencies emitted from these sources.

Figure 3.2 shows a common shot gather and a common detector gather from a subset
of 2D Marmousi data, which we consider as the reference data, X (transformed to the
time domain). All the detectors and sources are regularly placed with a 10 m sampling
interval. Each source generates a spatially uniform and broadband signature.

Different acquisition scenarios that employ the DSA concept are numerically simu-
lated using X. In this study, four types of source units are deployed, each unit being char-
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Figure 3.2: Unblended and well-sampled data (reference data). Common shot gather (the left column) and
common detector gather (the right column): (a)-(b) in the time-space domain; and (c)-(d) in the frequency-
wavenumber domain.
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acterized by its own spatial sampling scheme and dedicated narrow frequency range as
defined in Table 3.1. Together, the source units cover the complete frequency band of
interest, including the very low frequencies.

Table 3.2 summarizes detector and source sampling schemes applied to P′ as com-
pared to the reference data X. In addition to the spatial irregularity embedded into each
DSA source, detectors are irregularly decimated by 20%. Figure 3.3a shows a 3D view
of the reference data in which no deficiency in spatial sampling is recognizable. Two
sections along the detector-x axis and the source-x axis correspond, respectively, to a
common shot gather and a common detector gather. Figures 3.3b-e show unblended
and irregularly-sampled data, being the response of four source units. As described in
Tables 3.1 and 3.2, each source unit employs its own properties in space and frequency.
Here, sources and detectors are randomly distributed. In this study, the blending sce-
nario involves two active sources with 600 m spatial separation per blended experiment.
Additionally, a time delay between 0 s and 0.256 s is applied to each source.

Source types Number of sources Frequency response (Hz)

Unit 1 8 2-4-6-10
Unit 2 16 4-8-12-20
Unit 3 32 8-16-24-40
Unit 4 64 16-32-48-80

Table 3.1: Properties of four DSA sources. Each source unit employs different spatial sampling requirements
according to its frequency response specified by four corner frequencies (the low-cut, low-pass, high-pass and
high-cut).

X P′

Detector interval 10 m at regular irregular
Number of detectors 120 96 (20% decimation)
Source interval 10 m at regular irregular
Number of sources 120 (see Table 3.1)
Number of activated sources 1 2 with 600 m separation

Table 3.2: Acquisition configurations applied to unblended and well-sampled data (X) and blended and
irregularly-sampled data (P′). Spatial sampling of source for P′ differs with the DSA source units (Table 3.1).
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(a)

(b) (c)

(d) (e)

Figure 3.3: 3D view of data volume. (a) Well-sampled and broadband data. (b)-(e) Irregularly-sampled and
narrow-band data from source unit 1, unit 2, unit 3 and unit 4, respectively. Seismic sections along the
detector-x axis and the source-x axis correspond, respectively, to a common shot gather and a common de-
tector gather. In (b)-(e), detectors are irregularly decimated by 20%. Property of each source unit is defined in
Table 3.1.
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The proposed approach aims to design survey parameters that, on the one hand, de-
scribe a cost-effective, blended, irregular, DSA acquisition geometry, while, at the other
hand, enable the optimum retrieval of deblended and reconstructed data with large
bandwidth. In addition to our optimized design, we also show some other results for
comparison purposes. These designs employ blending and sampling operators gener-
ated by 800 realizations of uniformly-distributed random variables. We provide the me-
dian result, "P50", which we assume to be representative of the situation where a single
random realization is used to incorporate irregularity into survey parameters. In addi-
tion, we provide the best result, "P1", which represents the outcome of a Monte Carlo
approach.

Figures 3.4-3.6 show deblending and data reconstruction results from P50, P1 and
our optimized design, respectively. Each realization consists of 100 iterations for de-
blending and data reconstruction. Although all three scenarios employ the same num-
ber of sources and detectors as well as the same blending fold [12], they show discernible
differences, attributed solely to the choice of survey parameters. Some improvement
is recognizable in P1 as compared to P50. Nonetheless, deblended and reconstructed
data from both cases still show jitter in several reflections and some crossing events in
the time-space domain. In the frequency-wavenumber domain, some energy spreads
out the signal cone which is invisible in the reference data (Figure 3.2). Such effects
are obviously indicative of errors in deblending and reconstruction. The optimized de-
sign, however, attains notable improvement in deblending and reconstruction such as
an enhanced coherency of the seismic events along with a reduced cross talk. In partic-
ular, a comparison of difference plots among the three cases is self-evident (see the third
columns in Figures 3.4-3.6). The results indicate that the proper design of survey param-
eters plays an important role in the performance of deblending and data reconstruction.

In addition to the observations made from seismic sections, Figure 3.7 quantitatively
highlights the overall data quality of each scenario. This also confirms the superiority
of the optimized design. The blue line shows the value of the objective function at each
realization of our design approach, clearly demonstrating that it successfully minimizes
the objective function through the course of the iterations. The red line shows the re-
sults from random realizations. The 653rd realization is P1 that has the smallest objective
function value among the 800 solutions. The dashed line indicates a median objective
function value at each realization. After a couple of hundreds of realizations, no signifi-
cant fluctuation is observable in the median value. This implies that P50 can reasonably
represent the anticipated data quality in the case where we use a single random realiza-
tion to design blending and sampling operators.
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Figure 3.4: Blended and irregularly-sampled data (P50: the median result from 800 random realizations) in
the time-space domain and the frequency-wavenumber domain. (a)-(f) Data in the common source domain.
(g)-(l) Data in the common detector domain. The left and middle columns show data before and after de-
blending and data reconstruction, respectively. The right column shows differences between the reference
and estimated data. Difference plots in the frequency-wavenumber domain (f and l) are amplified by a factor
of three.



3

46 3. SEISMIC ACQUISITION DESIGN: PART 1

(a)

0 200 400 600 800 1000 1200
Lateral location (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T
im

e 
(s

)

(b)

0 200 400 600 800 1000 1200
Lateral location (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T
im

e 
(s

)

(c)

0 200 400 600 800 1000 1200
Lateral location (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T
im

e 
(s

)

(d)

-0.05 -0.025 0 0.025 0.05
Wavenumber (1/m)

0

10

20

30

40

50

60

70

F
re

qu
en

cy
 (

H
z)

(e)

-0.05 -0.025 0 0.025 0.05
Wavenumber (1/m)

0

10

20

30

40

50

60

70

F
re

qu
en

cy
 (

H
z)

(f)

-0.05 -0.025 0 0.025 0.05
Wavenumber (1/m)

0

10

20

30

40

50

60

70

F
re

qu
en

cy
 (

H
z)

(g)

0 100 200 300 400 500 600
Lateral location (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T
im

e 
(s

)

(h)

0 200 400 600 800 1000 1200
Lateral location (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T
im

e 
(s

)

(i)

0 200 400 600 800 1000 1200
Lateral location (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T
im

e 
(s

)

(j)

-0.05 -0.025 0 0.025 0.05
Wavenumber (1/m)

0

10

20

30

40

50

60

70

F
re

qu
en

cy
 (

H
z)

(k)

-0.05 -0.025 0 0.025 0.05
Wavenumber (1/m)

0

10

20

30

40

50

60

70

F
re

qu
en

cy
 (

H
z)

(l)

-0.05 -0.025 0 0.025 0.05
Wavenumber (1/m)

0

10

20

30

40

50

60

70

F
re

qu
en

cy
 (

H
z)

Figure 3.5: Blended and irregularly-sampled data (P1: the best result from 800 random realizations) in the time-
space domain and the frequency-wavenumber domain. (a)-(f) Data in the common source domain. (g)-(l)
Data in the common detector domain. The left and middle columns show data before and after deblending and
data reconstruction, respectively. The right column shows differences between the reference and estimated
data. Difference plots in the frequency-wavenumber domain (f and l) are amplified by a factor of three.
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Figure 3.6: Blended and irregularly-sampled data (the proposed method) in the time-space domain and the
frequency-wavenumber domain. (a)-(f) Data in the common source domain. (g)-(l) Data in the common
detector domain. The left and middle columns show data before and after deblending and data reconstruction,
respectively. The right column shows differences between the reference and estimated data. Difference plots
in the frequency-wavenumber domain (f and l) are amplified by a factor of three.
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Figure 3.7: Objective function value at each realization. The blue and red lines represent objective function
values from the proposed approach and random realization, respectively. The black dashed line indicates data
having a median objective function value from random realizations.

The histogram in Figure 3.8 illustrates the distribution of objective function values
from the 800 random realizations. The blue line is the probability density function (PDF)
obtained from the normal distribution with the mean value of 19.2 and the standard de-
viation value of 0.47, respectively. It fits the actual data distribution reasonably well. If
we assume that it correctly describes the PDF of the outcomes of Monte Carlo optimiza-
tion schemes, we find that the cumulative probability of the objective function value of
our optimized design becomes smaller than 10−20. Although this observation may not
be applicable to other problems, statistically, this suggests that a considerable number
of random realizations are needed to obtain a result that is equivalent to our optimized
design. This presents an obvious impracticality. On the other hand, our workflow is ca-
pable of deriving it with 800 realizations. As described previously, the computational
burden of the GA and the CNN is insignificant. An extra effort, required to design the op-
timization framework such as the selection of parameters within the GA and the CNN,
should be acceptable, provided that the previously mentioned cumulative probability
density value reasonably describes the performance of our approach. The use of a single
random realization is definitely the quickest and the simplest way. Nevertheless, it po-
tentially provides a technically undesired outcome as indicated by P50. Hence, the result
demonstrates the ability of the proposed approach to effectively optimize blending and
sampling operators in a computationally affordable manner.

As described in section 2.2.2, our scheme involves an N -fold cross-validation to as-
sess classification accuracies, while training the CNN. In this example, we perform a
five-fold cross-validation at every 50 realizations (Figure 3.9). A vertical error bar de-
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Figure 3.8: Frequency distribution of objective function values from 800 random realizations overlaid with
estimated probability density function. The vertical axis on the left side indicates the frequency counts of
yellow bins in the histogram. The blue line plotted against the vertical axis on the right side represents the
probability density function derived from the normal distribution.

picts the minimum and the maximum accuracies obtained from each validation. Blue
and red circle markers represent the mean value from five cross-validations for train-
ing and testing, respectively. Due to the limited number of samples at the early stage
of the iterations, some discrepancy in accuracies between training datasets and testing
datasets is still recognizable, which is presumably indicative of high variance in the pre-
dictive model. Since we alter a threshold value and some parameters within the CNN,
the validation results among different stages are not fairly comparable. Nevertheless,
the classification performance evidently improves through the course of the iterations.
Additionally, the difference in accuracies between training sets and testing sets becomes
insignificant after a couple of hundreds of realizations where the classification achieves
roughly 90% average accuracy for both training and testing sets, with a small discrep-
ancy between the minimum and the maximum values. This indicates that our network
architecture along with selected hyperparameters manages the bias-variance trade-off
reasonably well and successfully relates the choice of survey parameters to resultant de-
blending and data reconstruction quality.

3.4. LAND DSA EXAMPLE
The same synthesized dataset obtained from the 2D Marmousi model (Figure 3.2) is used
to demonstrate a situation representing DSA acquisition in a land environment. The
same DSA scenario (Table 3.1) and spatial sampling schemes (Table 3.2) are also applied.
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Figure 3.9: Classification accuracy of the predictive model at every 50 realizations. The red and blue markers
represent mean accuracies at each five-fold cross-validation from training and testing sets, respectively. Error
bars indicate the minimum and maximum accuracies obtained from each validation.

In addition to band limitation to accommodate the DSA concept, we encode a vibro-
seis sweep signature to make our example represent a land seismic survey as shown in
Figure 3.10a. We also enhance the uniqueness of each encoded signature by the use of
spatially variant time dither (Figure 3.10b), sweep length (Figure 3.10c) and phase mod-
ulation (Figure 3.10d). In this example, the blending scenario involves two active sources
with 600 m spatial separation per blended experiment. We update the spatial distribu-
tions of detectors and four types of DSA source units (ultralow-, low-, mid- and high-
frequency units) as well as encoded signatures applied to each shot such as time dither,
sweep length and phase modulation.

In addition to our optimized design, we show some other results for comparison pur-
poses. Like the previous section, these designs employ blending and sampling operators
generated by 800 realizations of uniformly-distributed random variables. We provide
the median result, "P50", which we assume to be representative of the situation where
a single random realization is used to incorporate irregularity into parameters. We also
show the best result, "P1", which represents the outcome of a Monte Carlo approach.
These three scenarios employ the same number of sources and detectors as well as the
same blending fold [12], while they employ different designs in terms of distributions of
detectors and DSA sources as well as encoded source signatures.

Figures 3.11-3.13 show deblending and data reconstruction results from P50, P1 and
our optimized design, respectively. Although data with encoded sweep signatures em-
ploy a larger record length, they are clipped for a display purpose. Similar to the ob-
servation made in the previous section, the optimized design clearly leads to a notable
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Figure 3.10: Encoded source signatures applied in a land example. (a) Base sweep signature. (b) Time shift. (c)
Sweep length. (d) Phase rotation.

improvement in deblending and reconstruction quality. The difference plots evidently
reflect these differences, where smaller recovery errors are easily recognizable in the op-
timized design (the right column in Figures 3.11-3.13).

Figure 3.14 quantitatively describes the overall data quality of each scenario. The red
line shows the results from random realizations. The 28th realization is considered as
P1 having the smallest objective function value among the 800 solutions. The black line
indicates a median objective function value at each realization. A design having the me-
dian value after 800 realizations is selected as P50. Similar to the previous marine DSA
example, this land DSA example also demonstrates that the proposed approach effec-
tively minimizes the objective function through the course of the iterations as indicated
by the blue line.

Along with the previous section, this result confirms the viability of our approach for
deriving the blending and sampling operators, leading to the improvement of deblend-
ing and data reconstruction for different blending and spatial sampling schemes. This
also implies the wide applicability of the proposed method for acquisition in various
situations. Our forward modelling can accommodate various types of encoded signa-
tures. This accordingly enables us to simulate several scenarios that correspond to ac-
quisition in different environments. The inverse model then makes robust deblending
and reconstruction of these data achievable as described in Appendix A. The proposed
scheme allows for the simultaneous updates of blending and sampling operators and
subsequently derives an optimum design for scenarios having various blending codes
coupled with spatial sampling criteria.
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Figure 3.11: Blended and irregularly-sampled data (P50: the median result from 800 random realizations) in
the time-space domain and the frequency-wavenumber domain. (a)-(f) Data in the common source domain.
(g)-(l) Data in the common detector domain. The left and middle columns show data before and after de-
blending and data reconstruction, respectively. The right column shows differences between the reference
and estimated data. Difference plots in the frequency-wavenumber domain (f and l) are amplified by a factor
of three.
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Figure 3.12: Blended and irregularly-sampled data (P1: the best result from 800 random realizations) in the
time-space domain and the frequency-wavenumber domain. (a)-(f) Data in the common source domain. (g)-
(l) Data in the common detector domain. The left and middle columns show data before and after deblending
and data reconstruction, respectively. The right column shows differences between the reference and esti-
mated data. Difference plots in the frequency-wavenumber domain (f and l) are amplified by a factor of three.
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Figure 3.13: Blended and irregularly-sampled data (the proposed method) in the time-space domain and the
frequency-wavenumber domain. (a)-(f) Data in the common source domain. (g)-(l) Data in the common
detector domain. The left and middle columns show data before and after deblending and data reconstruction,
respectively. The right column shows differences between the reference and estimated data. Difference plots
in the frequency-wavenumber domain (f and l) are amplified by a factor of three.
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Figure 3.14: Objective function value at each realization. The blue and red lines represent objective function
values from the proposed approach and random realization, respectively. The black dashed line indicates data
having a median objective function value from random realizations.

3.5. OPTIMIZATION OF COST AND QUALITY
Seismic acquisition is almost always regarded as a trade-off between data quality and
cost. These perspectives in a seismic survey are generally in conflict, where an improve-
ment of one objective leads to a degradation of the other objective. In the previous sec-
tions, the numbers of blending fold, detectors and sources are kept constant throughout
the iterations. They are implicitly regarded as budgetary constraints in our survey de-
sign problem. When there is an insufficient rationale for their choices, the procedure
can also start with arbitrary selections. Further refinement of the constraints is quickly
applicable to subsequent iterations based on the outcomes.

Another strategy for solving this trade-off problem is to find the Pareto optimal front
via the use of multi-objective optimization. This allows us to choose the most appro-
priate solution from the Pareto front based on the current situation. Non-dominated
sorting genetic algorithm (NSGA-II) is one of the widely-used approaches, in which the
non-dominance concept was introduced into solution space [13].

This section describes an implementation of NSGA-II in a survey design problem
that aims at deriving the Pareto optimal front of data quality and survey cost. The method
seeks a set of optimal solutions that are equally good, known as Pareto-optimal solutions
in terms of misfit, diversity and spread uniformity as shown in Figure 3.15.

The workflow used in this section attempts to design survey parameters responsible
for source blending and spatial sampling of detectors and sources to match two con-
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Figure 3.15: Schematics illustrating: (a) desired Pareto-optimal solutions and (b)-(d) undesired solutions in
terms of misfit, diversity and spread uniformity, respectively.

tradictory objectives, i.e., quality and cost in a seismic survey. We derive an economic
model of survey cost as functions of blending and spatial sampling schemes, which is
used as one of two objectives to be optimized. Another objective is the quality of data
recovery. Numerical examples using a 3D orthogonal geometry outline this implemen-
tation.

Based on the matrix notation proposed by Berkhout [14] and Kinneging et al. [15],
Nakayama et al. [2] described the data arrangement for 3D geometries. In the 3D case,
the data matrix consists of a set of submatrices, referred to as the cells (Figure 3.16). The
x coordinates of detectors and the y coordinates of sources vary in the inner columns
and rows within a cell, respectively. The y coordinates of detectors and the x coordinates
of sources then vary in the outer columns and rows of the complete data matrix. 3D
seismic data can be considered as a collection of 3D single-fold datasets such as 3D de-
tector, shot and cross-spread gathers [16]. We assume no array response at detector or
source side. A fully populated data matrix then equates to an ideal dataset with perfect
spatial sampling, X, where D and S become the identity matrices (see Equation 2.1). As
shown in Figures 3.16b and c, each row and column of X represent a well-sampled 3D
detector and shot gather, respectively. A given cell in X corresponds to a well-sampled
cross-spread gather acquired by a perpendicular pair of one detector and one source line
(Figure 3.16d).

For 3D geometries, we aim at an optimal retrieval of deblended and reconstructed
single-fold data from blended and irregularly-sampled data. This study focuses on an
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Figure 3.16: Matrix representation of 3D data. Xd, Yd, Xs and Ys indicate detector and source x-y coordinates.
With perfect spatial sampling, each element of the complete data matrix becomes non-zero. Each row and
column represent a 3D detector and shot gather, respectively. Each cell corresponds to a cross-spread gather.

orthogonal geometry that can be considered as a collection of 3D cross-spread gathers
[16]. We describe a cross-spread gather acquired by the kth detector line, and by the i th

source line as:

Pk
i = Dk XSi . (3.3)

As shown in Figure 3.16, when the kth detector line and the i th source line are well-
sampled, Pk

i equates to one cell of X. We describe a well-sampled cross-spread gather

acquired by the kth detector line and by the i th source line as X k
i . With a 3D orthogonal

geometry, multiple source lines can be acquired in a blended fashion [17]. In this case, a
blended cross-spread gather can be defined by the contribution of a single detector line
and multiple source lines. In this thesis, we consider a situation where a blended cross-
spread gather is acquired by the kth detector line as well as by the i th and the j th source
lines as:

P′k
i , j = Dk XS′

i , j , (3.4)

where S′
i , j is the blended source matrix containing information on the i th and the j th

source lines, which are acquired simultaneously. We applied our iterative scheme to de-
sign an optimum cross-spread geometry defined by Dk and S′

i , j , which leads to satisfac-

tory retrieval of
〈
X k

i

〉
and

〈
X k

j

〉
from P′k

i , j . The workflow tries to minimize the objective

function based on the residual between ideal cross-spread gathers and estimated ones
defined as:

JQ(Dk ,S′
i , j ) =∑

ω

∥∥∥X k
i −

〈
X k

i

〉∥∥∥2

2
+∑

ω

∥∥∥X k
j −

〈
X k

j

〉∥∥∥2

2
. (3.5)
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We also derive an economic model that describes a unit rate for blended acquisition.
From an actual project that utilized 3D orthogonal geometries, we obtained survey rates
(expressed in US dollar per square kilometer) with different detector and source den-
sities, with different crew configurations, for both blended and unblended cases. This
information allows us to estimate the following objective function responsible for a sur-
vey rate with given Dk and S′

i , j :

JC(Dk ,S′
i , j ) = RsDs/Fbl + (RdDd +ζFbl +α)× (T ′/T ), (3.6)

where Dd and Ds indicate detector and source densities which are geometry dependent
parameters. Terms Rd and Rs indicate rates that are related detector and source efforts,
respectively. They are assumed to be proportional, respectively, to detector and source
densities. Term Fbl is blending fold so this expression is also applicable to an unblended
case where Fbl becomes one. As we assume source effort to be made solely during shoot-
ing, Rs is made inversely proportional to Fbl. Term ζ is a rate which increases proportion-
ally with blending fold, e.g., source equipment. Terms T and T ′ are survey durations for
a unblended case and a blended case with blending fold of Fbl, respectively. In Equation
3.6, Dd, Ds and Fbl are design-dependent parameters which can be obtained from Dk

and S′
i , j whereas the remaining terms are project-dependent parameters. Due to the

confidentiality, detailed figures cannot be disclosed. However, what can be mentioned
here is that a linear trend line with intercept of zero and gradient of one achieves the
r-squared value of 0.933 between actual survey rates and estimated ones using Equation
3.6. This indicates that our economic model fits to the real situation reasonably well.
Nevertheless, the cost structure generally differs from one acquisition project to another.
In practice, a tailored economical model that can fit each situation needs to be derived.
Therefore, the ability of our approach to minimize JC based on a given economic model
should be focused in this section. Non-disclosure of actual survey rates has essentially
no impact on assessing the capability of the proposed approach.

The overall acquisition-design scheme attempts to minimize JQ and JC:

~J =
[

JQ

JC

]
. (3.7)

To minimize the vectorized objective function in Equation 3.7, we utilize the NSGA-II
approach [13]. Algorithm 2 illustrates the procedure to assess the individual solution. It
starts with finding the first-rank solutions. This involves a calculation of two entities: (1)
domination count qg ,p (the number of solutions dominating a given solution, ~Cg ,p ), and

(2) a set of individuals, ~Q0
g ,p , being dominated by ~Cg ,p . For all solutions with rank one,

their domination counts become zero. For each member dominated by these solutions,
its domination count is reduced by one. Any members having a zero domination count
obtain rank two. This procedure is repeated until the ranks of all solutions are identified.

Additionally, to discriminate solutions with the same rank, we analyze their crowding
distances. An infinite crowding distance is given to two solutions within the t th rank
having the maximum and the minimum value of a given objective function (in our case
either JQ or JC). Crowding distance values for other solutions in the g th generation are
then calculated by the sum of individual distance values corresponding to each objective
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function as:

dg , j =
∣∣∣∣∣∣ JQ(~Cg , j+1)− JQ(~Cg , j−1)

max
j∈nt

JQ g , j −min
j∈nt

JQ g , j

∣∣∣∣∣∣+
∣∣∣∣∣∣ JC(~Cg , j+1)− JC(~Cg , j−1)

max
j∈nt

JC g , j −min
j∈nt

JC g , j

∣∣∣∣∣∣ , (3.8)

with
∀ j ∈ [2, . . . ,nt −1], ~Cg , j ∈ ~Ft , (3.9)

where ~Ft is a set of solutions belonging to the t th rank, and nt is the number of solutions
in ~Ft . This ensures the diversity of the new generation by assigning a higher priority to a
more isolated solution in the objective function space.

Figure 3.17 shows a velocity model consisting of horizontally flat layers along with
a high-velocity geo-body. Figures 3.18a and b show synthesized cross-spread gathers
derived from acoustic finite-difference modelling. They are considered as X k

i and X k
j ,

respectively. Figures 3.18c and d show their detector and source geometries. A detector
line and a source line are placed perpendicular to each other, along the x-axis and the
y-axis, respectively. Detectors and sources are regularly deployed with a 10 m interval.
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Figure 3.17: Velocity model used to derive synthetic datasets.

We update a set of three parameters responsible for spatial sampling of detectors
and sources contributing to the two cross-spread gathers along with activation times
applied to each source. We keep the blending fold of two where one source is activated
along the i th source line (x=600 m), while the other one travels along the j th source line
(x=1200 m). They employ a time shift ranging from 0 s to 0.256 s. Unlike examples in
the previous sections, we allow the numbers of detectors and sources to be altered. An
increase in these numbers can lead to minimizing JQ, while it adversely affects JC. Since
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Algorithm 2 Fast non-dominated sort

Input: ~C0:g (= [
~C0, . . . ,~Cg

]T
) and~J0:g (= [

~J0, . . . ,~Jg
]T

)

Output: ~F1:t (= [
~F1, . . . ,~Ft

]T
)

1: for each ~Ck,h ∈ ~C0:g do

2: ~Q0
k,h =; and qk,h = 0

3: for each ~Ci , j ( 6= ~Ck,h) ∈ ~C0:g do

4: if ~Ck,h dominates ~Ci , j then

5: Add ~Ci , j to a set of solutions, ~Q0
k,h

6: else

7: qk,h = qk,h +1

8: end if

9: end for

10: if qk,h = 0 then

11: Add ~Ck,h to solutions in the first rank, ~F1

12: end if

13: end for

14: t = 1

15: while ~Ft 6= ; do

16: ~Q =;
17: for each ~Ck,h ∈ ~Ft do

18: for each ~Ci , j ∈ ~Q0
k,h do

19: qi , j = qi , j −1

20: if qi , j = 0 then

21: Add ~Ci , j to a set of solutions, ~Q

22: end if

23: end for

24: end for

25: t = t +1

26: Add ~Q to solutions in the t th rank, ~Ft

27: end while
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Figure 3.18: Input dataset (unblended and well-sampled cross-spread gathers). (a)-(b) 3D views of cross-
spread gathers. (c)-(d) Applied detector (blue) and source (red) geometries

they apparently conflict with each other, we aim at attaining solutions along the Pareto
optimal front of these two objective functions.

Figure 3.19 shows the optimization result. The vertical axis corresponds to the scaled
survey rate which can be a representation of JC. The horizontal axis then indicates the
mean value of signal-to-noise ratio (SNR) values obtained from two deblended and re-
constructed cross-spread gathers. The SNR of a cross-spread gather acquired by the kth

detector line and the i th source line is given by:

SNRk
i = 10log10

 ∑
ω

∥∥X k
i

∥∥2

2∑
ω

∥∥X k
i −〈

X k
i

〉∥∥2

2

 . (3.10)

This SNR definition enables a direct comparison between the desired output and esti-
mated data. Since we deal with acquisition design, this permits X k

i to be known, making
this quantitative measurement applicable to our case.

The red circle markers indicate 50 realizations from the initial population where sur-
vey parameters are arbitrarily derived. The blue circle markers correspond to solutions
from the latest population after 1000 realizations. We provide three results indicated by
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magenta, cyan and green dots in Figure 3.19. The magenta dot is called "random de-
sign" which exemplifies a situation where we arbitrary derive survey parameters. The
cyan dot, called "quality design", represents a case where we update survey parameters
in a quality-oriented manner, while its survey rate is still comparable to that of the ran-
dom design. The green dot, called "economic design", is the optimized solution for a
cost-oriented purpose, while the resultant SNR value is still comparable to that of the
random design.
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Figure 3.19: Optimization results. Red circle markers indicate 50 realizations from the initial population. Blue
circle markers correspond to solutions from the latest population after 800 realizations. The magenta dot,
the cyan dot and the green dot indicate results of "random design", "quality design" and "economic design",
respectively.

Figure 3.20 compares acquisition geometries among three scenarios. Figures 3.21,
3.22 and 3.23 show shot records from sources located around y=900 m from the previ-
ously described three designs. Each case achieves reasonable deblending and data re-
construction. However, larger recovery errors are still recognizable in difference plots for
the random and economic designs as compared to the quality design.

Wide-azimuth sampling corresponds to recording a full representation of the seismic
wavefield. A broad range of azimuths is of substantial value in enhancing the illumina-
tion beneath complex geology. The technique is also capable of providing more insight
into reservoir properties such as fracture and stress characteristics of the field. In wide-
azimuth data, it is, hence, desirable to obtain satisfactory data quality among different
offsets and azimuths. We analyze the SNR for different subsets within a 3D cross-spread
gather, each of which consists of traces having similar offset and azimuth ranges. This
subset is also known as an offset vector tile (OVT) [16]. We describe offset and azimuth
ranges of a given OVT as a tile (l , m). The number l defines detectors contributing to
a tile (l ,m). These detectors are located from (l -1)×100 m to l×100 m along the x-axis.
Similarly, tile number m defines sources contributing to a tile (l , m). These sources are
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Figure 3.20: Comparison of acquisition geometries. (a)-(c) Random, quality and economic design, respectively.
(d)-(e) zoomed views of top figures.
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Figure 3.21: Shot records from random design. (a) Blended and irregularly-sampled data, P′k
i , j . (b) and (c)

Deblended and reconstructed data,
〈
X k

i

〉
and

〈
X k

j

〉
. (d) and (e) Difference, X k

i −
〈
X k

i

〉
and X k

j −
〈
X k

j

〉
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Figure 3.22: Shot records from quality design. (a) Blended and irregularly-sampled data, P′k
i , j . (b) and (c)

Deblended and reconstructed data,
〈
X k

i

〉
and

〈
X k

j

〉
. (d) and (e) Difference, X k

i −
〈
X k

i

〉
and X k

j −
〈
X k

j

〉
.
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Figure 3.23: Shot records from economic design. (a) Blended and irregularly-sampled data, P′k
i , j . (b) and (c)

Deblended and reconstructed data,
〈
X k

i

〉
and

〈
X k

j

〉
. (d) and (e) Difference, X k

i −
〈
X k

i

〉
and X k

j −
〈
X k

j

〉
.
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located from (m-1)×100 m to m×100 m along the y-axis. For example, tile (1, 1) indicates
the OVT acquired by detectors located from 0 m to 100 m along the x-axis and sources
located from 0 m to 100 m along the y-axis. Figure 3.24 shows SNR values of different
OVTs within cross-spread gathers for the three acquisition scenarios. The random de-
sign and economic design are fairly comparable although the economic design leads to
roughly 12% reduction in the survey rate (Figure 3.19). The quality design attains higher
SNR values in almost all the OVTs, which helps us to ensure amplitude variation with
offset (AVO) fidelity and/or amplitude variation with offset and azimuth (AVOAz) fidelity
of the data.

Figure 3.25 compares detector and source geometries for the solutions shown in Fig-
ure 3.19. The diamond markers indicate solutions from the initial population whereas
the circle markers indicate solutions from the latest population. Plot colour in the three
sub-plots indicates detector, source and trace density, respectively. For a well-sampled
cross-spread gather, these density values become one. For solutions with a given SNR
value or a given survey rate, the optimized designs tend to employ fewer detectors than
the designs from the initial population (Figures 3.25a and b). In general, there is a certain
imbalance between the detector and source effort, which is the case for the applied field
example where deployment of detectors is more expensive than deployment of sources.
This consequently makes detector decimation contribute more effectively to reducing
the survey cost than source decimation. Based on this imbalance, the algorithm iden-
tifies optimum detector and source distributions that, on the one hand, contribute to
reducing survey cost, yet, on the other hand, enhance data quality through the course of
iterations. As shown in Figure 3.25c, optimized designs require smaller trace densities to
attain equivalent SNR values as compared to random designs. Alternatively, optimized
designs attain higher SNR values with equivalent trace densities and/or survey rates.

NSGA-II applied to this study is capable of handling two conflicting objectives, i.e.,
cost and quality. Our implementation successfully diversifies and spreads out the solu-
tions, and consequently derives the Pareto optimal front of our acquisition design prob-
lem. All solutions along the Pareto optimal front can be regarded as equally desirable
solutions. Among these solutions, we can make a decision to identify the one that fits
the objective of the seismic survey.

3.6. DISCUSSION

In practice, certain acquisition errors in designed parameters are inevitably anticipated
even when extensive quality control is provided in the field. The outcomes from our it-
erative process provide some insights into the sensitivity of the proposed workflow with
respect to tolerance in D, S and Γ. To quantitatively describe a difference in survey pa-
rameters between two given designs, we define the following dimensionless parameter:

κi , j =λd

ψ(d)
i , j −minψ(d)

i , j

maxψ(d)
i , j −minψ(d)

i , j

+λs

ψ(s)
i , j −minψ(s)

i , j

maxψ(s)
i , j −minψ(s)

i , j

+λγ
ψ

(γ)
i , j −minψ(γ)

i , j

maxψ(γ)
i , j −minψ(γ)

i , j

, (3.11)
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Figure 3.24: SNR values of OVTs. SNR values of
〈
X k

i

〉
and

〈
X k

j

〉
, (a)-(b) for the random designs, (c)-(d) for

the quality designs and (e)-(f) for the economic design.
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Figure 3.25: Comparison of acquisition geometries among solutions shown in Figure 3.19. (a) Detector density.
(b) Source density. (c) Trace density. Diamond markers indicate solutions in the initial population. Circle
markers indicate solutions in the latest population.
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where

ψ(d)
i , j =

~d T
i · ~d j∥∥∥~di

∥∥∥
2
·
∥∥∥~d j

∥∥∥
2

, ψ(~s)
i , j =

~sT
i ·~s j

‖~si‖2 ·
∥∥~s j

∥∥
2

, ψ(τ)
i , j =

~γT
i ·~γ j∥∥~γi

∥∥
2 ·

∥∥~γ j
∥∥

2

, i 6= j . (3.12)

Vectors ~di , ~si and ~γi contain information on the spatial sampling of detectors, that of
sources and blending codes applied to the i th design, respectively (see Chapter 2 for

more details on the way to derive ~d ,~s and~γ). Terms ψ(d)
i , j , ψ(s)

i , j and ψ(γ)
i , j indicate correla-

tion between survey parameters applied to the i th design and the j th design in terms of
~d ,~s and~γ, respectively. Terms λd, λs and λγ are user-defined weights. In this study, we
weigh the three terms equally by setting each of them equal to one, makingκi , j vary from
0 to 3. A large value of κi , j means that the i th design and the j th design employ similar
survey parameters, while a small value of κi , j indicates a large difference between the
two. We analyze the best 300 designs among the 800 realizations derived from our work-
flow shown in the marine DSA example (section 3.3). This provides 194850 combina-
tions of i and j in Equation 3.11, i.e., ∀i ∈ {1,2, . . . ,300} and ∀ j ∈ {2,3, . . . ,800} where the
solutions are sorted into ascending order according to their objective function values.
Figure 3.26 contains a density plot of all 194850 κi , j values versus the corresponding ab-
solute difference between the objective function values of the i th and j th design-pair.
This analysis infers possible consequences caused by a change in survey parameters
from one design to another. There is a clear trend where the absolute differences are
inversely proportional to κ values. This observation indicates that minor or partial alter-
ations in acquisition parameters would not severely degrade the quality of deblending
and data reconstruction. On the other hand, large acquisition errors likely lead to an un-
foreseeable consequence. Anticipated acquisition errors are subject to various factors
including, but not limited to, the type of acquisition system, the environment, activities
and operations within as well as around the field. Therefore, a case-by-case analysis is
worthwhile to further envision significances of acquisition errors anticipated in the area
of interest.

We also investigate applicability of the optimized parameters obtained from a given
area to other areas having different geological contexts. Marine DSA scenarios are nu-
merically simulated using eight different subsets within the Marmousi model. We first
optimize the blending and sampling operators of the detectors and four DSA source
units in a given subset called model 1. The optimized operators from model 1, D1, S1

and Γ1, are then applied to other subsets within the Marmousi model, called models 2-8
as: 

P1
′

P2
′

...
P8

′

=


D1X1S1Γ1

D1X2S1Γ1
...

D1X8S1Γ1

 , (3.13)

where Xi (i = 1,2, . . . ,8) indicates eight different subsets of the Marmousi model. These
data are compared to those with randomly designed operators. Each dataset has the
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Figure 3.26: Density plot ofκ and absolute difference in objective function values. The warmer colour indicates
higher density having more data points within a given range of two variables. A clear trend where the absolute
difference is inversely proportional to κ is easily recognizable. This indicates that a minor or partial tolerance
in survey parameters would not severely affect the quality of deblending and data reconstruction. On the other
hand, large acquisition errors likely lead to large uncertainty in the quality of the outcome.

same blending fold and the same numbers of detectors and sources. Figure 3.27 com-
pares deblending and reconstruction results for each model. Although the operators are
established using model 1, these parameters reasonably achieve a notable enhancement
in all cases. This clearly illustrates that the optimized blending and sampling operators
from model 1 provide a certain uplift on the deblending and reconstruction quality in
other models. The difference in objective function values among models is presumably
attributable to the subsurface complexity that varies from one model to another. For in-
stance, models 6-8 cover faulting regions. These geological complexities likely make de-
blending and reconstruction more challenging. On the other hand, models 2-5 employ
relatively simple structures . Nevertheless, optimized operators yield better deblending
and reconstruction results for all models. This suggests that optimized operators using
our approach possibly enhance these processes for an area having similar subsurface
responses. Although further study is required, this possibly implies that optimization at
certain locations representing the area of interest sufficiently provides effective opera-
tors applicable to the entire field without the need for the location-by-location update of
the survey parameters.

Even though the forward and inverse models used in our workflow can be applied
to various types of seismic surveys, the proposed workflow is also capable of accommo-
dating alternative deblending and data reconstruction schemes. Additionally, the im-
plementation of other optimization methods for updating survey parameters is fairly
straightforward. Hence, the contents of the proposed workflow are freely and easily ad-
justable to make it suitable for a specific purpose in the area of interest. The selection
can be subject to geological and geophysical contexts, operational and regulatory re-
quirements, available resources and even any technical preferences. Nevertheless, the



3

72 3. SEISMIC ACQUISITION DESIGN: PART 1

1 2 3 4 5 6 7 8
Model number

10

15

20

25

O
bj

ec
tiv

e 
fu

nc
tio

n 
va

lu
e

Figure 3.27: Objective function values from different models. Blue circles indicate objective functions from the
optimized design, while red circles indicate objective functions from random designs. For results represented
by blue circles, sampling and blending operators are established with model 1 and then applied to other mod-
els.

proposed approach can effectively and efficiently deal with the significantly large prob-
lem space that is inherent to the optimization of blending and sampling operators. As
demonstrated in this study, our workflow successfully provides optimum solutions that
enhance the performance of deblending and data reconstruction. Both GAs and CNNs
possess a great advantage of flexibility allowing us to adapt them to particular problem
domains. Although the proposed workflow does not necessarily guarantee the global
convergence, acceptable solutions are attainable in a computationally efficient manner.

In sections 3.3 and 3.4, the numbers of blending fold, detectors and sources are
kept constant throughout the iterations. They are implicitly regarded as budgetary con-
straints in our survey design problem. When there is an insufficient rationale for their
choices, the procedure can also start with arbitrary selections. Further refinement of the
constraints is quickly applicable to subsequent iterations based on the outcomes. The
use of multi-objective optimizations such as NSGA-II can be considered as a good alter-
native when a reliable economic model for a given project is available. In the provided
example (section 3.5), our implementation successfully diversifies and spreads out the
solutions, and consequently derives survey designs along the Pareto optimal front of cost
and quality. This consequently allows us to find a suitable option that can satisfy both
geophysical and business objectives in the project.

The proposed workflow can be of help to a health, safety and environment (HSE)
perspective. As mentioned previously, improvement of survey efficiency by the use of
blending and sparse geometries leads to reduction of the operational risks and environ-
mental footprint in the field. Furthermore, properly designed source signatures utiliz-
ing the DSA concept prevent unnecessary acoustic exposures to the environment, while
satisfactory data quality is still attainable. The proposed workflow helps us to design
blending operators including technically, operationally and environmentally favourable
encoded signatures. In addition, the spatial distribution of the detectors and encoded
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sources can be optimized to comply with HSE requirements, while ensuring the quality
of the subsequent deblending and data reconstruction.

3.7. CONCLUSIONS
The iterative scheme for acquisition design applied in this chapter aims to find optimum
survey parameters that define the source blending and the spatial sampling of detectors
and sources. The results from this study clearly show the variation of deblending and
data reconstruction quality, attributable solely to the design of survey parameters. Op-
timizing them enhances the performance of deblending and data reconstruction. The
proposed approach integrates a GA and a CNN to make optimization feasible within an
affordable computation time. Genetic operators are capable of simultaneously updat-
ing the survey parameters, even in the case of complex blending and irregular spatial
sampling schemes that employ the DSA concept. The network architecture used for this
study successfully relates the performance of deblending and data reconstruction to the
choice of survey parameters. The classification through the CNN helps us to minimize
the computation of suboptimal designs, while keeping the optimal ones in the iterative
scheme. The proposed method is widely applicable. Our forward modelling enables us
to simulate several scenarios that resemble acquisition in different environments. The
inverse model then makes robust deblending and reconstruction of these data achiev-
able. A possible solution to optimize conflicting multi-objectives, i.e., cost and quality in
data acquisition, is also described using NSGA-II for the case where an economic model
of a survey is available. The iterative scheme presented in this chapter provides survey
parameters that lead to improved deblending and reconstruction quality. As a conse-
quence, resultant acquisition scenarios allow us to properly manage the demanding ob-
jectives in terms of quality, cost, efficiency and HSE perspectives.
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4
TOWARDS OPTIMUM SUBSURFACE

PROPERTY ESTIMATION

Blended acquisition along with efficient spatial sampling is capable of providing high-
quality seismic data in a cost-effective and productive manner. While deblending and
data reconstruction conventionally accompany this way of data acquisition, alternatively,
the recorded data can be processed directly to estimate subsurface properties. We establish
a workflow to design survey parameters that account for the source blending as well as
the spatial sampling of sources and detectors. The proposed method involves an iterative
scheme to derive the survey design, leading to optimum reflectivity and velocity estimation
via joint migration inversion. In the workflow, we extend the standard implementation of
joint migration inversion to cope with the data acquired in a blended fashion along with
irregular detector and source geometries. This makes a direct estimation of reflectivity and
velocity models feasible without the need of deblending or data reconstruction. During
the iterations, the errors in reflectivity and velocity estimates are used to update the sur-
vey parameters by integrating a genetic algorithm and a convolutional neural network.
Bio-inspired operators enable the simultaneous updates of the blending and sampling
operators. To relate the choice of survey parameters to the performance of joint migration
inversion, we utilize a convolutional neural network. The applied network architecture
discards suboptimal solutions among newly generated ones. Conversely, it carries opti-
mal ones to the subsequent step, which improves the efficiency of the proposed approach.
The resultant acquisition scenario yields a notable enhancement in both reflectivity and
velocity estimation attributable to the choice of survey parameters.

Parts of this chapter are available in a reference [1].
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4.1. INTRODUCTION
In this chapter, we describe a survey design workflow that iteratively optimizes the sur-
vey parameters related to both the blending and spatial sampling of detectors and sources,
leading to satisfactory reflectivity and velocity estimation via joint migration inversion
(JMI). JMI is an inversion process that derives a high-resolution subsurface reflectivity
model as well as a migration velocity model by estimating two independent operators
responsible for reflection and propagation [2, 3]. We extend the standard JMI imple-
mentation to handle blended and irregularly-sampled data, which is then incorporated
into the proposed survey design. The workflow utilizes errors in reflectivity and velocity
estimates from the JMI process for a given survey design. They are assigned to its objec-
tive function and are subsequently input into a survey-parameter update system based
on the integration of a genetic algorithm (GA) and a convolutional neural network (CNN)
as described in Chapter 2. Stochastic operators in the GA that imitate the theory of nat-
ural evolution allow for simultaneous updates of the blending and sampling operators
towards optimum JMI results. The implementation of the CNN aids the population man-
agement in our GA by selecting high potentials, while discarding low potentials among
newly generated solutions from genetic operators. Only survey designs classified as high
potentials in the CNN are fed into the subsequent step that involves the evaluation of
the objective function through JMI. Since JMI is computationally expensive, the use of
an antecedent classifier effectively prevents wasteful computation incurred to subop-
timal solutions, which consequently enhances the performance of the overall scheme.
We also incorporate the dispersed source array (DSA) concept [4] in the proposed survey
design. This technique utilizes a plurality of source types, each having a dedicated nar-
row bandwidth. This permits each narrow-band source to be independently deployed
to satisfy its own spatial sampling criteria determined by its frequency range and noise
considerations. Caporal et al. [5] extensively discussed its advantages in terms of geo-
physical, operational and environmental perspectives.

In our acquisition design, the aim is to find the optimum blending and spatial sam-
pling schemes, contributing to efficiency, economics and health, safety and environ-
ment (HSE), that satisfy the geophysical objectives without relying on an expensive sur-
vey acquired in an unblended and regularly well-sampled fashion. Our main objective in
this chapter is twofold: (1) to explore the effect of the choice of survey parameters on the
performance of JMI, and (2) to illustrate the proposed workflow. Numerical examples
provide the results of our approach that aims to enhance the JMI results by simultane-
ously updating different survey parameters involved in DSA acquisition.

4.2. SURVEY DESIGN WORKFLOW
Figure 4.1 illustrates the proposed survey design to find optimum D, S and Γ, while we
assume R and W, which represent all relevant seismic information of the subsurface, to
be available as prior information. Such information is available, e.g., at the development
or production stage, or when data from a previous acquisition and appropriate well logs
are available. It means that the approach is subsurface dependent.

The blue-filled step in Figure 4.1 corresponds to the forward process to generate
blended data P′ from R and W along with the current survey parameters, D, S andΓ. This
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Figure 4.1: The survey design workflow. The iterative scheme aims to output the blending and sampling op-
erators that provide the optimum deblending and reconstruction quality. The workflow starts with R and W.
The forward process in the blue-filled step derives P′ using FWMod. The inverse process in the red box then
estimates 〈R〉 and 〈W〉 from P′ using JMI. The procedure stops if the misfits between R and 〈R〉 as well as be-
tween W and 〈W〉 are sufficiently small or the maximum number of iterations is reached. If not, D, S and Γ are
updated in the green box and subsequently used in the next iteration.

forward-modelling engine is called full-wavefield modelling (FWMod) [6]. In FWMod,
reflection and transmission are assumed to take place at each depth level, described by
the reflection operator R, whereas, in-between the depth levels, the wavefields propa-
gate via the propagation operator W.

The red-filled step is the inverse process, i.e., JMI, to obtain 〈R〉 and 〈W〉 from P′,
where the angled brackets 〈 and 〉 indicate estimation. JMI iteratively derives both reflec-
tivity and velocity models using FWMod as its forward engine [3]. The implementation
of FWMod and JMI in our study is based on [2, 7], which updates and estimates one sin-
gle reflectivity parameter per grid point in R and one single slowness parameter per grid
point in W. The detailed description of JMI is also available in Appendix B. It should be
noted that proving the viability of the applied JMI algorithm is not the objective of this
study. Our main focus is on exploring and understanding the effect of acquisition design
on the performance of JMI.

Staal [7] suggested the JMI framework can be extended to blended acquisition. In
this study, we formulate the objective function in JMI as:

JJMI =
∑

ω

∥∥∆P′∥∥2
2 =

∑
ω

∥∥P′−〈
P′〉∥∥2

2. (4.1)

Here, we feed P′ directly into the JMI process. We perform JMI on the spatially regular
and well-sampled detector grid determined by X. Each blended and irregularly-sampled
shot record can be stored on this grid, yet the information is only present at active de-
tector locations defined by D. Note that this choice means that our solution is spatially
irregular in the sense that not all grid points contain detectors. However, all detectors co-
incide with grid points. By taking the grid size in X sufficiently small, the consequences
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of this choice can be largely mitigated. Together with the current reflectivity and slow-
ness estimates, FWMod simulates each blended shot record based on the given S and
Γ at the regular, well-sampled detector grid. By selecting traces from the modelled shot
records according to D,

〈
P′〉 can be obtained. This subsequently allows us to compute

the residual between P′ and
〈

P′〉 as described in Equation 4.1. The JMI procedure it-
eratively minimizes the data misfit via a gradient descent scheme. At each iteration,
reflectivity and propagation operators are updated by cross-correlating wavefields, i.e.,
the back-propagated residual wavefield and the forward-modelled wavefield, in the op-
posite directions and in the same direction, respectively [8]. In our case, empty traces
corresponding to detector locations that are not present in D are also used in the back-
propagation in JMI along with the forward-propagation of the blended source wavefield
determined by S and Γ.

The overall acquisition-design scheme attempts to minimize the residue between R
and 〈R〉 as well as W and 〈W〉:

~J =
[

JR

JW

]
=

[∑
ω

∥∥∆R̂
∥∥2

2∑
ω ‖∆W‖2

2

]
=

[∑
ω

∥∥R̂−〈
R̂

〉∥∥2
2∑

ω ‖W−〈W〉‖2
2

]
, (4.2)

where~J is the objective function vector containing errors in R̂ and W. The term R̂ repre-
sents a scalar reflectivity field converted to the space-time domain such that any unde-
sired effects from errors in 〈W〉 on JR are avoided.

The green-filled step in Figure 4.1 updates the blending and sampling operators that
are subsequently carried into the next iteration. The procedure stops once the objective
function is sufficiently small, or the maximum number of iterations is exceeded. There-
fore, our approach iteratively computes the acquisition design parameters D, S and Γ

that minimize the objective function vector, meaning that optimum reflectivity and ve-
locity estimates can be obtained. Since FWMod is also used in the forward model engine
of JMI, errors in the JMI results are attributable fundamentally to the choice of survey
parameters.

To minimize the vectorized objective function in equation 4.2, we utilize non-dominated
sorting and crowding distance approaches [9]. Algorithm 2 in Chapter 3 illustrates the
procedure to assess the individual solution. To discriminate solutions with the same
rank, we analyze their crowding distances. As mentioned previously, an infinite crowd-
ing distance is given to two solutions within the t th rank having the maximum and the
minimum value of a given objective function (in our case either JR or JW). Crowding dis-
tance values for other solutions in the g th generation are then calculated by the sum of
individual distance values corresponding to each objective function as:

dg , j =
∣∣∣∣∣∣ JR(~Cg , j+1)− JR(~Cg , j−1)

max
j∈nt

JR g , j −min
j∈nt

JR g , j

∣∣∣∣∣∣+
∣∣∣∣∣∣ JW(~Cg , j+1)− JW(~Cg , j−1)

max
j∈nt

JW g , j −min
j∈nt

JW g , j

∣∣∣∣∣∣ , (4.3)

with
∀ j ∈ [2, . . . ,nt −1], ~Cg , j ∈ ~Ft . (4.4)

This ensures optimization of JR and JW along with the diversity of the new generation by
assigning a higher priority to a more isolated solution in the objective function space.
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4.3. NUMERICAL EXAMPLE
We numerically simulated four acquisition scenarios: one representing standard blended
acquisition and the other three incorporating the DSA concept. Table 4.1 summarizes
the spatial sampling schemes used in this study. In the standard scenario, detectors and
sources are deployed regularly, while, in the other three scenarios, the geometries are
irregular. Additionally, the three DSA scenarios employ fewer shot points than the stan-
dard one. Figure 4.2 and Table 4.2 compare the source properties of the standard and
DSA scenarios. The standard scenario uses a spatially-uniform source signature with
a wide frequency range. On the contrary, the DSA scenarios employ three source types,
each having a dedicated narrow frequency bandwidth and a spatial sampling scheme ac-
cording to its frequency range. This illustrates that the DSA scenarios emit significantly
less energy in both space and frequency. Note that we applied dedicated low frequency
sources, called DSA source type 1, whose frequency range, starting at 2 Hz, is not well
covered by the source used in the standard scenario whose frequency range starts at 4
Hz (Figure 4.2 and Table 4.2). The DSA concept allows a lower-frequency source to be
more coarsely sampled and a higher-frequency one to be more densely sampled. This
effectively prevents both the oversampling of the lower frequencies and undersampling
of the higher frequencies [4, 5]. Additonally, the sampling scheme can be adjusted to
noise requirements in the particular frequency bands.

Standard DSA

Detector interval 40 m at regular irregular
Number of detectors 50 50
Source interval 20 m at regular irregular
Number of sources 100 70 (see Table 4.2)

Table 4.1: Detector and source sampling in standard and DSA scenarios.

Frequency range (Hz) Number of sources

Standard source 4-8-24-40 100
DSA source type 1 2-4-6-10 10
DSA source type 2 4-8-12-20 20
DSA source type 3 8-16-24-40 40

Table 4.2: Source properties in standard and DSA scenarios. Four corner frequencies: (1) low-cut, (2) low-pass,
(3) high-pass and (4) high-cut, describe the frequency rage of each source type. As compared to the standard
scenario, the DSA scenario employs fewer sources, each having a limited bandwidth.

Figure 4.3 shows a blended shot record from the standard scenario and one from a
DSA scenario that exemplifies our blending and spatial sampling schemes. Unlike the
standard scenario shown in Figure 4.3a, sources with different frequency responses are
blended in the DSA scenario shown in Figure 4.3b. Our synthetic data contain both pri-
mary and multiple reflections. These data are directly fed into the JMI process to obtain
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Figure 4.2: Source responses in the frequency-space domain. (a) Standard scenario using spatially uniform
source signatures with a large bandwidth. (b) DSA scenario using three types of source units, each having
specific spatial sampling and a dedicated small bandwidth.

(a)

0 500 1000 1500 2000
Lateral location (m)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
im

e 
(s

)

(b)

0 500 1000 1500 2000
Lateral location (m)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Ti
m

e 
(s

)

Figure 4.3: Blended shot record. (a) A blended shot record from the standard case where two sources employ
the same signature with a regular detector interval. (b) A blended shot record from the DSA case where two
sources employ different bandwidths and activation times with an irregular detector interval.

reflectivity and velocity estimates, i.e., without separation of overlapping shots and re-
construction of missing traces.

For comparison purposes, we provide three DSA scenarios, two of which are ob-
tained from blending and sampling operators created by 800 realizations of uniformly-
distributed, random variables. We derived the probability density function (PDF) by
kernel density estimation using the 800 realizations. We show one result, called "P50",
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Figure 4.4: Acquisition scenarios used in this study: (a) Standard, (b) P50, (c) P1 and (d) optimized designs.
Each figure contains two plots: spatial sampling of detectors (top) and that of sources as well as activation
times (bottom). In the standard scenario, all sources employ the same signature with irregular activation times
and with a regular detector interval. In three DSA scenarios, blue, green and red circle markers with different
marker sizes correspond to DSA source type 1, 2 and 3, respectively. Activation times of these DSA sources are
irregular with an irregular detector interval.

having the mode value in the estimated PDF, which we assume to be representative for
the situation where we rely on a single random realization to embed irregularity into
blending and sampling operators. In addition, we provide the best result, "P1", which
is assumed to represent the outcome of a Monte Carlo approach. The three scenarios
(standard, P50 and P1) are compared with the result from our optimized design derived
from 800 realizations.

Figure 4.4 shows the acquisition configurations applied to the standard and three
DSA scenarios, respectively. In our examples, the detectors and sources are placed at
the surface (zd = zs = 0 m). The detectors are stationary, making the maximum offset in
the data 2000 m. All scenarios use the same number of detectors, yet they are deployed
differently. In each record of this study, two active sources are blended with a 1000 m
distance separation, having different activation times ranging from 0 s to 0.256 s. In the
DSA scenarios, three types of source units are irregularly distributed (see also Table 4.2).

Figures 4.5a-b show the true subsurface properties used in this study in terms of
reflectivity and velocity, respectively. The model contains a lens-shaped high-velocity
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Figure 4.5: Subsurface model used in this study: (a) true reflectivity model, (b) true velocity model; (c) initial
reflectivity model, and (d) initial velocity model.

body above three, weak horizontal reflectors. Figures 4.5c-d show the initial reflectivity
model, which involves no contrast, and the initial velocity model, which contains a gra-
dient only. The estimation by JMI starts with these models having (almost) no indication
of true geological features.

Figures 4.6a-b show the JMI results from the standard acquisition design. Although
some oblique lineaments are still recognizable below the lens body, both reflectivity and
velocity models are estimated reasonably well. Figures 4.6c-d show the JMI results from
P50. This scenario apparently accentuates linear artefacts, leading to some jitter on the
three horizontal reflectors. The lateral velocity variation, particularly beneath the high-
velocity lens, adversely affects the kinematics of wave propagation. This explains the
undesired structural undulations on the three reflectors. As compared to P50, some im-
provements are observable in P1 (Figures 4.6e-f). However, it still is hard to find a jus-
tifiable rationale for the applied DSA scheme as compared to the standard one in terms
of the JMI quality. The optimized design, however, attains notable enhancement in the
JMI results (Figures 4.6g-h). The lens-shaped body can be easily delineated in both re-
flectivity and velocity estimates. Reduction of artefacts improves the coherency of the
reflectors. The optimized design also achieves a robust estimation of the velocity model,
which enables all the reflectors to be recovered close to their actual locations. Particu-
larly, we can notice clear enhancement in flatness of three horizontal reflectors beneath
the lens body. Even edge effects are well reduced in the optimized design as compared
to the other three scenarios.



4.3. NUMERICAL EXAMPLE

4

83

(a)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

-0.5

-0.25

0

0.25

0.5

(b)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

1800

2000

2200

2400

2600

V
el

oc
ity

 (
m

/s
)

(c)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

-0.5

-0.25

0

0.25

0.5

(d)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

1800

2000

2200

2400

2600

V
el

oc
ity

 (
m

/s
)

(e)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

-0.5

-0.25

0

0.25

0.5

(f)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

1800

2000

2200

2400

2600

V
el

oc
ity

 (
m

/s
)

(g)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

-0.5

-0.25

0

0.25

0.5

(h)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

1800

2000

2200

2400

2600

V
el

oc
ity

 (
m

/s
)

Figure 4.6: Estimated reflectivity and velocity models: (a)-(b) standard, (c)-(d) P50, (e)-(f) P1, and (g)-(h) op-
timized design, respectively. The notable enhancement in the performance of JMI due solely to the choice of
survey parameters is easily recognizable.
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In addition to the observations made from reflectivity and velocity estimates, Fig-
ure 4.7 quantitatively differentiates the overall data quality of each scenario. Figure 4.7a
shows a cross plot of JR against JW from 800 random realizations. The colours of the cir-
cle markers indicate the number of the realization. The blue, green, red and cyan squares
represent the standard, P50, P1 and optimized design, respectively. The three dashed
lines in Figure 4.7a are constant probability density contours each of which represents
the boundary of the area that contains a certain percentage (25%, 50% and 75% from
the inner to the outer contour) of the estimated PDF. It shows a close to unimodal distri-
bution indicating an increase in data points towards a single peak in the JR − JW space.
This implies that P50 obtained from the mode value in the PDF is expected to reasonably
represent the anticipated data quality in the case where we use a single random realiza-
tion to design blending and sampling operators. If it is assumed that the PDF based on
the outcome of our Monte Carlo optimization procedure is correct, we observe that the
cumulative probability of the objective-function values from our optimized design turns
out to be smaller than 10−13. Statistically, this suggests that an enormous number of ran-
dom realizations are needed to reach a result that is equivalent to our optimized design.
On the other hand, our workflow is capable of obtaining it with 800 realizations. Figure
4.7b shows a cross plot of JR against JW from our approach. This clearly demonstrates
that the proposed workflow effectively and efficiently minimizes both JR and JW through
the course of iterations. The optimized DSA acquisition scenario consequently leads to
proper reflectivity and velocity estimates even when compared to the standard design,
which employs more source effort.
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Figure 4.7: The progress of the optimization from (a) random realization and (b) proposed approach. Plot
colours indicate the realization number. The blue, green, red and cyan squares are the results from the stan-
dard, P50, P1 and optimized design, respectively. In (a), the three dashed lines are constant probability density
contours from kernel density estimation each of which represents the boundary of the area that contains a
certain percentage of data points (25%, 50% and 75% from the inner to the outer contour).

As described previously, we performed a five-fold cross-validation at every 50 realiza-
tions to evaluate classification accuracies, while training the CNN (Figure 4.8). A vertical
error bar indicates the minimum and the maximum accuracies obtained from each vali-
dation. Blue and red circle markers represent the mean value from five cross-validations
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for training and testing, respectively. Although we adjusted the regularization strength
applied on each weight in the network and the number of epochs to obtain a reliable
model, due to the insufficient number of samples, the testing results still exhibit some
indication of overfitting at the early stage of the iterative procedure. Since we altered
the threshold criterion and some parameters within the CNN as mentioned previously,
the validation results among different stages are not directly comparable. Nevertheless,
the classification performance evidently improves through the course of iterations. Ad-
ditionally, the difference in accuracies between training sets and testing sets becomes
insignificant after a couple of hundred realizations, where the classification achieves
accuracies well above 90% for both training and testing sets with a small discrepancy
between the minimum and the maximum values. This indicates that our network archi-
tecture, along with the chosen hyperparameters, manages the bias-variance trade-off
reasonably well and successfully relates the survey parameters to the resultant JMI qual-
ity.
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Figure 4.8: Classification accuracy of the predictive model at every 50 realizations. The red and blue markers
represent mean accuracies at each five-fold cross-validation from training and testing sets, respectively. Error
bars indicate the minimum and maximum accuracies obtained from each validation.

4.4. DISCUSSION
Insufficiencies in quality and quantity of available subsurface information potentially
cause uncertainty in R and W used to optimize survey parameters in the proposed work-
flow although its degree varies with the situations. In this respect, we investigated the
effect of this uncertainty on the JMI results. Figure 4.9a depicts velocity perturbations
applied to the true model where we randomly modified the velocity of each layer with
a value in the range of ±100 m/s. These velocity perturbations enable each subsurface
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model to employ different R and W. For each arbitrarily derived subsurface model, we
performed FWMod to simulate four different datasets P′ using the four survey designs
discussed earlier (standard, P50, P1 and optimized). We then applied JMI to these four
datasets to obtain different reflectivity and velocity estimates. As shown in Figure 4.9b,
this procedure was applied to the twelve subsurface models. Figure 4.10 shows a com-
parison among the JMI results from the four different acquisition scenarios for each sub-
surface model. The vertical axes of Figures 4.10a-b indicate relative differences in JR

and JW, respectively, with respect to the corresponding objective function values from
the optimized design. A negative value indicates that the optimized design attains the
smaller misfit. The figure clearly shows that our optimized design achieves proper re-
flectivity and velocity estimates for all the models. Although certain variations can be
observed among different subsurface models, the relative relationship among the four
designs in terms of JMI quality still holds. For the reflectivity estimation, the standard
and optimized designs attain comparable results. Next, P1 produces a somewhat less
optimal outcome, followed by P50. For the velocity estimation, a distinct improvement
can be seen in the optimized design. It clearly outperforms the standard design as well
as the P1 design, the two of which provide almost comparable results. Then, the P50
result is suboptimal for all the subsurface models. Hence, this potentially indicates that
blending and sampling operators derived from our approach can still provide optimum
JMI results even when prior subsurface properties used for the survey design are not
precisely known.

One of the unique properties of JMI is its ability to explain and utilize multiple re-
flections. They can provide subsurface illumination at different angles from the same
shot and may carry information on areas that primaries cannot reach [10, 11]. Inter-
nal multiples are also capable of illuminating the subsurface in downward and upward
directions [12]. By treating multiples as signal, they can also assist primaries in the sub-
surface illumination, provided that proper processing algorithms are implemented. For
instance, Berkhout and Verschuur [13] illustrated a contribution of multiples by compar-
ing JMI results with and without the use of multiples. Seismic surveys are often designed
to sample primary reflections. On the contrary, less emphasis is given to multiples as
they are usually to be attenuated in the subsequent processing. Exploiting features of
multiples potentially allows us to ease the sampling requirements in data acquisition
[11]. Alternatively, it can enhance the subsurface illumination with the same acquisition
effort [14]. The proposed workflow, aimed at improving the JMI results, then enables
us to derive acquisition scenarios that can account for the effect of both primary and
multiple reflections in the area of interest.

In this study, we utilize the standard implementation of JMI based on [2, 7], which
disregards certain subsurface characteristics. In this respect, some recent studies have
been carried out towards exploring phenomena which are not explained in the stan-
dard framework such as mode conversion [3], angle-dependent reflectivity [15], hori-
zontal wave propagation [16] and anisotropy [17]. The research has been also extended
to other perspectives such as applications to 3D data [18], time-lapse data [19] and in-
tegration of JMI and full-waveform inversion (FWI) [20]. Furthermore, the presented
numerical examples were designed fundamentally to demonstrate the proposed survey
design scheme. To this end, a simple 2D subsurface model was chosen, which may not



4.4. DISCUSSION

4

87

(a)
Model 1

0 500 1000 1500 2000

0

100

200

300

400

500

D
ep

th
 (

m
)

Model 2

0 500 1000 1500 2000

0

100

200

300

400

500

Model 3

0 500 1000 1500 2000

0

100

200

300

400

500

Model 4

0 500 1000 1500 2000

0

100

200

300

400

500

D
ep

th
 (

m
)

Model 5

0 500 1000 1500 2000

0

100

200

300

400

500

Model 6

0 500 1000 1500 2000

0

100

200

300

400

500

Model 7

0 500 1000 1500 2000

0

100

200

300

400

500

D
ep

th
 (

m
)

Model 8

0 500 1000 1500 2000

0

100

200

300

400

500

Model 9

0 500 1000 1500 2000

0

100

200

300

400

500

Model 10

0 500 1000 1500 2000

Lateral location (m)

0

100

200

300

400

500

D
ep

th
 (

m
)

Model 11

0 500 1000 1500 2000

Lateral location (m)

0

100

200

300

400

500

Model 12

0 500 1000 1500 2000

Lateral location (m)

0

100

200

300

400

500 -100

-80

-60

-40

-20

0

20

40

60

80

100

V
el

oc
ity

 (
m

/s
)

(b)
( ) ( )

Std Std

( ) ( )

P1 P1

( ) ( )

P50 P50

( ) ( )

Opt Opt

,

,

,

,

i i

i i

i i

i i

R W

R W

R W

R W

Comparison  

for the ith model  

( )

Std

( )

P1

( )

P50

( )

Opt

'

'

'

'

i

i

i

i

P

P

P

P

JMI 

Std Std Std

P1 P1 P1

P50 P50 P50

Opt Opt Opt

( ) ( )

, ,

, ,

, ,

, ,

,i i

D S Γ

D S Γ

D S Γ

D S Γ

R W

FWMod 

1,2, ,12i 

Figure 4.9: Analysis on the effect of uncertainty in prior subsurface information. (a) Various velocity pertur-
bations applied to the subsurface model. (b) Procedure of the analysis for the i th subsurface model. For sub-
scripts in matrices, "Std", "P1", "P50" and "Opt" refer to the applied acquisition scenario.
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Figure 4.10: JMI results for different designs from different subsurface models: (a) reflectivity estimate and (b)
velocity estimate. The plots in blue, red and green show relative differences between JMI results with respect
to the optimized design for the standard, P1 and P50 design, respectively.

reflect the geological complexity encountered in actual fields. Hence, our future work is
aligned with the recent developments in JMI, coupled with the use of more complex and
realistic 3D subsurface scenarios.

This study demonstrates that optimally designed survey parameters lead to JMI re-
sults that are better than the results obtained with the standard scenario. Alternatively,
the same results could have been obtained with the optimum survey in a more efficient
and cost-effective manner. Furthermore, the implementation of DSA is of help in con-
tributing to a health, safety and environment (HSE) perspective [5]. The emission of
acoustic energy may incur a potential environmental risk, particularly in marine sur-
veys. Sound pressure level (SPL) and sound exposure level (SEL) are of primary concern
to determine the effects of an acoustic source on the marine environments, in partic-
ular on marine mammals [21]. Airgun clusters that generate an impulsive signal are
widely used in the industry. As a broad frequency range of acoustic energy is instan-
taneously generated, the technique inevitably accentuates the peak pressure. Further-
more, these conventional marine sources inevitably emit high frequency components,
e.g., well above 100 Hz, which are normally discarded in seismic imaging yet signifi-
cantly overlap with the hearing ranges of odontocetes and pinnipeds [21]. The use of
dedicated narrow-band sources decreases both the peak amplitude and the total energy
for each shot. It is also capable of preventing a seismic survey from the emission of
unnecessary frequency components, yet of acquiring the information needed to char-
acterize the subsurface. Hence, the technique contributes to reducing both SPL and
SEL. The optimized DSA scenario uses reduced source locations without adversely af-
fecting the data quality. These elements lower the total energy accumulated over the
survey duration, known as cumulative SEL. Reduced survey duration with the DSA con-
cept also contributes to minimizing HSE risks in the field. In a certain number of shot
locations, heavy and large devices, required for generating broad frequency range, can
be replaced with light and compact devices, dedicated to generating the high-frequency
range. This likely enhances the manoeuvrability of source units, which potentially allows
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for safer operations. Our optimization scheme is, therefore, capable of designing an ef-
ficient, cost-effective and environmentally favourable seismic survey that also enhances
the performance of JMI.

4.5. CONCLUSIONS
The survey design introduced in this study simultaneously optimizes parameters that
determine the source blending and the spatial sampling of detectors and sources, which
incorporate the DSA concept. The numerical examples in this study demonstrate that
the JMI results can vary with the design of survey parameters. Optimally designed pa-
rameters lead to the enhancement of both reflectivity and velocity models estimated di-
rectly from blended and irregularly-sampled data. The proposed approach integrates a
GA and a CNN to make the optimization of survey designs feasible within an affordable
computation time. Genetic operators coupled with non-dominated sorting are capable
of minimizing errors in reflectivity and velocity models by simultaneously updating the
survey parameters. The workflow can effectively deal with complex blending and spa-
tial sampling schemes that employ the DSA concept. The neural network architecture
applied to this study successfully relates the performance of JMI to the choice of survey
parameters. It helps us to minimize the computation of suboptimal designs while keep-
ing the optimal ones into the iterative scheme. The proposed approach provides survey
parameters to enhance the results of JMI that have been obtained by directly processing
blended and irregularly-sampled data without the need for deblending or data recon-
struction. The resultant acquisition scenarios allow us to optimally estimate subsurface
properties at an affordable cost and with a low environmental footprint.
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5
APPLICATION THROUGH THE FIELD

LIFE

Acquisition of multiple seismic datasets at different moments in time, often called 4D or
time-lapse seismic, is capable of satisfying the continuously increasing demand for high-
quality subsurface images to reveal both static and dynamic elements during the field
development. However, in practice, challenges of pursuing this strategy lie in different
perspectives related to budgetary, operational and regulatory constraints. Seismic sur-
veys, performed in a compressed manner in time and/or space, can provide high-quality
seismic datasets in a cost-effective and productive manner. This way of acquisition nor-
mally accompanies decompression of recorded data such as deblending and/or data re-
construction. The performance of this recovery process is of fundamental importance in
determining the technical success of compressed measurements. Our proposed approach
aims at realizing the benefits from compression in data acquisition, contributing to cost,
efficiency, health, safety and environment perspectives, while recovering deblended and
reconstructed data of sufficient quality. The approach deals jointly with deblending and
data reconstruction via a sparse inversion in the frequency-wavenumber domain, coupled
with constraints on causality and coherency. Additionally, we formulate a single objective
function aimed at sharing static information among vintages and, at the same time, at
extracting dynamic changes in the reservoir of interest according to prior subsurface infor-
mation. We apply the proposed approach to both synthetic and real data. A comparison
with a strategy that independently recovers compressed datasets demonstrates the viability
of the proposed simultaneous method to effectively enhance the quality of recovered data
and extract reliable time-lapse signatures. We subsequently examine the effect of acqui-
sition parameters on the recovery results. As compared to arbitrarily selected parameters,
the iterative survey design proposed in this thesis derives compressed time-lapse measure-
ments that enable each individual vintage to attain an enhanced subsurface image and
time-lapse responses that are reasonably consistent with the dynamics in the field.

Parts of this chapter are available in references [1–3].
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5.1. INTRODUCTION

It is well-recognized that seismic data are indispensable in hydrocarbon exploration.
The information from seismic data also plays a vital role in various phases in the field de-
velopment. Multiple seismic datasets are often acquired at different stages, from the ex-
ploration phase all the way to the improved oil recovery/ enhanced oil recovery (IOR/EOR)
phase. The increasing demands towards high-quality seismic data during the field devel-
opment profile leads to the need of considerable investment in data acquisition. Mean-
while, there is also a continuous requirement in cost reduction. The acquisition of data
in a compressed manner in space and time, e.g., via the application of blended acqui-
sition and/or sparse geometries, has drawn considerable attention as the approach is
capable of enhancing operational efficiency as well as data quality [4–10]. Furthermore,
the enhancement in the survey productivity contributes to minimizing health safety and
environment (HSE) exposure in the field.

The outcome from subsequent decompression of recorded data, comprising of de-
blending and/or data reconstruction, is of primary importance in implementing this way
of data acquisition. To realize its benefits throughout field development, this chapter
introduces a method to recover compressed, time-lapse datasets. The proposed frame-
work jointly applies deblending and data reconstruction to multiple time-lapse datasets
in a simultaneous fashion. We formulate an iterative scheme to promote sparsity of so-
lutions while minimizing data misfits. Additionally, it enables different vintages to com-
municate with each other to share static elements, which are considered to be time-
invariant during the time-lapse measurements, and to extract production-related dy-
namic changes in the area of interest according to prior subsurface information. In ad-
dition to blending and irregular spatial sampling of both detectors and sources, the ac-
quisition scenarios of our study incorporate the dispersed source array (DSA) concept
[11, 12]. We also explore the effect of survey design on the performance of simultaneous
data recovery. We utilize the iterative survey design to understand how the optimization
of acquisition geometries can contribute to enhancing data recovery results in terms of
image quality of each vintage as well as retrieval of time-lapse information. This section
also discusses the potential benefits of compressed data acquisition along with subse-
quent simultaneous recovery, i.e., satisfying the increasingly demanding geophysical re-
quirements during the field development while contributing to the business and HSE
perspectives.

5.2. DATA RECOVERY FOR TIME-LAPSE DATASETS

The processes of separating blended data and reconstructing missing data share a cer-
tain resemblance. Both processes are often treated as inverse problems that involve iter-
ative estimation of desired signals and subtraction of undesired ones, i.e., blending and
aliasing noise, respectively, in the model space domain. Kutscha and Verschuur [13], for
instance, imposed an L1 constraint in the Focal domain to handle the reconstruction
problem. Kontakis and Verschuur [14] then extended this scheme to deblending. Addi-
tionally, Li et al. [15], Cheng and Sacchi [16], Cao et al. [17] jointly dealt with deblending
and reconstruction. Oghenekohwo et al. [18], Wason et al. [19] presented synthetic stud-
ies that simultaneously recover time-lapse datasets acquired with compressed source
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sampling. Our recovery algorithm essentially follows [2, 20] which utilized a sparse inver-
sion in the frequency-wavenumber domain, coupled with constraints on causality and
data coherency (see Appendix A for more details on the data recovery process). Similarly
to the approach of [21], we introduce the following objective function of an inversion
scheme for time-lapse datasets:

J =
N∑

n=1

∑
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(5.1)

where the first term corresponds to the associated least-squares minimization of data
misfits for all the vintages (n = 1,2, ..., N , with n = 1 indicating the baseline). Matrix L is
the transform operator to the wavenumber domain where we perform deblending and
data reconstruction. The second term promotes sparsity of the solutions in the trans-
form domain. The third term poses an L2 constraint on time-lapse differences among
all the surveys. This enables us to impose an anticipated production profile and sub-
sequently to let all the vintages communicate with each other during the minimization
process. MatrixΛ is a spatial weighting operator in the space-time domain derived from
prior subsurface information, and ◦ denotes the Hadamard product. Matrix

〈
X̂
〉

indi-
cates an estimate of the deblended and reconstructed data converted to the space-time
domain. Matrix

〈
X̂m

〉
is a suitably chosen estimate that contains data related to static el-

ements during the field production. Parameters λ1 and λ2 are weighting factors applied
to the second and third term, respectively. In this study, we assume a proper version of
Λ to be available by the time of processing of the second survey, which is often planned
after the areal extent and thickness of hydrocarbon accumulations are reasonably well
determined.

5.3. DATA RECOVERY RESULTS

5.3.1. SYNTHETIC DATA EXAMPLE
We numerically simulated time-lapse datasets acquired at five different acquisition times
using full wavefield modelling [22]. Figure 5.1 shows the velocity and reflectivity models
used to simulate the baseline survey, i.e., the 1st vintage, in this study. Figure 5.2 then
describes velocity and reflectivity perturbations applied to the subsequent four surveys.
The model exhibits relatively simple anticline structures. While a good rule of thumb for
seismic detection is that acoustic impedance changes between surveys should be larger
than 4% [23], the applied scenario employs a slightly smaller response. Figure 5.3a shows
unblended and well-sampled data, considered as the reference data. As shown in Figure
5.3b incoherent noise is added to the reference data. They are fed into the proposed re-
covery scheme. Figures 5.3c and d compare time-lapse responses from the 1st vintage to
the 5th vintage without and with the noise. It is evident that the level of the applied noise
is strong enough to mask the time-lapse signatures.

Our acquisition scenarios incorporate the DSA concept. Fig 5.4 shows blended and
irregularly-sampled shot records from five vintages. Incoherent noise is added after we
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Figure 5.1: Velocity and reflectivity models at the time of the 1st survey.

generate blended and irregularly-sampled data from noise-free, unblended and well-
sampled data. The DSA scenarios employ three source types, each having a dedicated
narrow frequency bandwidth and a spatial sampling scheme according to its frequency
range. The DSA concept allows a lower-frequency source to be more coarsely sampled
and a higher-frequency one to be more densely sampled. This effectively prevents both
the oversampling of the lower frequencies and undersampling of the higher frequencies[11,
12]. In our examples, detectors and sources are placed at the surface (z0 = 0 m). The de-
tectors are stationary, causing the maximum offset in the data to be 2400 m. All scenarios
use the same number of detectors, yet they are deployed differently in an irregular and
sparse fashion (Table 5.1). In each record of this study, two sources are blended hav-
ing different activation times ranging from 0 s to 0.256 s. Three types of DSA source
units (type 1: low-frequency, type 2: mid-frequency, type 3: high-frequency) are irregu-
larly distributed according to the requirements defined in Table 5.1. We arbitrarily select
these survey parameters using realizations from random variables according to a dis-
crete uniform distribution in which no particular attention is involved in the replication
of detector positioning or source positioning. We also enable different DSA source types
to be deployed at the same location in different vintages. This means that source re-
sponses are not repeatable in our case.

Figure 5.5 shows the acquisition configurations applied to the five vintages. These
survey parameters lead to a significant reduction in the size of P′ with respect to the
reference data. In this numerical example, we compress the size of the data matrix to
roughly 12% of its original size. This number can be potentially translated to the amount
of time, cost and HSE exposure that the applied acquisition strategy is able to minimize.
In this study, we aim at retrieving a deblended, regularly and well-sampled, broadband
dataset from the acquired blended, irregularly and sparsely sampled, DSA dataset.

Figure 5.6 shows deblended and reconstructed data as well as difference plots for the
so-called independent approach. In this approach, each estimate is derived separately
without communicating with each other. This means that N in Equation 5.1 is set at
one for recovering each dataset. Note that a mute has been applied to remove all noise
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Figure 5.2: Time-lapse changes in subsurface properties throughout time-lapse measurements. (a)-(d) Veloc-
ity perturbations at the times of the 2nd to the 5th surveys with respect to the 1st survey. (e)-(f) Reflectivity
perturbations at the times of the 2nd to the 5th surveys with respect to the 1st survey. The applied time-lapse
scenario leads to slightly smaller than 4% acoustic impedance change.

X P′

Detector interval 20 m at regular irregular
Number of detectors 120 60
Source interval 20 m at regular irregular
Number of sources 120 56 (8-16-32)

Table 5.1: Detector and source sampling schemes applied to synthetic data examples for unblended and well-
sampled data (X) and blended and irregularly-sampled data (P′). Three numbers within round brackets corre-
spond, respectively, to the numbers of DSA source type 1 (low frequency), DSA source type 2 (mid frequency)
and DSA source type 3 (high frequency).
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Figure 5.3: Unblended and well-sampled data. (a)-(b) Unblended and well-sampled shot records from the 1st

survey without and with incoherent noise. (c)-(d) Time-lapse responses between the 1st and the 5th surveys
without and with incoherent noise, both of which are amplified by a factor of ten.
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Figure 5.4: Blended and irregularly-sampled data. (a)-(e) Blended and irregularly-sampled shot records from
the 1st through the 5th survey, respectively. Each vintage employs different blending and spatial sampling
schemes.
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Figure 5.5: Acquisition scenarios applied to synthetic data examples. (a)-(e) Plots showing the spatial sampling
of detectors (top) and that of three DSA source types as well as activation times (bottom) from the 1st through
the 5th survey, respectively.



5

100 5. SEISMIC ACQUISITION DESIGN: PART 3

(a)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(b)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(c)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(d)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(e)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(f)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(g)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(h)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(i)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

(j)

0 500 1000 1500 2000
Laterallocation (m)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
im

e 
(s

)

Figure 5.6: Deblended and reconstructed data (Independent approach). (a)-(e) Recovered shot records from
the 1st through the 5th survey, respectively. (f)-(j) Difference plots (noise-free, unblended and well-sampled
data minus recovered data) from the 1st through the 5th survey, respectively.

prior to the first arrival. Figure 5.7 shows the results obtained via the proposed scheme,
called the simultaneous approach. They show discernible differences, attributed solely
to the way the information from different vintages is utilized. The simultaneous ap-
proach clearly leads to improved data recovery for all vintages. Table 5.2 summarizes
the signal-to-noise ratio (SNR) values from the different scenarios defined as:

SNR = 10log10

( ∑
ω ‖X‖2

2∑
ω ‖X−〈X〉‖2

2

)
. (5.2)

Results from the first row of Table 5.2 represent the performance of the independent
approach, allowing no information to be shared among vintages. The second to fifth
rows correspond to the results from the proposed simultaneous approach, each using
datasets available at the time of acquisition. For instance, the SNR values in the third
row indicate deblending and reconstruction results using vintages 1, 2 and 3. We can
clearly observe the enhancement of the SNR values as more time-lapse datasets are fed
into the simultaneous recovery scheme.

Figure 5.8 shows two migrated sections of recovered data from the 1st survey, for the
independent approach and the simultaneous approach, respectively. In both cases, we
use the true velocity model for imaging. Despite a notable difference in the pre-stack
quality, the two migrated sections are fairly comparable. This implies that the indepen-
dent approach can still provide sufficient quality required in an early exploration phase
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Figure 5.7: Deblended and reconstructed data (Simultaneous approach). (a)-(e) Recovered shot records from
the 1st through the 5th survey, respectively. (f)-(j) Difference plots (noise-free, unblended and well-sampled
data minus recovered data) from the 1st through the 5th survey, respectively.

1st survey 2nd survey 3rd survey 4th survey 5th survey

Independent 6.64 7.26 6.50 6.78 6.72
Simultaneous (1st & 2nd) 9.75 9.75
Simultaneous (1st to 3rd) 11.12 11.13 11.09
Simultaneous (1st to 4th) 12.42 12.41 12.36 12.39
Simultaneous (1st to 5th) 13.01 13.00 12.94 12.96 13.04

Table 5.2: SNR values from different scenarios in synthetic data examples. As compared to the independent
scenario, the simultaneous scenarios achieve higher SNR values. Improvement in SNR values is recognizable
in the simultaneous approach as more time-lapse datasets are fed into the recovery scheme.
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Figure 5.8: Migrated sections of recovered data from the 1st survey. (a) Independent approach and (b) Simul-
taneous approach.

such as interpretation of key geological events. Nevertheless, a close inspection of the
migrated sections reveals some detailed differences between the two. With the use of a
uniform grid spacing in subsurface models, dipping reflectors are inherently described
as step-like ("staircase") interfaces. These are well imaged with the simultaneous ap-
proach. In the independent approach, these structural details are smeared, although
the same migration parameters were applied in both cases. These deficiencies may ad-
versely affect the subtle reservoir definition required at a later stage in the field develop-
ment.

In Figures 5.9 and 5.10, the time-lapse responses between the two approaches are
compared. In the independent approach, undesired events, some of which evidently
have a stronger amplitude than the true time-lapse signatures, are clearly visible, likely
due to errors in the data recovery. On the other hand, each vintage provides a time-lapse
signal that is in good agreement with the true response at each time interval as shown
in Figures 5.1 and 5.2. These examples also infer the value of time-lapse measurements
at frequent intervals by detecting dynamic changes occurring over short time periods,
which may contribute to development decisions in a timely fashion.



5.3. DATA RECOVERY RESULTS

5

103

(a)

0 500 1000 1500 2000
Laterallocation (m)

0

100

200

300

400

500

600

700

800

900

1000

D
ep

th
 (

m
)

(b)

0 500 1000 1500 2000
Laterallocation (m)

0

100

200

300

400

500

600

700

800

900

1000

D
ep

th
 (

m
)

(c)

0 500 1000 1500 2000
Laterallocation (m)

0

100

200

300

400

500

600

700

800

900

1000

D
ep

th
 (

m
)

(d)

0 500 1000 1500 2000
Laterallocation (m)

0

100

200

300

400

500

600

700

800

900

1000

D
ep

th
 (

m
)

(e)

0 500 1000 1500 2000
Laterallocation (m)

0

100

200

300

400

500

600

700

800

900

1000

D
ep

th
 (

m
)

(f)

0 500 1000 1500 2000
Laterallocation (m)

0

100

200

300

400

500

600

700

800

900

1000

D
ep

th
 (

m
)

(g)

0 500 1000 1500 2000
Laterallocation (m)

0

100

200

300

400

500

600

700

800

900

1000

D
ep

th
 (

m
)

Figure 5.9: Differences in migrated sections from synthetic data examples (Independent approach). (a) 2nd-1st

surveys; (b) 3rd-2nd surveys; (c) 4th-3rd surveys; (d) 5th-4th surveys; (e) 3rd-1st surveys; (f) 4th-1st surveys; (g)
5th-1st surveys.
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Figure 5.10: Differences in migrated sections from synthetic data examples (Simultaneous approach). (a) 2nd-
1st surveys; (b) 3rd-2nd surveys; (c) 4th-3rd surveys; (d) 5th-4th surveys; (e) 3rd-1st surveys; (f) 4th-1st surveys;
(g) 5th-1st surveys.
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Figure 5.11: NRMS attributes of migrated sections from the 1st and the 5th surveys. (a) Independent approach
and (b) Simultaneous approach. A depth window of ±30 m is used to compute NRMS values.

The normalized root mean square (NRMS) attribute [24] is used to quantify the like-
ness of traces from two vintages within a given window, ~a and~b, as:

NRMS = 200
RMS(~a −~b)

RMS(~a)+RMS(~b)
. (5.3)

Figure 5.11 shows NRMS values of migrated sections computed from the 1st survey and
the 5th survey for the independent approach and the simultaneous approach, respec-
tively. For the computation of NRMS at a given subsurface point, we apply a depth win-
dow of ±30 m (beginning 30 m above and ending 30 m below a point of interest). The
NRMS attributes highlight the superiority of the proposed approach, leading to lower
values of NRMS in the "static" overburden areas and a better stand-out of the time-
lapse difference at the reservoir levels, while considerably large time-lapse errors in the
"static" areas are clearly present in the independent approach.
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5.3.2. FIELD DATA EXAMPLE

A subset of time-lapse datasets from 2D towed-streamer marine surveys acquired in the
Troll field offshore Norway is selected. The baseline survey and monitor survey were
performed in 1997 and 2002, respectively. Both datasets employ 25 m detector and
source intervals. First, we applied some preprocessing such as near offset interpolation,
surface-related multiple elimination and trace equalization. Additionally, we arranged
the data into a fixed-spread geometry using source-detector reciprocity. The red box in
Figure 5.12 depicts the subset of the field data used in this study in relation to the original
data and the data obtained by applying reciprocity.

Figure 5.13 shows shot records from two vintages and their difference after prepro-
cessing. They are considered as the reference data in this section. Although various
events in the two vintages are easily correlatable, the difference plot in Figure 5.13c sug-
gests the time-lapse signal is indiscernible in the pre-stack data. Using the reference
data, we generate P′ with the DSA concept consisting of three DSA source types (type 1:
low-frequency, type 2: mid-frequency, type 3: high-frequency). As compared to the ref-
erence data, detectors and sources are decimated by 40% and 30%, respectively (Table
5.3). Additionally, with the DSA concept, each shot employs a dedicated narrow band-
width instead of the wide bandwidth used in the reference data. In each shot record,
two sources are blended along with a time delay in the interval from 0 s to 0.256 s. As
compared to the reference data, the applied survey parameters compress the size of P′
to 21% of its original size.

Figures 5.14 and 5.15 show blended and irregularly-sampled data of the baseline
survey and the monitor survey along with the applied acquisition parameters. Detec-
tors and sources are irregularly and sparsely distributed without paying any attention to
the replication of geometry. Figure 5.16 shows deblending and data reconstruction re-
sults from the independent approach and the simultaneous approach, respectively. We
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Figure 5.12: Schematic illustrating arrangement of field dataset. A red square represents a subset of data used
in this study.
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Figure 5.13: Unblended and well-sampled data. (a) Baseline survey; (b) Monitor survey and (c) Difference
plot. Difference plot is amplified by a factor of five, showing an indiscernible response related to the field
production.
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Figure 5.14: Blended and irregularly-sampled data. (a) Baseline survey and (b) Monitor survey. Two vintages
employ different blending and spatial sampling schemes. With the DSA concept, different sources can employ
different spectral properties.
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Figure 5.15: Acquisition scenarios applied to real data examples. (a)-(b) Plots showing spatial sampling of
detectors (top) and that of three DSA source types as well as activation times (bottom) applied to baseline
survey and monitor survey, respectively.

X P′

Detector interval 25 m at regular irregular
Number of detectors 60 36
Source interval 25 m at regular irregular
Number of sources 60 42 (6-12-24)

Table 5.3: Detector and source sampling schemes applied to real data example for unblended and well-
sampled data (X) and blended and irregularly-sampled data (P′). Three numbers within round brackets corre-
spond, respectively, to the numbers of DSA source type 1 (low frequency), DSA source type 2 (mid frequency)
and DSA source type 3 (high frequency).
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Figure 5.16: Deblended and reconstructed results. The first and second columns: baseline and monitor sur-
veys from independent approach; the third and fourth columns: baseline and monitor surveys from the si-
multaneous approach. The top row shows deblended and reconstructed shot records. The bottom row shows
difference plots from the reference datasets.
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Figure 5.17: Migrated sections from real data examples. Three columns differentiate sections from reference
data (left); independent approach (middle) and simultaneous approach (right). Three rows indicate sections
from the baseline survey (top), the monitor survey (middle) and the time-lapse difference (bottom). Difference
plots are amplified by a factor of ten. Yellow dashed rectangles in difference plots indicate the reservoir level.
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Figure 5.18: NRMS attributes derived from migrated sections: (a) Reference data; (b) Independent approach
and (c) Simultaneous approach. A depth window of ±18.75 m is used to compute NRMS values.
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Baseline Monitor

Independent 7.41 7.80
Simultaneous 10.95 10.89

Table 5.4: SNR values from independent and simultaneous approaches. As compared to the independent
approach, the simultaneous approach achieves higher SNR values.

parametrized Λ according to [25] containing the information on the reservoir of inter-
est. For both baseline and monitor surveys, some improvements are recognizable in the
simultaneous approach as compared to the independent one. In the difference plots,
some errors in deblending and reconstruction are still visible in the independent ap-
proach (Figures 5.16e and f). Aside from some edge effects, the events in Figures 5.16g
and h consist mainly of low frequency and steeply dipping events which are presumably
indicative of residual multiples. This suggests that the simultaneous approach recovers
the desired signal reasonably well. Table 5.4 summarizes the SNR values that can quan-
tify the performance of data recovery from the two approaches for two vintages. This
supports the contribution of the simultaneous approach to the enhancement of data
quality.

Figure 5.17 shows migrated sections where the three columns differentiate for refer-
ence (left), independent (middle) and simultaneous (right) scenarios, respectively, ob-
tained from the same velocity model. The three rows then indicate sections from the
baseline survey (top), the monitor survey (middle) and the time-lapse difference (bot-
tom). Similar to the previously described synthetic examples, the migrated sections from
the independent approach still attain a reasonable quality when compared to the other
two cases. However, the time-lapse responses obtained from the three cases show clear
differences. The reservoir level is located at a depth of roughly 1700 m, indicated by the
yellow dashed rectangle in Figures 5.17g-i. In the reference data, relatively large differ-
ences are detectable in the area of the produced reservoir although other events at over-
burden levels irrelevant to the production activities are still observed. It is hard to discern
a meaningful time-lapse signature in the independent approach. On the contrary, ma-
jor time-lapse differences from the simultaneous approach are seemingly attributable to
the production effect.

Figure 5.18 shows the NRMS attributes computed with a depth window of ±18.75
m. It is obvious that the independent approach degrades the likeliness of traces from
two vintages. On the other hand, a clear reduction of NRMS is easily recognizable in
the simultaneous approach, indicating that the two recovered datasets are well corre-
lated, even when compared with the reference datasets. Our inversion scheme preferen-
tially recovers significant components in the frequency-wavenumber domain. This sup-
presses incoherent events to a certain extent. In addition, the method enables vintages
to communicate with each other to share static information while preserving dynamic
changes according to Λ. These factors contribute to lowering NRMS and providing ap-
propriate datasets for time-lapse analysis.
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P′

Detector interval irregular
Number of detectors 36
Source interval irregular
Number of sources 28 (4-8-16)

Table 5.5: Detector and source sampling schemes applied to real data example in section 5.4. Three numbers
within round brackets correspond, respectively, to the numbers of DSA source type 1 (low frequency), DSA
source type 2 (mid frequency) and DSA source type 3 (high frequency).

5.4. ACQUISITION DESIGN FOR TIME-LAPSE DATASETS
The previous section describes the capability of the proposed simultaneous approach to
effectively recover compressed time-lapse datasets. In this section, we apply the same
process to the field data using the different acquisition parameters described in Table
5.5. Most parameters including spectral properties of DSA source units are kept the
same, except for the number of sources which is reduced by 33% as compared to P′
shown in Table 5.3. We can easily anticipate that this acquisition scenario likely degrades
the performance of data recovery if we do not pay any attention to the choice of survey
parameters. In this section, we aim to mitigate deterioration of data quality by optimiz-
ing the blending and spatial sampling schemes.

In the case of conventional seismic surveys, several key parameters sufficiently de-
scribe how the data are acquired, e.g., detector and source intervals as well as detector
and source apertures [26], and for time-lapse purposes, the exact repeatability among
vintages needs to be cultivated. On the contrary, this is no longer the case with the ap-
plication of compressed measurements, where irregularity is incorporated in the spatial
sampling and/or blending schemes. This increases the number of survey parameters
tremendously, making the parameter selection problem extremely complex, particularly
when dealing with 3D acquisition geometries.

In this respect, we applied the proposed survey-design method (described in Chap-
ter 2) to find optimum survey parameters, D, S and Γ, that enhance the quality of the
recovered datasets and minimize the time-lapse errors between the two surveys from
the Troll field. The workflow aims at a minimal data recovery error for each vintage as:

JX =
N∑

i=1

∑
ω

∥∥∥X(i ) −
〈

X(i )
〉∥∥∥2

2
. (5.4)

where X(i ) and
〈

X(i )
〉

indicate unblended and well-sampled data, and recovered data for
the i th vintage, respectively. Furthermore, our scheme also intends to minimize the er-
rors related to the time-lapse responses. For this purpose, we utilize the NRMS attribute
to define the quality of the time-lapse effect:

JNRMS =
∑
i , j

NRMS(i , j ), (5.5)

with
i < j , ∀i ∈ {1, . . . , N −1} , ∀ j ∈ {2, . . . , N } , (5.6)
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where NRMS(i , j ) is the NRMS value computed from the i th and the j th vintages. There-
fore, the overall scheme aims at minimizing the objective function vector containing
information on JX and JNRMS:

~J =
[

JX

JNRMS

]
. (5.7)

To minimize the vectorized objective function in Equation 5.7, we utilize non-dominated
sorting and crowding distance approaches [27] as illustrated in Algorithm 2 in Chapter
3. To discriminate solutions with the same rank, we analyze the crowding distance of
each solution. As mentioned previously, an infinite crowding distance is given to two
solutions within the t th rank having the maximum and the minimum value of a given
objective function (in this case either JX or JNRMS). Crowding distance values for other
solutions in the g th generation are then calculated by the sum of individual distance
values corresponding to each objective function as:

dg , j =
∣∣∣∣∣∣ JX(~Cg , j+1)− JX(~Cg , j−1)

max
j∈nt

JX g , j −min
j∈nt

JX g , j

∣∣∣∣∣∣+
∣∣∣∣∣∣ JNRMS(~Cg , j+1)− JNRMS(~Cg , j−1)

max
j∈nt

JNRMS g , j −min
j∈nt

JNRMS g , j

∣∣∣∣∣∣ , (5.8)

with
∀ j ∈ [2, . . . ,nt −1], ~Cg , j ∈ ~Ft . (5.9)

This ensures optimization of JX and JNRMS along with the diversity of the new generation
by assigning a higher priority to a more isolated solution in the objective function space.

In addition to the result from our optimized design, we provide another acquisition
scenario, called "P50", for comparison purpose. This is obtained from blending and
sampling operators created by 800 realizations of uniformly-distributed, random vari-
ables. We derived the probability density function (PDF) by kernel density estimation
using the 800 realizations. P50 employs the mode value in the estimated PDF, which we
assume to be representative for the situation where we rely on a single random realiza-
tion to embed irregularity into blending and sampling operators.

Figure 5.19 shows the acquisition parameters applied to the two scenarios. Figure
5.20 shows blended shot records from baseline and monitor surveys for the two scenar-
ios. They use the same number of detectors and the same number of sources, yet they
are deployed differently. In each record of this study, two active sources are blended with
different activation times ranging from 0 s to 0.256 s. In the DSA scenarios, three types
of source units are irregularly distributed according to the requirements defined in Table
5.5.

Figure 5.21 shows data recovery results from two acquisition scenarios. Although
they use the same numbers of DSA sources and detectors as well as blending fold, cer-
tain differences, attributed fundamentally to the choice of survey parameters, can be ob-
served, particularly in difference plots (Figure 5.21e-h). Results from P50 exhibit some
crossing events indicating residual blending noise. Furthermore, several reflectors are
not properly reconstructed. On the other hand, the optimized scenario attains clear im-
provement in data recovery for both vintages.

Table 5.6 summarizes SNR values obtained from the two acquisition scenarios. These
values quantify the performance of the data recovery process for the entire volumes.
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Figure 5.19: Comparison of acquisition scenarios. (a)-(b) P50 design for the baseline survey and the monitor
survey. (c)-(d) Optimized design for the baseline survey and the monitor survey. Each sub-plot shows the
spatial sampling of detectors (top) and the spatial sampling of three DSA source types as well as activation
times (bottom).
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Figure 5.20: Blended and irregularly-sampled data. (a)-(b) Baseline survey and monitor survey (P50). (c)-
(d) Baseline survey and monitor survey (Optimized). The two scenarios as well as the two vintages employ
different blending and spatial sampling schemes.

Baseline Monitor

Independent (P50) 5.13 4.39
Simultaneous (P50) 7.51 7.47
Independent (optimized design) 7.11 7.19
Simultaneous (optimized design) 10.36 10.33

Table 5.6: SNR values for different acquisition scenarios and different recovery schemes. In addition to our
recovery scheme, optimization of survey parameters contribute to enhancing SNR.

They show the enhancement of data quality via optimized survey parameters. The opti-
mized scenario employs 33% fewer sources than the acquisition scenario shown in Table
5.3. Nevertheless, the resultant SNR values become fairly comparable. Additionally, Ta-
ble 5.6 describes results from the independent approach for the P50 design and the opti-
mized designs. The P50 result of the independent approach is considered to be represen-
tative for a situation where no proper attention is paid to the choice of survey parameters
or the recovery algorithm. This case ends up with low SNR values for both baseline and
monitor surveys (the first row of Table 5.6). On the contrary, a clear improvement is at-
tainable with our optimized design and the simultaneous data recovery, yet without an
increase in acquisition or processing effort. This indicates that proper acquisition and
processing strategies are of importance in delivering the quality of subsurface images.

Figure 5.22 shows migrated sections where three columns differentiate for reference
(left), P50 (middle) and optimized (right) scenarios, respectively, obtained from the same
velocity model. Three rows then indicate sections from the baseline survey (top), the
monitor survey (middle) and the time-lapse difference (bottom). The migrated sections
are fairly comparable among the three scenarios (Figure 5.22a-f). As described in the
previous section, the simultaneous data recovery surely contributes to preserving time-
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Figure 5.21: Deblended and reconstructed results. The first and second columns: baseline and monitor sur-
veys from the P50 scenario; the third and fourth columns: baseline and monitor surveys from the optimized
scenario. The top row shows deblended and reconstructed shot records. The bottom row shows difference
plots from the reference datasets shown in Figure 5.13.
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Figure 5.22: Migrated sections from real data examples. Three columns differentiate sections from reference
data (left); P50 design (middle) and optimized design (right). Three rows indicate sections from the baseline
survey (top), the monitor survey (middle) and the time-lapse difference (bottom). Difference plots are ampli-
fied by a factor of ten. Yellow dashed rectangles in difference plots indicate the reservoir level.

lapse signatures in the reservoir of interest (Figure 5.22g-i).

Figure 5.23 shows the NRMS attributes computed with a depth window of ±18.75 m.
With the simultaneous data recovery, both the P50 design and the optimized design yield
less time-lapse errors than the reference case although both datasets are acquired in a
compressed and non-repeated manner. In addition, as compared to P50, our optimized
design leads to a further reduction of NRMS values, particularly, at the overburden level,
which is assumed to be static in our case. These results demonstrate that the proposed
survey design, aimed at minimizing both JX and JNRMS, provides optimum time-lapse
acquisition scenarios. The resultant survey parameters consequently deliver enhanced
data quality for each vintage, along with time-lapse responses attributable to dynamic
changes in the reservoir.

In addition to the aforementioned observations, Figure 5.24 quantitatively describes
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Figure 5.23: NRMS attributes derived from migrated sections: (a) Reference data; (b) P50 design and (c) Opti-
mized design. Subplots (d) and (e) are the same as subplots (b) and (c), yet they are amplified by a factor of six.
A depth window of ±18.75 m is used to compute NRMS values.
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the overall data quality of each realization. Figure 5.24a shows a cross plot of JX against
JNRMS from 800 random realizations. The colours of the circle markers indicate the num-
ber of the realization. The green and cyan squares correspond to the P50 design and op-
timized design, respectively. The three dashed lines in Figure 5.24a are constant proba-
bility density contours each of which represents the boundary of the area that contains
a certain percentage (25%, 50% and 75% from the inner to the outer contour) of the es-
timated PDF. It shows a close to unimodal distribution indicating an increase in data
points towards a single peak in the JX − JNRMS space. This implies that the P50, obtained
from the mode value in the PDF, indicates the anticipated data quality in the case where
we use a single random realization to design blending and sampling schemes. If this PDF
is assumed to represent the outcome of the Monte Carlo simulation, we observe that the
cumulative probability of the objective-function values from our optimized design turns
out to be smaller than 10−25. Statistically, this suggests that a huge number of random
realizations are required to reach a result that is equivalent to our optimized design. On
the other hand, our workflow is capable of obtaining it with 800 realizations. Figure 5.24b
shows a cross plot of JX against JNRMS from our approach. This clearly demonstrates that
the proposed workflow effectively and efficiently minimizes both JX and JNRMS through
the course of iterations.
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Figure 5.24: The progress of the optimization from (a) random realization and (b) proposed approach. Plot
colours indicate the realization number. The green and cyan squares are the results from the P50 and opti-
mized design, respectively. In (a), the three dashed lines are constant probability density contours from kernel
density estimation each of which represents the boundary of the area that contains a certain percentage of
data points (25%, 50% and 75% from the inner to the outer contour).

5.5. DISCUSSION
As conceptualized in Figure 5.25 and described previously, there is an increasing demand
for high-quality seismic images throughout the field development profile. In general,
a single seismic survey is insufficient to fulfil the various objectives arisen at different
stages during the field life. Hence, multiple surveys are generally acquired to be fit for dif-
ferent purposes and different needs varying from one development phase to another. To
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overcome deficiencies in an existing vintage by a newly planned survey, a viable solution
is to enhance the specifications, e.g., in terms of temporal and spatial sampling. Despite
the added value to the subsurface description, this leads to a considerable investment
at every survey. To accurately monitor dynamic changes in the reservoir, it is considered
desirable to acquire a high-spec baseline survey and to precisely repeat it at frequent
intervals. However, in practice, there may be various factors that make this approach
difficult to realize. Particularly, budgetary constraints can easily force compromises on
survey parameters. The exact replication of an acquisition geometry is normally con-
sidered as a primary concern in time-lapse measurements, yet it becomes even more
challenging in mature fields due to an increase in surface installations during the field
development. Despite extra efforts incurred in both acquisition and processing, insuf-
ficiency in the recorded data may not be resolved, e.g., around a large obstruction such
as a production platform. As a conventional seismic survey often aims primarily at at-
taining preset fold coverages of certain offset classes, an existing vintage might not nec-
essarily have been acquired as a suitable baseline for future time-lapse measurements.
The proposed scheme potentially contributes to dealing with the aforementioned chal-
lenges. The simultaneous data recovery utilizes all the vintages to share static informa-
tion among them while preserving dynamic changes in each individual dataset. This
consequently provides an increasing data quality along with increasingly reliable time-
lapse signatures as more datasets are fed into the inversion scheme. Since compressed
measurements successively contribute to the data recovery process, higher data quality
can be supplied in the later stage of the field development without increasing an acqui-
sition effort. Efficient and cost-effective surveys, acquired in a blended and irregularly-
sampled manner, would be able to continuously satisfy the technical requirements from
the exploration phase until the IOR/EOR phase. Repeatability in seismic acquisition be-
comes insignificant, which offers flexibility in field operations and more opportunities
of time-lapse measurements for the areas having difficulty in replicating the positions
of detectors and sources. The cost-effectiveness of the compressed measurements cer-
tainly makes data acquisition at frequent and proper intervals justifiable. Furthermore,
the enhancement of the survey efficiency contributes to minimizing the HSE exposure
in the field. In a marine environment, the DSA concept is also of help in reducing the
level of acoustic emission exposed to the environment, as compared to a conventional
source comprising of a cluster of airguns [12].

In the proposed simultaneous approach, we disregarded some aspects which possi-
bly provide future directions for our research. For example, this study does not explicitly
deal with the situation of significant time-lapse variations in the overburden, e.g., due to
dynamic changes in the sea state, near-surface conditions and/or geomechanical effects.
These overburden effects may potentially lead to amplitude fluctuations and travel time
shifts, and subsequently bias the time-lapse analysis. Investigation of the overburden ef-
fects, including but not limited to their significances, integration of this information into
the inversion scheme, and possible consequences due to their uncertainties, should be
considered as our future target.
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Figure 5.25: Schematic conceptualizing requirements of geophysically derived information in conjunction
with the field development profile.

5.6. CONCLUSION
The deblending and data reconstruction scheme introduced in this study simultane-
ously recovers time-lapse datasets acquired in a blended and irregularly-sampled man-
ner. The implemented strategy minimizes data misfits and promotes sparsity of the esti-
mated data. Additionally, it enables different vintages to communicate with each other,
such that static elements among vintages can be shared, while dynamic changes can be
extracted according to prior subsurface information. Both synthetic and field data exam-
ples presented in this study show the ability of the method to enhance the quality of data
recovery as more datasets are fed into the inversion scheme. The approach successfully
retrieves time-lapse signatures from irregular, sparse, blended DSA datasets without any
particular focus on repeatability in acquisition parameters. This chapter also explores
the effect of acquisition design on the performance of the simultaneous data recovery.
The real data examples in this study illustrate that quality of recovered data varies with
the choice of survey parameters. As compared to a randomly derived design, an acquisi-
tion scenario derived from our iterative survey-design method enables us to deliver op-
timal data recovery and to realize the benefits of compressed time-lapse measurements.
As a consequence, properly designed compressed time-lapse measurements along with
simultaneous decompression potentially allow us to optimally satisfy various geophys-
ical requirements in different field development phases at an affordable cost and with
minimal HSE exposure in the field.
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6
CONCLUSIONS AND

RECOMMENDATIONS

6.1. CONCLUSIONS
The primary focus of this thesis is on the development of an iterative scheme to design
survey parameters related to both the blending and spatial sampling operators to satisfy
pre-set geophysical, operational and economical requirements. This section discusses
the main research findings in this thesis.

In Chapter 2, we describe the proposed iterative scheme for acquisition design. The
workflow aims to find optimum survey parameters responsible for source blending and
the spatial sampling of detectors and sources. The proposed approach integrates a ge-
netic algorithm (GA) and a convolutional neural network (CNN) to make optimization
feasible within a practical computation time. Genetic operators are capable of simul-
taneously updating the survey parameters, even in the case of complex blending and
irregular spatial sampling schemes, e.g., the dispersed source array (DSA) concept. The
network architecture used in the workflow is designed to relate the quality of the final
product to the choice of survey parameters. The classification through a CNN helps us
to minimize the computation of suboptimal designs while keeping the optimal ones in
the iterative scheme. For a further reduction of the computational effort, a repeated
encoding sequence is implemented to limit the solution space. Although the proposed
approach potentially ends up with a local minimum, this is fully acceptable in our ap-
plication as long as the resultant acquisition designs satisfy pre-set geophysical require-
ments.

In Chapter 3, we implement the proposed survey design to derive survey param-
eters that can provide optimum deblending and data reconstruction quality. The re-
sults from this chapter clearly show the variation of deblending and data reconstruc-
tion quality attributable solely to the design of acquisition scenarios. Optimizing them
enhances the performance of deblending and data reconstruction, which is attainable
via the proposed approach. The applied network architectures successfully relate the
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performance of deblending and data reconstruction to the choice of survey parameters.
Our forward modelling can accommodate various types of encoded signatures. This ac-
cordingly allows us to simulate several scenarios that resemble acquisition in marine,
transition zone, and land environments. The inverse model then makes robust deblend-
ing and reconstruction of these data achievable. The method consequently enables us to
accommodate various blending and spatial sampling schemes that describe different ac-
quisition scenarios. A strategy to handle two conflicting objectives, i.e., cost and quality,
is investigated using a non-dominated sorting genetic algorithm. Our implementation
successfully diversifies and spreads out the solutions, and consequently delivers differ-
ent acquisition scenarios along the Pareto optimal front of cost and quality.

In Chapter 4, we extend our design scheme to derive survey parameters that pro-
vide optimum subsurface properties estimated directly from blended and irregularly-
sampled data. Joint migration inversion (JMI) is applied as the property estimation tool
for this implementation. In the workflow, we extended the standard implementation of
JMI to cope with the data acquired in a blended fashion along with irregular detector and
source geometries. The numerical examples that employ the DSA concept demonstrate
the variation of JMI results with the choice of survey design. Optimally designed pa-
rameters lead to the enhancement of both reflectivity and velocity models estimated di-
rectly from blended and irregularly-sampled data. Genetic operators coupled with non-
dominated sorting are capable of minimizing errors in reflectivity and velocity models
by simultaneously updating the survey parameters. The neural network architecture ap-
plied to this study also relates the performance of JMI to the choice of survey parameters.
The proposed approach provides survey parameters to enhance the results of JMI ob-
tained by directly processing blended and irregularly-sampled data without the need for
deblending or data reconstruction. The resultant acquisition scenarios allow us to opti-
mally estimate subsurface properties at an affordable cost and with a low environmental
footprint.

In Chapter 5, we explore a strategy to realize the value of compressed acquisition
through the field life. We introduce a deblending and data reconstruction scheme to si-
multaneously recover time-lapse datasets acquired in a blended and irregularly-sampled
manner. The implemented strategy minimizes data misfits and promotes sparsity of the
estimated data. Additionally, it enables different vintages to communicate with each
other, such that static elements among vintages can be shared, while dynamic changes
can be extracted according to prior subsurface information. The synthetic as well as
field data examples presented in this chapter show the ability of the method to enhance
the quality of data recovery as more datasets are fed into the inversion scheme. The ap-
proach successfully retrieves time-lapse signatures from irregular, sparse, blended DSA
datasets without any particular focus on acquisition repeatability. We subsequently ex-
amine the effect of acquisition design on the performance of simultaneous data recovery.
The proposed scheme effectively designs compressed time-lapse surveys that provide an
enhanced subsurface image from the individual vintages as well as time-lapse responses
that are concordant with dynamic changes in the field.

The contribution of source blending and efficient geometries to a health, safety and
environment (HSE) perspective is also discussed in this thesis. Deployment of fewer de-
tectors and blended sources enhances the survey efficiency and accordingly leads to a re-
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duced operational risk and environmental footprint in the field. Reduction of shot points
with properly designed source signatures via the DSA concept contributes to marine-
mammal protection by reducing peak pressure and possibly sound pressure level as well
as sound exposure level, without adversely affecting the subsurface illumination.

The proposed workflow provides acquisition scenarios that enable us to realize the
benefits of blending and efficient acquisition geometries; thereby enhancing operational
efficiency, well managing budgetary and practical constraints, minimizing HSE exposure
in the field, yet satisfying pre-set geophysical requirements.

6.2. RECOMMENDATIONS
The primary focus of this thesis is on the retrieval of X (or R and W) from P′ by optimally
designed acquisition parameters, whereas less emphasis is given to the effect of noise.
Blacquière and Nakayama [1] proposed to include realistic noise in the iterative loop to
design a seismic survey. As compared to the desired signal, i.e., primary reflections, some
types of noise, either incoherent or coherent, potentially employ different characteris-
tics and can be detrimental in the recorded data. For example, Scholte waves offshore
Abu Dhabi are characterized by a significantly higher amplitude, lower frequency and
lower apparent velocity along with their dispersive and multi-modal nature [2, 3]. Dif-
ference in properties between signal and noise potentially imposes certain challenges
in the quality measures applied in the proposed survey design scheme. The basis func-
tion used in a data recovery algorithm may not sufficiently capture the characteristics
of the signal due to the presence of noise, which potentially leads to imperfection in the
recovered data. When an applied property estimation tool does not account for some
phenomena within the shot-generated wavefield, they are regarded as undesired events.
Hence, together with noise, they need to be dealt with prior to feeding data into an al-
gorithm. With JMI, the survey design scheme needs to incorporate a strategy to handle
angle dependent reflectivity, anisotropy, mode conversion, refractions, surface waves,
anelasticity, etc. Therefore, further investigation towards preprocessing strategies such
as suppression of undesired events and preservation of desired ones in P′ prior to a data
recovery or a property estimation step would be a worthwhile research direction. This
information should then be incorporated into the survey design scheme.

Neural networks and metaheuristics can be flexibly modified, allowing us to adapt
them to a problem-specific task. On the other hand, defining a suitable framework is
still difficult due to the enormous number of possible choices. For example, our case
involves types of operators in the GA, preconditioning of input data for the CNN, archi-
tecture of the CNN, and parameters used in each operator in the GA and each layer in the
CNN. This consequently makes the design space extremely large and complex. One way
to manage this is to set variables in a deterministic fashion through careful experiments
and considerations, which still requires a certain amount of effort. On the other hand,
there have been numerous studies describing ways to derive frameworks with minimal
human intervention. For metaheuristics, several automated approaches have been ex-
tensively investigated such as parameter tuning and parameter control [4, 5]. For neu-
ral networks, the selection of appropriate hyperparameters as well as architectures can
be posed as an optimization problem in itself [6–8]. Exploiting these strategies poten-
tially enables us to develop an automated framework design in conjunction with sur-
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vey parameter optimization. Although handcrafting a problem-specific framework may
outperform a fully automated method, reduction of human expertise and labour in the
latter case would enhance the widespread applicability of the approach. Hence, more
research into this area is warranted.

Several possibilities are also considered for further enhancement of optimization ef-
ficiency. This thesis indicates that neural networks can relate the choice of survey pa-
rameters to the performance of certain processes used as a quality measure. This study,
however, does not explicitly examine how the applied architecture classifies solutions
and which elements can contribute to a distinction between optimal and suboptimal
designs. A better understanding of key information transferred within the network for
the prediction is of potential help in survey design. For example, this knowledge may be
further utilized as a constraint to allow the algorithm to generate desired solutions and,
at the same time, to avoid undesired ones. For the purpose of survey design, the compu-
tational burden incurred for evaluating an objective function (data recovery or JMI in our
case) may be lessened. For instance, we may reduce the number of iterations for these
quality measures during the parameter update, provided that outcomes from a reduced
number of iterations can still approximate or infer the results with full iterations. This
accordingly makes evaluation of a large number of candidate solutions possible at af-
fordable computational cost. Alternatively, it could accelerate the overall computation.
In this case, full iterations would only be required for confirmation of the final solutions.
Wu et al. [9] proposed a survey design workflow which automatically optimizes detector
and source geometries to obtain satisfactory illumination of a chosen subsurface grid.
Besides the use of global optimization, they updated the sampling density representing
the spatial locations of detectors and sources instead of individual sampling points, re-
quiring fewer parameters to be optimized. This parametrization then enables the use
of a gradient descent scheme. Although the technique may become sensitive to non-
linearity of the problem, it possibly contributes to the reduction of computation time as
compared to global optimization schemes. Unlike D or S, accommodating Γ is an in-
tricate task as it consists of frequency- and space-dependent complex numbers. There-
fore, exploiting advantages of the density parametrization for spatial sampling schemes
coupled with the design of blending schemes would possibly provide a future research
venue.
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This appendix provides theoretical frameworks of joint deblending and data recon-
struction implemented in Chapter 3. The separation of blended data and the reconstruc-
tion of missing data can share a certain resemblance. Both cases are often treated as an
inverse problem that involves iterative estimation of desired signals and subtraction of
undesired ones, i.e.., blending and aliasing noise, in the model space domain. Kutscha
and Verschuur [1], for instance, imposed an L1 constraint in the Focal domain to handle
the reconstruction problem. Kontakis and Verschuur [2] then extended this scheme to
deblending. Additionally, Li et al. [3], Cheng and Sacchi [4], Cao et al. [5] jointly dealt
with deblending and reconstruction.

According to our forward model described in Equation 2.7, the general solution to
obtain deblended and reconstructed data is given by:

〈X〉 = DH (DDH )−1P
′
(S

′H S
′
)−1S

′H . (A.1)

However, this particular solution often faces difficulty in dealing with the under-determined
inverse problem. We, therefore, apply an iterative scheme to estimate 〈X〉, in the 3D
frequency-wavenumber domain.

Using the Fourier transform operator, L, and its adjoint, LH , we describe the forward
and inverse transforms as:

LX = M, (A.2)

and

X = LH M. (A.3)

Here, M represents the model parameters in the transform domain. Therefore, an opti-
mum estimate of 〈M〉 leads to:

〈X〉 = LH 〈M〉 . (A.4)

Mahdad et al. [6] utilized an iterative deblending scheme using sparseness and co-
herency constraints. Ishiyama et al. [7] established a generalized blending model and a
deblended-data reconstruction method based on this model. Following these studies,
we formulate an inverse scheme based on the L1 norm optimization as:

min‖〈M〉‖1 s.t. P′ = D〈X〉S
′
. (A.5)

We deal with the inverse problem via the alternating direction method of multipliers
(ADMM), classified as one of the augmented Lagrangian methods [8]. ADMM decom-
poses a given optimization problem into sub-problems, each of which updates different
variables derived from the original objective function. Equation A.5 is considered as a
constrained Basis pursuit problem, in which ADMM splits the primal variable 〈M〉 in
Equation A.5 into two separate variables, here called 〈M1〉 and 〈M2〉. These two variables
are updated in a sequential or alternating manner, along with an equality constraint im-
posed between the two. According to [9], Equation A.5 can be rewritten as:

min f (〈M1〉)+‖〈M2〉‖1 s.t. 〈M1〉−〈M2〉 = 0, (A.6)
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Here, f (〈M1〉) is the indicator function of 〈M1〉 |P′ = D〈X〉S
′
, which accounts for minimiz-

ing the data misfit, while ‖〈M2〉‖1 accounts for promoting the sparsity of data. ADMM
solves for the two variables separately and subsequently updates another variable U
called a Lagrange multiplier which performs a dual variable update. The (i + 1)th up-
dates of sub-problems in ADMM are given by:

〈M1〉i+1 = Pc

(〈
M2

〉
i
−Ui

)
,

〈M2〉i+1 = Sρ
(
〈M1〉i+1 −Ui

)
,

Ui+1 = Ui +〈M1〉i+1 −〈M2〉i+1 ,

(A.7)

where
〈

M2

〉
and U represent data after the application of preconditioning to 〈M2〉 and

U. It consists of the constraints based on causality and coherency of the data. Sρ(x) in
Equation A.7 is a soft-thresholding operator defined by:

Sρ (x) =


x −ρ (
x > ρ)

0
(−ρ ≤ x ≤ ρ)

.
x +ρ (

x <−ρ) (A.8)

Here, ρ is a user-defined penalty parameter. Pc in Equation A.7 is the projection onto
〈M1〉 |P′ = D〈X〉S

′
given by:

Pc

(
M2i

−Ui

)
= L

[
LH

(
M2i

−Ui

)
+αAi

]
, (A.9)

where

Ai = DH (
DDH )−1

∆P
′
i

(
S
′H S

′)−1
S
′H , (A.10)

with
∆P

′
i = P

′ −D
[

LH
(
M2i

−Ui

)]
S
′
. (A.11)

In an ADMM form, α is fixed to one. It can also be altered through the course of itera-
tions, e.g., by satisfying:

∑
ω

∥∥∥∆P
′
i −αi Bi

∥∥∥2

2
→ min, (A.12)

with
Bi = DAi S

′
. (A.13)

Therefore, the scalar factor that can make the partial derivative of Equation A.12 with
respect αi zero is:

αi =
∑
ω tr

[
∆P

′H
i Bi

]
∑
ω tr

[
BH

i Bi
] . (A.14)

Hence, the inversion scheme promotes the sparsity of the solution while minimizing
the misfit between P

′
and D〈X〉S

′
. Along with the previously mentioned constraints, an

estimate of 〈X〉 from P
′

is possible.
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This appendix provides theoretical frameworks of full wavefield modelling (FWMod)
and joint migration inversion (JMI) implemented in Chapter 4, which is based funda-
mentally on [1–3]. We first describe the representation for the reflection, transmission
and propagation in FWMod, responsible for the forward modelling module in JMI. As
illustrated in Figure B.1, the upward and downward outgoing wavefields leaving a given
depth level zm , Q−(zm) and Q+(zm), can be represented as the sum of the transmitted in-
coming wavefields in the same propagation direction and the wavefields reflected from
the opposite direction as:

Q−(zm) = T−(zm)P−(zm)+R∪(zm)P+(zm),
Q+(zm) = T+(zm)P+(zm)+R∩(zm)P−(zm),

(B.1)

where P−(zm) and P+(zm) are the upward and downward incoming wavefields respec-
tively. Matrices R∪(zm) and R∩(zm) are the the down-up reflectivity operator and the
up-down reflectivity operator, respectively. Matrices T−(zm) and T+(zm) represent the
up- and downgoing transmission at the discontinuity, which can be expressed as:

T∓(zm) = I+δT∓(zm), (B.2)

where δT∓(zm) are the differential transmission operators. Combining Equations B.1
and B.2 yields:

Q−(zm) = P−(zm)+δT−(zm)P−(zm)+R∪(zm)P+(zm),
Q+(zm) = P+(zm)+δT+(zm)P+(zm)+R∩(zm)P−(zm),

(B.3)

where the last two terms on the right of both equations account for scattering effects at
zm . These terms can be combined to:

δS−(zm) = δT−(zm)P−(zm)+R∪(zm)P+(zm),
δS+(zm) = δT+(zm)P+(zm)+R∩(zm)P−(zm),

(B.4)

leading to:
Q−(zm) = P−(zm)+δS−(zm),
Q+(zm) = P+(zm)+δS+(zm).

(B.5)

The propagation operators W−(zm−1, zm) and W+(zm+1, zm) then enable the outgoing
wavefields Q∓(zm) to be extrapolated to the next depth levels zm∓1 (Figure B.1).

Berkhout [2] summarized the scattering and propagation processes, recursively oc-
curring at each depth for the downward wavefields (m = 1,2, . . . , Md) and the upward
wavefields (m = 1,2, . . . , Md −1) as follows:

P+(zm ; z0) = W
−
+(zm , z0)S+(z0)+

m−1∑
n=0

W
−
+(zm , zn)R∩(zn)P−(zn ; z0),

P−(zm ; z0) = W
−
−(zm , zMd )P−(zMd ; z0)+

Md∑
n=m+1

W
−
−(zm , zn)R∪(zn)P+(zn ; z0),

(B.6)

with

W
−
+(zm , zn) = W+(zm , zm−1)

n+1∏
l=m−1

T+(zl )W+(zl , zl−1),

W
−
−(zm ; zn) = W−(zm , zn)

n−1∏
l=m+1

T−(zl )W−(zl , zl+1).
(B.7)
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Figure B.1: The incoming and outgoing wavefields in the upward and downward directions, propagating be-
tween two depths levels, zm and zm±1, as well as being reflected and transmitted at a depth level of zm (after
[1]).

In the following, the reflectively and velocity updates through JMI are discussed. The
assumptions of no wave conversion and frequency/angle-independent reflectivity used
in the applied JMI process allow for:

R∪(zm) ≈−R∩(zm) ≈ R(zm),
δT(zm)∓ ≈∓R(zm).

(B.8)

As shown in Figure B.2, JMI iteratively optimizes velocity and reflectivity models by min-
imizing the misfit between input and modelled data derived from FWMod as:

J =∑
ω
‖∆P−(z0)‖2

2 =
∑

ω
‖P−(z0)−〈P−(z0)〉‖2

2, (B.9)

where P−(z0) and 〈P−(z0)〉 represent the observed data and forward-modelled data in
the frequency domain recorded at the depth of z0. As described in Chapter 4, Equation
B.9 can be extended to blended and irregularly-sampled data.

Based on [3], a gradient descent scheme is applied to minimize the residual between
the observed and forward-modelled data via the reflectivity and velocity updates. Using
a given initial reflectivity operator, R0(zm), the true operator can be written as:

R(zm) = R0(zm)+∆R(zm), (B.10)

where ∆R(zm) is the reflectivity gradient given by:

∆R(zm) =∑
ω

W
−
−(z0, zm)H∆P−(z0)P+(zm)H . (B.11)

It is a square matrix that contains the gradient values of the reflectivity along its diago-
nal. All off-diagonal elements of ∆R(zm) are discarded in the followings steps, making
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∆R(zm) a diagonal matrix. The gradient is computed by multiplication of the back-
propagated residual and the forward-propagated source fields and then by summing
over frequencies at each depth level. Therefore, the wavefield perturbation due to ∆R
at each depth level is:

∆P−
r (z0) =

Md∑
n=1

W
−
−(z0, zn)∆R(zn)P+(zn ; z0). (B.12)

A scaling factor αr that can minimize the residual is given by:∥∥∆P−(z0)−αr∆P−
r (z0)

∥∥2
2 → min. (B.13)

The value of αr that can make the partial derivative of the expression in Equation B.13
with respect to αr equal zero is:

αr =
∑
ω tr

[
∆P−

r (z0)H∆P−(z0)
]∑

ω tr
[
∆P−

r (z0)H∆P−
r (z0)

] . (B.14)

The reflectivity model is updated from Ri to Ri+1 at each iteration according to:

Ri+1(zm) = Ri (zm)+αr∆R(zm). (B.15)

Using given initial upward and downward propagation operators between two depth
levels, zm and zm+1, the true propagation operators can be written as:

W−(zm , zm+1) = W−
0 (zm , zm+1)+∆W−(zm , zm+1),

W+(zm+1, zm) = W+
0 (zm+1, zm)+∆W+(zm+1, zm).

(B.16)
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Figure B.2: JMI flow chart (after [4]).
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The update direction for the propagation operators can be calculated by:

∆W−(zm , zm+1) = V−
j (z0, zm)H∆P−

i (z0)Q−
j (zm+1)H ,

∆W+(zm+1, zm) = V∪
j (z0, zm+1)H∆P−

i (z0)Q+
j (zm)H ,

(B.17)

with

V−
j (z0, zm) = W

−
−
j

(z0, zm)
[
I−R j (zm)

]
,

V∪
j (z0, zm+1) = W

−
−
j

(z0, zm)R j (zm)+
Md∑

n=m+1
W
−
−
j

(z0, zn)R j (zn)W
−
+
j

(zn , zm)
[
I+R j (zn)

]
,

(B.18)
and

Q−
j (zm) = [

I−R j (zm)
]

P−
j (zm)+R j (zm)P+

j (zm),

Q+
j (zm) = [

I+R j (zm)
]

P+
j (zm)−R j (zm)P−

j−1(zm),
(B.19)

where j represents the number of round trips. The propagation operators act as phase-
shift operators in the wavenumber domain:

w̃(kx ,ω) = exp(− j kz∆z), (B.20)

with

kz (σ) =
√
ω2σ2 −k2

x , (B.21)

where σ denotes slowness. Their perturbations then allow us to linearize w̃ and slow-
ness, σ:

∆w̃ = w̃i+1 − w̃i ≈
[
∂w̃

∂σ

]
σi

∆σ=− jω∆z

[
k

kz

]
σi

w̃i∆σ, (B.22)

with
k =ωσ, (B.23)

where w̃i+1 is the propagation operator in the updated slowness model, σi+1 while w̃i

is the propagation operator in the current slowness model, σi . Based on this linearised
relationship between ∆w̃ and ∆σ, Staal [3] defined an operator G. Each row of G in the
wavenumber domain is given as:

~̃G =− jω∆z

[
k∗

z k

|kz |2 +ε

]
σi

e− j kz∆z e− j kx x j , (B.24)

where ε is a stabilization parameter, and ∗ denotes the complex conjugate. This can
relate propagation operators to propagation slowness as:

∆W−(zm , zm+1) ≈ G−(zm , zm+1)∆σ(zm),
∆W+(zm+1, zm) ≈ G+(zm+1, zm)∆σ(zm),

(B.25)

where ∆σ(zm) is a square matrix that has the slowness update of each location at the
depth level of zm along its diagonal. The slowness gradient is given by:

∆σ
′
(zm) =∑

ω
[G−(zm , zm+1)]H ∆W−(zm , zm+1),

+∑
ω

[
G+(zm+1, zm)

]H
∆W+(zm+1, zm).

(B.26)
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All off-diagonal elements of∆σ
′
(zm) are discarded in the followings steps, making∆σ

′
(zm)

a diagonal matrix. Therefore, the wavefield perturbation due to ∆σ
′

at each depth level
is obtained as:

∆P−
σ(z0) =

Md∑
n=1

V−
j (z0, zn)∆σ

′
(zn)G−(zn , zn+1)Q−

j (zn+1),

+
Md∑
n=1

V∪
j (z0, zn+1)G+(zn+1, zn)∆σ

′
(zn)Q+

j (zn).
(B.27)

A scaling factor ασ that can minimize the residual is given by:∥∥∆P−(z0)−ασ∆P−
σ(z0)

∥∥2 → min. (B.28)

The value of ασ that can make the partial derivative of the expression in Equation B.28
with respect to ασ equal to zero is:

ασ =
∑
ω tr

[
∆P−

σ(z0)H∆P−(z0)
]∑

ω tr
[
∆P−

σ(z0)H∆P−
σ(z0)

] . (B.29)

The slowness model is updated from σi to σi+1 at each iteration according to:

σi+1(zm) =σi (zm)+ασ∆σ
′
(zm). (B.30)
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