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Pipe failure modelling for water distribution networks using boosted decision trees

Daniel Winklera  , Markus Haltmeierb  , Manfred Kleidorfera  , Wolfgang Raucha   and Franz Tscheikner-Gratlc 
aUnit of Environmental Engineering, University of Innsbruck, Innsbruck, Austria; bDepartment of Mathematics, University of Innsbruck, Innsbruck, 
Austria; cSanitary Engineering, Delft University of Technology, Delft, The Netherlands

ABSTRACT
Pipe failure modelling is an important tool for strategic rehabilitation planning of urban water distribution 
infrastructure. Rehabilitation predictions are mostly based on existing network data and historical failure 
records, both of varying quality. This paper presents a framework for the extraction and processing of 
such data to use it for training of decision tree-based machine learning methods. The performance of 
trained models for predicting pipe failures is evaluated for simple as well as more advanced, ensemble-
based, decision tree methods. Bootstrap aggregation and boosting techniques are used to improve the 
accuracy of the models. The models are trained on 50% of the available data and their performance is 
evaluated using confusion matrices and receiver operating characteristic curves. While all models show 
very good performance, the boosted decision tree approach using random undersampling turns out to 
have the best performance and thus is applied to a real world case study. The applicability of decision 
tree methods for practical rehabilitation planning is demonstrated for the pipe network of a medium 
sized city.

1. Introduction

Deterioration models predicting pipe failure play a major role in 
planning and decision support processes for water distribution 
system asset management, helping to prioritise system rehabil-
itation actions (Martins, Leitão, & Amado, 2013). The ability to 
make a prediction about the remaining service life of a technical 
asset provides valuable information for optimal prioritisation of 
maintenance, rehabilitation or replacement of assets (Syachrani, 
Jeong, & Chung, 2013). Solving the problem of forecasting and 
predicting the future state of an asset implicitly or explicitly 
implies a theoretical model of the complex process of pipe dete-
rioration (Puz & Radic, 2011). An extensive amount of factors 
(Salehi, Jalili Ghazizadeh, & Tabesh, 2017) affect this process, 
which makes the prediction when a pipe will fail a difficult task 
(Ana & Bauwens, 2010).

The physical mechanisms that lead to pipe breakage are very 
complex and thus not fully graspable by existing physical models 
(Kleiner & Rajani, 2001). At the moment, these models treat 
only a small amount of influencing factors at a time, consider 
only a limited description of the physical deterioration pro-
cesses or are applicable only for a certain kind of pipe material 
or failure type (Sorge, 2006). Wilson, Filion, and Moore (2017) 
provide an extensive overview of existing physical models. The 
main limitation for application of these models is their extensive 
need for network, condition and environmental context data. 
Accumulation of these data is only justifiable for large water 
mains with costly consequence of failure (Kleiner & Rajani, 

2001). While the ideal, complete and open available data-set, the 
so-called ‘transparent infrastructure’ (Tscheikner-Gratl, 2016), 
seldom exists, the lack of available data in the necessary quality 
exacerbates this situation.

Given the difficulties of applying deterministic physical mod-
els and obtaining accurate results, statistical models have been 
developed (Ana & Bauwens, 2010). They are used to quantify the 
structural deterioration of water distribution pipes based on ana-
lysing various levels of historical data (Shahata & Zayed, 2012). 
Scheidegger, Leitão, and Scholten (2015) provide a good overview 
of the statistical models used, (Kleiner & Rajani, 2001; Martins 
et al., 2013; Osman & Bainbridge, 2011; Tscheikner-Gratl, 2016) 
compare the strengths, weaknesses and limitations of those sta-
tistical models. Most of the models use different strategies to 
handle scarce data situations (Scholten, Scheidegger, Reichert, & 
Maurer, 2013), so even for limited data availability deterioration 
models can give valuable information, when the user acknowl-
edges its limitations. Still data issues are a recurring nuisance 
throughout the statistical modelling process. Tscheikner-Gratl, 
Sitzenfrei, Rauch, and Kleidorfer (2016) provide a good overview 
on these issues (e.g. data inconsistency or gaps in data) together 
with overall recommendations to overcome or at least minimise 
their occurrence.

Another modelling category are artificial intelligence models 
(e.g. genetic algorithms (Nicklow et al., 2010), neural networks 
(Tran, Ng, & Perera, 2007) or neurofuzzy systems (Christodoulou &  
Deligianni, 2010)). These are purely data driven approaches 
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work is the first to use such methods for modelling pipe failure 
in water distribution networks.

Therefore, this paper benchmarks decision trees and statis-
tically advanced extensions thereof and discusses the individ-
ual strengths and the overall performance for an application in 
pipe deterioration modelling using a water distribution network 
as case study. For water distribution networks in general only 
the occurrence of pipe bursts and the replacement of pipes are 
recorded due to the fact that visual inspection in water distri-
bution networks is seldom applicable. This ambiguity in infor-
mation adds an uncertainty on the exact state of the network, 
making it a challenge to use the available data to its full extent 
(Mounce et al., 2017).

This manuscript discusses the current state of the art in deci-
sion tree learning algorithms. Special attention is paid to the 
accurate pre-processing and interpretation of the data, which 
originates from the historical record of a water distribution 
network in a medium sized Austrian city. The performance is 
determined by training the models on one half of the approxi-
mately 40,000 pipes in the data-set and testing it on the disjoint 
other half. The results are evaluated with regard to a practical 
application in pipe rehabilitation. Using this criterion, the best 
performing method is selected (in this case boosted decision 
trees with random undersampling) to predict the current and 
future states of the pipe network, which can be used to assist 
tactical rehabilitation planning.

2. Methods

2.1.  Decision trees and extensions

2.1.1.  Decision trees
Decision trees describe a class of methods to cope with model 
classification and regression problems in machine learning 
(James et al., 2013). For the application on pipe deterioration 
modelling decision trees are employed to detect pipes where 
failure is imminent.

A major advantage of decision trees is the simplicity and 
computational efficiency of the method, both in terms of creat-
ing the tree as well as applying it to decision-making (Breiman, 
Friedman, Stone, & Olshen, 1984). Apart from the simple con-
cept, the approach has further interesting advantages for this 
application. Firstly, the corresponding algorithms are easy to 
understand and the resulting trees can directly be visualised and 
interpreted, which allows to immediately perceive and highlight 
the most influential deterioration factors. This inherent prop-
erty of the method is used to investigate the trained models, 
and to compare it to the statistical significant deterioration fac-
tors determined with other approaches in literature to provide 
plausibility to the modelling results. Secondly, decision trees are 
very suitable for modelling problems with complex relationships 
between the features and outputs such that they often outperform 
classical approaches (James et al., 2013). This intrinsic property 
does not require data augmentation with artificial features that 
mathematically represent relationships between single features, 
and can also be used for increasing the complexity of the trained 
model (Mitchell, 1997).

An example application of a decision tree is provided in Figure 1, 
which shows a predictor space with observations of two classes 

that enable solving of complex problems without the necessity 
of detailed explicitly known model assumptions. Therefore, a 
high amount of data and computational resources are necessary 
while the model itself stays a ‘black box’ (Ana & Bauwens, 2010).

In order to overcome the limitations of existing approaches, 
this paper aims to implement a new approach for water distri-
bution pipe deterioration modelling – the family of decision tree 
learning methods. The underlying model, intuition, assumptions 
and trade-offs behind each of the methods are more transparent 
to the user than in other artificial intelligence models (James, 
Witten, Hastie, & Tibshirani, 2013). Decision tree learning 
defines a family of methods in the context of supervised learning 
(Kotsiantis, 2013). The core idea is to design a recursive parti-
tioning of the training data based on the provided labels. This 
approach allows to model complex relationships between the 
individual features of the data, while at the same time the model 
can easily be interpreted (Quinlan, 1986).

Decision trees have been successfully applied for regression 
and classification tasks in various fields such as medicine, biol-
ogy, astronomy or business (Rokach & Maimon, 2014). Despite 
the above benefits, in its pure form, decision tree learning meth-
ods are rarely used in the field of pipe deterioration modelling. 
Jilong, Ronghe, Junhui, Liang, and Chaohong (2014) applied a 
decision tree algorithm with a depth of three to predict water 
supply network faults, including valve damage, faucet damage, 
pipeline losses, water tank damage and bursting pipes without 
distinguishing between these damages. Furthermore, they only 
used 20 fault points without validation which gives the whole 
approach limited significance. There exist several approaches 
for sewer networks, but these are only partly comparable since 
the factors affecting pipe failures in water networks are differ-
ent from the factors in the sewers. Rokstad and Ugarelli (2015) 
compared random forest algorithms with statistical deteriora-
tion models for sewers and found that random forests are not 
suitable to estimate condition states. Syachrani et al. (2013) 
employed a decision tree-based deterioration model for sewer 
pipes to predict the ‘real’ age of their pipes, using prior clustering 
to get slimmer decision trees. Harvey and McBean (2014) apply 
random forests to predict the structural condition of sanitary 
sewer pipes. Santos, Amado, Coelho, and Leitão (2017) used 
the random forest algorithm to predict pipe blockage in sew-
ers. However, random forests constitute only one possibility of 
ensemble methods for decision tree learning and, moreover, this 

Figure 1.  (left) visualises an example predictor space with observations of two 
classes (blue circle and green square). (1) provides two possible separations of 
the predictor space. (2) chooses the better classification and applies another 
separation on the subspaces.
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(blue circle and green square). The observations are quantified 
according to age and length. Step (1) compares two possibili-
ties to separate the predictor space with a rule. On top a rule 
tries to separate the classes according to an age based rule, nine 
observations are misclassified. On the bottom the length-based 
rule misclassifies only two observations. Thus as first rule for the 
decision tree the length-based rule is chosen. In step (2) the two 
resulting regions have to be segregated based on the previous 
decisions. The lower region is already perfectly classified thus no 
rule is added to the tree. The upper region is split according to 
age, note that the criterion is different from the one in the previ-
ous step. The resulting splitting rules form the final decision tree.

The main concept of decision trees is the stratification of the 
predictor space into a finite number of subregions. This strati-
fication is expressed as splitting rules, which are hierarchically 
combined into a tree. The tree construction follows a top-down, 
greedy approach denoted as recursive binary splitting. Top-down 
indicates that the starting point (the top of the tree) is the undi-
vided predictor space, where all observations belong to a single 
region (see Figure 1 left). Thereafter, the method recursively 
divides the predictor space corresponding to the previous split 
into two additional regions with every split that is performed 
(see Figure 1(1)). The greedy nature is due to the creation of the 
splitting rules, where at every time step the algorithm chooses the 
best split for this particular decision, ignoring splits that might 
be better to the overall performance. The recursion stops when 
the underlying region contains samples that are homogenously 
classified or a prescribed depth is reached (see Figure 1(2)). For 
the case of pipe deterioration, the predictor space is the record of 
all pipes in the system. An example for a binary splitting rule to 
stratify this space is to test for the type of material, in particular 
concrete or otherwise. Each of the resulting two regions are then 
split with an individual splitting rule that separates the region 
best into failure and non-failure. This process is applied recur-
sively until an exit condition is met. The resulting tree of rules 
constitutes the decision tree for the prediction model.

The Gini diversity index (GDI) is used as basis for the splitting 
criterion (James et al., 2013), which expresses the impurity of the 
node according to:

where the sum is taken over the available classes i, and p(i) is 
the observed fraction of predictions with class i in the given 
node. Thus, a node with a single class has a GDI of 0, whereas 
for diverse nodes the GDI tend towards 1. The best predictor is 
chosen by selecting the smallest GDI after the split (Breiman 
et al., 1984). For the binary classification employed in this pipe 
deterioration model there are exactly two classes, which means 
the lower the GDI the better it separates failure from non-failure 
observations. Weighing the GDI with the node probability results 
in the node risk, which is used to estimate the importance of the 
final predictors (MathWorks, 2016).

2.1.2.  Bagging
A major disadvantage of plain decision trees is the high vari-
ance of the classifier (Hastie, Tibshirani, & Friedman, 2009). To 
overcome this issue, bootstrap aggregation, in short bagging, is 
applied, which can be used for reducing the variance in various 

(1)GDI = 1 −
∑

i

p2(i)

prediction methods (Breiman, 1996). In the context of decision 
trees this approach can significantly improve the prediction 
accuracy.

The basic principle of the method applies the fact that for a 
set of n independent observations Z1,… ,Zn with variance �2, the 
variance of its mean Z is �2∕n. Ideally this approach is used to 
first create independent classifiers f̂ 1(x), f̂ 2(x),… , f̂ B(x) from B 
separate training sets, which are averaged using:

Generally, and also in the case of this study, there is no access 
available to multiple training sets. In such a situation, separate 
training sets can be created from a single set of observations 
using bootstrapping. Bootstrapping generates B different train-
ing sets by repeatedly taking samples from a single training set, 
which are used to calculate predictors f̂ ∗b(x). Averaging the pre-
dictions is called bootstrap aggregation and defined as (James 
et al., 2013):

Random forests describe an approach based on the principle of 
bagging that can further improve the accuracy of the decision 
tree classifier (Breiman, 2001). Similar to bagging a number of 
trees are grown, however, in the process of growing some addi-
tional randomness is introduced to lower the correlation of the 
individual bagged trees. To gain this property the original deci-
sion tree algorithm is altered so that it only allows to choose from 
a random subset of m predictors at every split. The size of these 
sets is provided as hyperparameter to the algorithm and is often 
chosen to be m =

√

p, where p is the overall number of predic-
tors. The set of legitimate predictors is determined randomly for 
every split based on the size m.

2.1.3.  Boosting
Boosting is a conceptually similar method to bagging in the sense 
that it improves the performance of a predictor by combining 
multiple classifiers (Hastie et al., 2009). However, the underlying 
principles are fundamentally different (Freund & Schapire, 1999). 
The basic concept of boosting is illustrated based on the first 
boosting algorithm AdaBoost.M1 (Freund & Schapire, 1997), 
hereafter referred to as AdaBoost.

A weak classifier is a classifier whose error rate is only slightly 
better than random guessing (Freund, Schapire, et al., 1996). 
Boosting creates a strong classifier from a list of weak classifiers by 
training each classifier on a slightly modified version of the data-
set. The resulting sequence of classifiers Gm(x),m = 1, 2,… ,M, 
is associated with a sequence of weights �m. The combination 
of all classifiers to a weighted majority vote results in the strong 
classifier:

The classifier weights �1, �2,… , �M are updated during the iter-
ative training algorithm and used to weigh classifiers with a 

(2)f̂avg(x) =
1

B

B
∑

b=1

f̂ b(x)

(3)f̂bag(x) =
1

B

B
∑

b=1

f̂ ∗b(x)

(4)G(x) = sign(

M
∑

m=1

�mGm(x))
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these two data-sets represent two completely different materials, 
such that individual deterioration patterns are inferred. This cat-
egorisation is applied for the other materials (DI, ST, PE) listed 
in Table 1 accordingly.

2.2.2.  Failures
The training of the models is based on the data representing indi-
vidual pipes in the pipe network. Furthermore, the data needs 
to be augmented with records on damages and repair measures 
on the pipes, i.e. it needs to be evident when a pipe failed and 
whether it has been repaired or replaced. Such information can 
be available as relational database or simply in form of a flat 
list containing the pipe failures. Regardless of the data storage 
option, to use the data for training the structure is transformed to 
a matrix form X expressing individual pipes as rows and features 
as columns. Consequently, the entry Xij represents the value of 
feature j for pipe i.

To allow the model to predict a hypothesis, it is necessary to 
provide an expected output value (failure or no failure) for the 
training. Considering the current state of the system there are 
no pipe failures such that the vector � representing the expected 
values consists only of zeros indicating no failure. Thus, in the 
system (X , �) each row �p representing a pipe with index p has 
an expected output value yp = 0. Obviously, the data needs to 
be extended with recorded pipe failures in order to be able to 
learn pipe deterioration patterns from the data. This is done by 
concatenating all recorded pipe failures to the data-set (X , �) such 
that each added row (�f , yf ) has an expected output value yf = 1. 
Since the network connection represented by a pipe may have 
failed multiple times in the past, there may be several entries 
(�f 1, 1),… , (�fn, 1) for a single connection, each representing an 
individual pipe failure occurrence.

The input vector �f  is created by duplicating the pipe feature 
vector xp and adjusting some features as follows. Table 2 provides 
an overview over all features that are used for training. After a 
pipe failure there are two options, either the pipe is repaired 
or the pipe is replaced. In both cases the geographical related 
information does not need to be changed as it is representing 
the pipe as connection in the network. For the case of the phys-
ical features, only if the pipe has been replaced the properties 
of �f  like material or diameter has to be changed to match the 
preceding pipe. Furthermore, all existing data are complemented 
with the current number of damages (i.e. total failures at pipe 
location) and damages since replacement (i.e. failures since pipe 
installation or replacement). Clearly, these values differ only for 
pipes that have been replaced since the initial installation. This 
data entries are created by chronologically adding pipe failures �f  
for each pipe �p and continuously incrementing both values by 1, 
starting from 0. If a pipe replacement occurs in this process the 
counter for damages since replacement has to be reset to 0. To 
model the age influence on the deterioration the installation date 
is replaced with either the age at pipe failure or the current age.

2.2.3.  Skewed data
If the data-set contains an unbalanced number of samples for 
the individual classes, the data are called to be skewed (Seiffert, 
Khoshgoftaar, Van Hulse, & Napolitano, 2010). For example, a 
provided data-set might be skewed with a ratio of ≈ 1∕10 of fail-
ure class to intact samples class. Such a property is problematic 

lower error rate higher than others. Another important aspect 
of AdaBoost is the additional weighing of the individual obser-
vations (xi, yi), i = 1,… ,N using weights w1,w2,… ,wN. Those 
weights are initialised to wi = 1∕N, implying that the first clas-
sifier is trained as a standard decision tree. After each iteration, 
the training samples are reweighed, so that misclassified samples 
have their weights increased; whereas weights of correctly classi-
fied samples become decreased (Hastie et al., 2009).

2.2.  Data

As explained in the previous section, decision tree learning is 
based on the statistical evaluation of existing data. When applying 
such algorithms to real world problems several issues regarding 
the provided data have to be considered. Those comprise not only 
apparent properties like the layout and format but also intrinsic 
properties like data distribution. The necessary pre-processing 
steps to cope with such issues are described in the sequence.

2.2.1.  Data curation
In a first step, the data is pre-processed by removing features 
that do not have any technical relevance for the model, which is 
denoted as curation. Apart from pipe enumeration identifiers, 
no geographical features (e.g. street names or coordinates) are 
used. Therefore, no spatial interpretation is performed (e.g. using 
the street name to correlate close pipes with each other or to 
certain districts of the city). The remaining features are separated 
into numerical (e.g. age) and categorical features (e.g. material), 
which require different pre-processing strategies. Since the clas-
sification efforts are limited to the decision tree approach and 
its extensions, the numerical values do not have to be normal-
ised prior training. Categorical features like material or type are 
transformed from a single feature into a set of Boolean features. 
This process transforms a categorical feature � with n possible 
values into n Boolean features �k, k = 1,… , n, where only the 
feature with the matching value is set to true. Due to the use of 
MATLAB (MathWorks, 2016) as tool for machine learning, this 
explicit modification is left to the software by marking categorical 
features as such.

In the case of pipe material, the data undergoes another 
pre-processing step. The provided data classifies the pipes as 
nine different materials, such as cast iron or polypropylene. This 
classification is improved by considering the fact that some mate-
rials changed their properties and thus deterioration patterns 
significantly due to changes in manufacturing (Roscher, 2000). 
As such, a finer categorisation of pipe material is used according 
to Table 1.

For example, according to Table 1 the data for pipes made of 
CI is separated into (a) pipes built between 1900 and 1930 (CI 1st 
generation) and (b) pipes built between 1930 and 1970 (CI 2nd 
generation) (Roscher, 2000). From a classification perspective, 

Table 1. Timetable for pipe materials that changed their deterioration patterns due 
to different manufacturing processes as classified by Roscher (2000).

Material Interval boundaries in years
CI 1900 1930 1970
DI 1950 1980 2000
ST 1900 1940 1980 2000
PE 1950 1975 1995

STRUCTURE AND INFRASTRUCTURE ENGINEERING 1405



classifier is trained on the entire training data-set, which is an 
advantage over the other methods that are only trained on a sam-
pled subset. In case of the manual subsampling discussed above 
only a small percentage of the non-failure class are leveraged to 
gain a training class ratio of 50:50. Using the above example of 
a ratio 1∕10 would mean that only 10% of the dominant class 
would be used for training. RUSBoost improves this drawback 
by individually undersampling the entire data-set for every weak 
classifier, such that a larger fraction of the majority class is used 
for training.

2.3.  Case study

The case study, on which the described machine learning 
approach is applied, is a medium sized city (app. 95,000 inhab-
itants) in Austria with an overall network length of 851 km with 
17,268 house connections (32% of the network length). The fail-
ure recordings started already 1983 but the time series record-
ing has gaps (Tscheikner-Gratl, Sitzenfrei, Hammerer, Rauch, 
& Kleidorfer, 2014). The original network data was of mediocre 
quality and therefore is enhanced with the help of a data recon-
struction method (Tscheikner-Gratl et al., 2016) and divided into 
street sections to simplify processing. The reconstructed data-
set consists of approximately 39,637 pipes with 20 documented 
properties, including material and length. The available data 
contains 3743 documented failures, which represent a fraction 
of 8.63% of all observations. Thus, the data are skewed with a 
fraction lower 1/10 of failure to intact samples.

The data distribution of the most important network features 
is visualised in Figure 2. A graphical representation of the pipe 
pressure distribution has been omitted since 99% of the pipes 
are recorded with a pressure of .5 MPa. Sixty-nine per cent of 
the pipes are house connections and 25% distribution pipes. 
According to this distribution, the data-set contains a high per-
centage of pipes with small diameter, 72% of the pipes have a 
diameter less than 50  mm, which corresponds with the high 
amount of house connections. The provided data contains nine 
different pipe materials, which are distributed on the network 
as: 3.46% asbestos cement (AC), 6.92% cast iron (CI), 7.05% 
ductile iron (DI), .01% glass reinforced plastic (GRP), 1.70% 
polypropylene (PP), 51.83% polyethylene (PE), 8.43% polyvinyl 
chloride (PVC), .06% lead (Pb) and 20.54% steel (ST). These 
materials have been refined according to Table 1 such that 17 
different materials are used as input to the models.

for training as a simple classifier G(x) = 0, predicting always 
no failure, would be correct in 90% of the cases. To avoid this 
discrepancy, the classes for training have to be more evenly 
distributed, which can be achieved by sampling a subset of the 
predominant class.

2.2.4.  Data subsampling
For the reduction of training data, two approaches known as 
simple random sampling (SRS) and stratified sampling (Cochran, 
2007) are used. SRS is the simplest form of probabilistic sam-
pling where n units out of the N observations in the data-set are 
selected (Hastie et al., 2009). The n observations are drawn ran-
domly unit by unit with equal chance and at most once. Stratified 
sampling allows to improve the sampling regarding certain 
aspects. For a population of N units that is divided into L char-

acteristic subpopulations N1,N2,… ,NL such that N =
L
∑

h=1

Nh,  

stratified sampling provides means to represent each subpopula-
tion, called stratum, in the selected sample. If the set of selected 
observations in each stratum is chosen randomly, the method 
is called stratified random sampling (Cochran, 2007). Stratified 
random sampling with proportional allocation is performed, 
which means that the condition:

needs to be fulfilled, where n is the set of sampled observations, 
nh is the set of sampled observations in stratum h and Wh is the 
fraction of the hth stratum. This type of stratified sampling is 
known as proportionate stratified random sampling (PSRS). In 
the case of this paper, the pipe material is used as the stratification 
condition because each type of material has a specific deterio-
ration pattern (Ahmadi, Cherqui, Aubin, & Le Gauffre, 2015). 
This choice influences the distribution of the subsampled data 
such that all materials are represented in the training set but is 
independent from the actual learning process. The importance 
of the pipe material for the classifier is thus entirely determined 
by the learning algorithm and not prescribed by this choice.

PSRS is performed on the training data used for the deci-
sion tree, random forest and AdaBoost classifiers. This paper 
furthermore investigates RUSBoost, which has been specifically 
designed as a variation of AdaBoost that employs random under-
sampling (RUS) on the data (Seiffert et al., 2010). Due to the fact 
that the sampling is embedded in the method, the RUSBoost 

(5)
nh

n
=

Nh

N
= Wh

Table 2. Feature vector x of the data-set with the abbreviations used in the results. The type indicates if the feature is categorical (C) or numerical (N).

Name Type Description
Failure C Indicating pipe failure or not (y)

physical Age N The age in years
Type C The type of the pipe, classified as DP (distribution pipe), HC (house connection) and HY (hydrant pipe)
Diameter N The diameter in millimetres
Pressure N The nominal pressure in bar
Length N The length of the pipe in metres
Material C The material of the pipe section, categorised as described in Table 1

geographically derived HC_Str N Number of house connections in the same street section
HY_Str N The number of hydrants in the same street section
Valves_Tot N The number of valves on the pipe
Valves_St N The number of valves in the same street section

historically derived Failure_Tot N The number of total damages recorded on the pipe
Failure_New N The number damages recorded since the pipe has been replaced. If the pipe has never been replaced it coin-

cides with Failure_Tot
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is trained on one half of the data and validated against the other 
disjoint half. Increasing the ratio of training to test data did not 
result in significant improvement of the results. Subsampling of 
the data are performed only on the training data. Performance 
evaluation for all methods is executed on the skewed test data, 
which represents the practical application of the classifier that 
has to be applied on the entire skewed data-set to model pipe 
deterioration.

3.1.  Classification performance

The performance in terms of predictions is measured by esti-
mating the accuracy, confusion matrix and receiver operating 
characteristic (ROC) curve. Accuracy is calculated as the fraction 
of correct predictions to total predictions. The confusion matrix 
provides more insight by explicitly categorising the predictions 
according to actual class and predicted class. Each column in 
the matrix represents instances in a predicted class while each 
row represents instances in an actual class. Thus, the predic-
tions are separated into true positive (TP), true negative (TN), 
false positive (FP) and false negative (FN) predictions. Dividing 

Applying the described pre-processing steps transforms the 
used data to training and test data for the machine learning 
algorithms. Note that decision tree learning does not require 
mathematical processing steps like feature scaling and normal-
isation, which are necessary, for example, for linear methods. 
Furthermore, the mathematical combination of features or 
unary manipulations like exponentiation is not necessary for 
tree based approaches (Breiman et al., 1984). The 12 features 
that are selected from the original data-set to train the model for 
predicting pipe failures in the current system are listed in Table 2.

The learning and testing is conducted with the MathWorks 
MATLAB Statistics and Machine Learning Toolbox (MathWorks, 
2016). Pre-processing of the data is performed using Python in 
combination with the Python Data Analysis Library (McKinney 
& Team, 2015).

3. Results

All results for the performance evaluation are created with a 
50% holdout rate of test data from the entire data-set resulting 
in an equal partitioning of training and test data, i.e. the model 

Figure 2.  Histograms of the pipe network data. Material appendices 1G, 2G and 3G indicate the sub-classification of materials according to Table 1. The material 
abbreviations denote asbestos cement (AC), cast iron (CI), ductile iron (DI), glass reinforced plastic (GRP), high impact polypropylene (HIT), polyethylene (PE), polyvinyl 
chloride (PVC), lead (Pb) and steel (ST). The type abbreviations denote distribution pipe (DP), house connection (HC) and hydrant (HY).
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The predictor importance of the classifier is calculated as sum-
mation over the risk changes due to splits of a specific feature. 
For ensemble methods, this value is accumulated over all weak 
classifiers. For each feature, an importance value is calculated 
where high values indicate high relevance for the classification 
process. The data from Figure 4 meet the practically known 
relevance factors for deterioration modelling. The most impor-
tant features for all tested methods are material, age and length. 
Debón, Carrión, Cabrera, and Solano (2010), Lei and Sægrov 
(1998) and Tscheikner-Gratl (2016) found in their works to be 
material, length and diameter to be significant factors, while 
Giustolisi, Laucelli, and Savic (2006) also chose these pipe fea-
tures among all available information to model the occurrence 
of water main bursts.

It is important to note that due to the data dependency of the 
approach the predictor importance is representative only for this 
case study and not for pipe deterioration in general. An illustra-
tive example is the influence of pipe pressure. While several point 
out that pressure is among the important factors studies (Friedl  
et al., 2012; Ghorbanian, Karney, & Guo, 2016; Salehi et al., 2017), 
according to Figure 4 it is the least significant of all properties 
for all tested models. This is explained by the data availability of 
the case study which did not allow a hydraulic model of existing 
pipe pressure in the network but only the usage of the nominal 
pressure of the pipes as a proxy for the pipe material quality, 
where 99% of the pipes are documented with a nominal pressure 
of .5 MPa.

Obviously, this data-set is not representative to determine the 
effect of pressure in pipe failure prediction, which is reflected in 
the results accordingly. The diversity of pipe diameters in the 
data-set is high enough to be used as relevant criterion, however, 
the importance for the DT models is on par with artificial meta 
properties like the amount of valves and house connections in the 
same street section. For the case of a single decision tree, Figure 4 
shows that the pipe diameter is more important to the model 
than those properties. This could be explained by the imple-
mentation of a categorisation between house connections and 
distribution pipes, which to a certain degree also are a division 
between higher and lower diameters. Here again, it is important 
that this observation is true for the given training data-set and 
not for deterioration modelling in general.

3.2.  Practical considerations

To use any of the trained classifiers for creating a rehabilitation 
strategy requires to use it on the original data. For this purpose, 
two steps have to be performed. Firstly, the classifier is trained 
on the entire data-set with a test holdout of 0, which exploits 
the information of the entire database. To minimise the risk of 
overfitting, the classification error is compared to cross-vali-
dated classifiers that are trained on the same data. For this pur-
pose, k-fold cross validation partitions the data randomly into 
k equal sized subsamples. In addition, k classifiers are trained 
individually using one subsample as test data and the other k − 1 
subsamples as training data. The cumulative error of the predic-
tion serves as estimate for the accuracy of the classifier (Hastie  
et al., 2009). Two cross-validated classifiers are trained with k = 2 
and k = 5 and compared to the model that is trained on the full 
data-set. All three models perform very well with a classification 

these metrics by the number of actual observations results in 
the respective rate, e.g. TP/(TP + FN) results in the true positive 
rate (TPR).

Table 3 summarises the confusion matrices for the trained 
models evaluated on the test data. An interesting characteristic 
of these results is that the TPR of the methods trained on the 
stratified data is approximately 10% higher than for RUSBoost 
that is trained on the entire training data. In contrast, RUSBoost 
has a much lower false positive rate (FPR), which is reflected in 
an overall accuracy of .96. Due to the skewed nature of the data, 
the FPR has a much higher contribution on the accuracy measure 
than the TPR, such that the accuracies of the other methods are 
significantly lower at .87 (AdaBoost), .89 (Random forest) and 
.83 (Decision tree).

For classification problems with ensemble methods each DT 
of the ensemble votes for a specific class, the overall class pre-
diction is then based on a majority vote. The results from the 
confusion matrix are thus strictly distinguished at a threshold of 
.5. Apart from the label, predictions comprise scores that describe 
the probability that the observation belongs to a certain class. 
This information allows to vary the threshold at which a pipe 
is classified as damaged, thus trading a decreased false positive 
rate (FPR) for a lower true positive rate (TPR) and vice versa. 
As an example, if FPR of 1 is accepted then also a TPR of 1 is 
trivially achieved by simply classifying all pipes as broken. On 
the other hand, if only a very low FPR of .01 is accepted the clas-
sification model will have a relatively low TPR, containing only 
pipes where the probability is high enough. This relationship is 
visualised by the so-called ROC curve, which is created by alter-
ing the discrimination threshold and plotting the TPR against 
the FPR as function of thereof (Fawcett, 2006). The ROC is rated 
as good when the curve is above the 45° line which represents 
random guessing, perfect classification is graphically interpreted 
by the union of two lines corresponding to FPR = 1 and TPR = 1, 
respectively.

As shown in Figure 3 the ROC curves for the three ensem-
ble methods are quite close with the best characteristic for 
the RUSBoost method. The legend of the Figure furthermore 
gives information on the area under the curve (AUC), which 
is a quantity in the range 0 ≤ AUC ≤ 1 that integrates over the 
respective ROC functions. As argued in (Hosmer & Lemeshow, 
2000), a model that achieves an area under the ROC above .8 
is excellent and an AUC higher than .9 is outstanding. This 
indicates that decision tree learning is well suited for deterio-
ration modelling, as all ensemble methods perform with AUC 
higher than .9.

Table 3. Confusion matrices for the evaluated methods showing rates in per cent. 
RUSBoost is significantly different from the other methods by having a lower true 
positive rate and a significantly lower false positive rate.

predicted predicted

RUSBoost Yes No Random Forest Yes No
actual Yes 70.19 29.81 actual Yes 80.62 19.38

No 1.17 98.93 No 9.32 90.68
predicted predicted

AdaBoost Yes No Decision Tree Yes No
actual Yes 80.75 19.25 actual Yes 79.14 20.86

No 10.10 89.90 No 16.51 83.49
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The final classifier is used hereafter to predict the failure pipes 
on a database that has not been augmented with pipe failures, 
which is basically a registry of all pipes in the current network 

error of .039 for the final model. The cross-validated classifiers 
perform slightly worse with an error of .040, the standard devi-
ation of the loss ratio of full model to k-fold is .032 for k = 2 and 
.027 for k = 5.

Figure 3.  ROC curve for failure pipes, predicted vs. actual response on test set. 
RUSBoost shows the best performance as it is closes to the ideal classification, a 
horizontal line with true positive rate 1 for all values of false positive rate. This is 
also reflected by the highest area under curve (AUC) value of .93.

Figure 4.  Comparison of predictor importance estimation. The predictors are 
sorted according to the importance for the first classifier (RUSBoost).

Figure 5. Visualisation of the pipe deterioration prediction for parts of the entire network for the current condition and future in five year steps. The pipe failure probability 
is visualised by colour intensity. The histograms show the failure probability distribution for the entire network.
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As a proof of its efficiency, the model was applied in a medium size 
case study. The pipe network database and failure recordings are 
transformed into a format that is suitable for machine learning. 
The problem of skewed data distribution of failure and non-failure 
observations is handled, and bagging and boosting are applied to 
overcome the high variance of standard decision tree classifiers.

The performance evaluation of the classifiers using a holdout 
of 50% for test data reveals outstanding results when applying 
the performance classification of Hosmer and Lemeshow (2000). 
Boosted decision trees using random undersampling is found to 
be the best performing classifier, which is used for the creation 
of a tactical rehabilitation plan where the model is employed to 
predict the pipe network state in 5 and 10 years. A further novelty 
is the inclusion of house connections into the approach, which 
is still seldom done, but is one of the weak points of a network 
in terms of failure occurrence.

Future work will include the application and evaluation of the 
model to different data-sets. Interesting measures are the perfor-
mance of the approach on these data-sets, and the performance 
of trained models on different data-sets. A sensitivity analysis 
with respect to the data distribution will provide information on 
the generalisation ability of the method. Furthermore, measures 
will be tested to reduce the influence of the survival bias.
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