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Abstract

For a global quantum communication network, we need to have long distance links over which we can
distribute entangled photon pairs. Due to exponential losses, using optical fibres alone is unfeasible.
Quantum repeaters extend the range of quantum networks, but intercontinental links are still unfea-
sible. Because of this, research has gone towards exploring space based segments, where a satellite
can be used to make long-distance links by making use of the lower losses of free space transmission
compared to fibre transmission.
Here, we develop a general analytical model to compute the rate and fidelity of setups consisting of
two ground stations connected by a satellite in orbit. We consider three different schemes: a direct
downlink and two memory assisted schemes where the satellite is used as a quantum repeater, in an
uplink and a downlink. Combining orbital mechanics for the satellite with a detailed model for trans-
mission probability, allows us to track what happens to the rate and fidelity at any point in time. The
generality of the model allows for a broad applicability, fitting to many different setups.
We apply our model to different setups by tuning the different parameters and identify that the rate
of the protocol will benefit most from increasing the multimode capacity of our assisting quantum
memory and that the fidelity is most benefited by a good entanglement swap in the memory assisted
schemes. If we have small links, bad memories or a bad entanglement swap, the direct downlink
protocol will be the best choice, but for an intercontinental link we will need our memory assisted
schemes.
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Introduction

When two particles are connected so deeply that the state of one can not be described independently
of the other, these particles are said to be entangled. Quantum entanglement is one of the most im-
portant aspects of quantum physics as it is inherently non-classical [1]. An entangled quantum system
allows for many interesting applications like distributed quantum computing [2], superdense coding [3]
and quantum cryptography [4], which would otherwise not be possible.
A widely used carrier of quantum information is the photon, the quantum of light. We can send and
distribute these photons through optical fibers to create entanglement between distant nodes. However,
optical fibres suffer from exponential losses [5], limiting achievable distances over which the photons
can be distributed to a few hundred kilometers. As this is insufficient for global coverage, quantum
repeaters have been proposed to extend the range of quantum networks [6]. Proof of principle quantum
repeaters exist but are not quite practically useful yet. Despite the progress made on these quantum
repeaters, a truly global quantum network based only on optical fibers and quantum repeaters still
remains unfeasible. This is mainly caused by the high number of repeaters needed to make such a
network usable in addition to limitations in where such a repeater can be placed. For example, due to
high maintenance requirements it will be hard to place some quantum repeaters in the middle of the
Atlantic ocean. These realisations led researchers to explore space-based segments, where losses scale
more favourably with distance, because most of the transmission happens in free space rather then
lossy fibres.
Satellite links are not just wishful thinking anymore, as the first quantum satellite named Micius was
launched in 2016 [7], where quantum key distribution (QKD) was performed over a ground distance
of 12000 km. For this satellite link, the transmission losses were at the order of 70 dB, compared to
over 300 dB for a direct fibre link between the same ground stations.

In this work we compare three different satellite link schemes through analytical modelling. Con-
necting two ground stations via a direct downlink, a memory assisted downlink and a memory assisted
uplink. Analytical models for static, symmetrical links for certain physical realizations have been made
previously [8]. We extend this analysis by

1. making our model set up to be applicable to a wide variety of physical realizations, to
be open to different hardware choices, as many options are still open and in development;

2. introducing satellite movement, which adds a complexity through time dependencies and
asymmetrical links, and provides important insight into the way the rate of the protocol changes
as the satellite flies over the ground stations. This also adds important parameters to be consid-
ered, like the height and inclination of the satellite orbit;

3. adding a detailed transmission probability model, including free space beam divergence,
atmospheric effects, pointing losses and hardware losses depending on the positions of the ground
stations and the satellite. This allows us to track the link losses at each point of the satellite’s
orbit and the position of the ground stations.

Our model can be used to define hardware requirements for certain setups, identify important pa-
rameters to focus improvement on, as well as explore the optimal scheme for existing and near-future
available hardware.

We will first go over some background theory regarding quantum communication and satellite links
in Chapter 1, which will help understand the derivation of our model in Chapter 2. The model is
explained in 3 steps: we first outline a model for all components of the model in Section 2.1, we go
over the way we keep track of positions of the ground stations and satellite in orbit, and our model for
transmission probability in Section 2.2, we then put everything together to derive equations for the
rate and fidelity for all schemes in Section 2.3. Lastly we look at some results of what we can learn
from applying our model to different scenarios, which are reported and discussed in Chapter 3.
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Chapter 1

Theory

Before we look at our model that we created to study the quantum satellite links, we first go over
some concepts that will give appropriate background knowledge and help understand our model. We
will first cover some basic concepts of quantum mechanics: entanglement and the no-cloning theorem.
These concepts are at the heart of quantum communication and therefore important to our model.
After covering the basic concepts we get more and more specific towards satellite based entanglement
distribution: we will talk about quantum repeaters, loss and decoherence channels and go over the
basics of satellite communication. Finally, we present a few possible applications of (satellite based)
entanglement distribution.

1.1 Quantum entanglement

Two quantum systems are said to be entangled when we can not describe the state of one, without
mentioning the other. This leads to correlated measurements of qualities of the quantum systems
(violating the Bell inequality [9]), where, depending on the type of entanglement, the outcome of a
measurement on the two systems is either always equal, or always opposite. A quantum system is fully
entangled, when these correlations are perfect. Four well known examples of fully entangled quantum
states are the so-called Bell states [10]:

|φ+〉 =
1√
2

(|00〉+ |11〉),

|φ−〉 =
1√
2

(|00〉 − |11〉),

|ψ+〉 =
1√
2

(|01〉+ |10〉),

|ψ−〉 =
1√
2

(|01〉 − |10〉).

Where |0〉 and |1〉 are the possible states of the quantum system, given in bra-ket notation, also known
as Dirac notation [11]. For example, the states could be a spin up or down, the presence or absence of
a photon, or horizontally or vertically polarized photons, depending on the system.
How much a system is entangled we can describe by what is called the fidelity of a state, often denoted
by the letter F . A fully entangled state has fidelity 1, and the less correlations there are, the lower the
fidelity. We can calculate the fidelity of a normalized quantum state ρ with respect to a target state
|φ+〉 as

F = 〈φ+|ρ|φ+〉. (1.1)

The correlated measurements that are caused by the entanglement make for some interesting applica-
tions in the fields of quantum computing and quantum communication. In this thesis, we will focus
our attention on applications in quantum communication, of which some are mentioned at the end of
this Chapter (1.7).
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1.2 No-cloning theorem

The no-cloning theorem states that it is not possible to create an identical copy of an arbitrary
(unknown) quantum state. This allows for the security of the QKD protocol, but also hinders us in
creating entanglement over long links.
To see how this works, consider a quantum state |Ψ〉 that we want to copy onto some initial or
blank state |e〉. On our combined system |Ψ〉 ⊗ |e〉 we can perform either a measurement or unitary
transformations. A measurement will lead to the collapse of the wavefunction, thereby destroying the
information contained in |Ψ〉. Therefore our only option is to apply some unitary transformation U .
The no-cloning theorem then tells us that there is no unitary operator U , such that for all normalized
states |Ψ〉 and |e〉 from Hilbert space H, we have

U |Ψ〉|e〉 = eiα|Ψ〉|Ψ〉

for some real number α.
To show this, we pick another state from the Hilbert space |Φ〉, and use the fact that U is unitary
(U†U = 1) to find

〈Ψ|Φ〉〈e|e〉 = 〈Φ|〈e|U†U |e〉|Ψ〉 = eiα−iβ〈Φ|〈Φ||Ψ〉|Ψ〉 = eiα−iβ〈Φ||Ψ〉2.

Since |e〉 is normalized (|〈e|e〉| = 1), we then find that

|〈Ψ|Φ〉| = |〈Ψ|Φ〉|2

For this to be true, we need that either |〈Ψ|Φ〉| = 0 (orthogonal states) or |〈Ψ|Φ〉| = 1 (Ψ = eiβΦ).
While this is possible, this is not true for any arbitrary quantum state. Therefore U cannot clone a
general quantum state, thereby proving the no-cloning theorem.
So, we cannot just ’copy’ a quantum state. What does this mean for us? On one hand, it means that
also not any other person can copy a state that one might share with someone else, therefore making
it impossible for a third party to listen in on a message one might send through the quantum link.
On the other hand it also means that even the sender or anyone else can not copy the state, which
makes it difficult to transport entangled particles, as in classical communication we can make use of
repeaters, which receive an incoming message, copy it and redirect it, to extend transmissions so that
the signal can cover longer distances. However, we just learned that this is not possible with quantum
signals, which brings us to the topic of the next section, quantum repeaters.

1.3 Entanglement swapping and quantum repeaters

Due to the no-cloning theorem, we cannot simply copy-paste our photons, like in classical repeaters.
But we still need a way to combat the high losses, which has lead to the idea of separating longer links
into several smaller links, connected by quantum repeaters [12]. If we can create entanglement in two
shorter links and use a protocol called entanglement swapping, we thereby extend the entanglement
to a longer link.
To see how the protocol works, we consider 3 stations: Alice (A), Bob (B) and Carol (C). Carol shares
an entangled pair with Alice, and one with Bob. This is visualized in Figure 1.1, where entanglement
is indicated by a wavy line. Let’s say they both share the Bell state |φ+〉, the combined state ABC is
then given by

|Ψ〉A,B,C = |φ+〉A,C1
|φ+〉C2,B

Now Carol can perform a Bell state measurement (BSM), indicated as the big grey circle in Figure
1.1. This corresponds to measuring in a basis where the outcome is one of the 4 possible Bell states.
When Carol measures the outcome to be |φ+〉C1,C2 , our remaining state will be

〈φ+|C1,C2
|Ψ〉A,B,C

= 〈φ+|C1,C2

(
|00〉A,B |00〉C1,C2

+ |01〉A,B |01〉C1,C2
+ |10〉A,B |10〉C1,C2

+ |11〉A,B |11〉C1,C2

)
= |φ+〉A,B .

Where we see that, as a result of the BSM by Carol, we end up with a Bell state shared between Alice
and Bob! This means that we can now create longer entangled links by the use of a mid-point Carol.
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Figure 1.1: Visualization of the entanglement swapping protocol. Two entangled links (wavy lines)
between Alice (A) and Carol (C1) and between Bob (B) and Carol (C2) are ’swapped’ into a link
between A and B by performing a Bell state Measurement (BSM, indicated by the big grey circle) on
the qubits C1 and C2.

1.4 Photon loss and decoherence

In entanglement distribution, there are two main parameters that we are interested in. The first is the
rate of the protocol, which is the amount of entangled pairs that are received per second. How many
pairs we receive is determined by how many pairs we send, and how many we lose. Losing photon can
be modelled by a loss channel.
When we have a probability 1− p of losing a photon, we can model this as applying a ’beam splitter’
with transmittance

√
p onto a loss mode lσ. For some creation operator c†σ. The loss channel is then

given by
c†σ →

√
1− pl†c,σ +

√
pc†σ. (1.2)

And since we do not really care about what happens to the photon after we lose it, we can trace out
this loss mode.
The second important property of our entangled pairs is their fidelity: the quality of their entangle-
ment. An entangled state can become less entangled over time, through a process called decoherence.
Quantum decoherence transforms quantum probabilities into classical probabilities. Interactions with
the environment can lead to the disappearance of the ’quantum behavior’ of a system. This of often
modelled with either a depolarizing channel or a dephasing channel. In our model, we will model all
decoherence with depolarizing channels. Our state ρ is mapped, with some probability p, onto the
maximally mixed (classical) state 1

2 = 1√
2
(|0〉〈0|+ |1〉〈1|):

ρdepol = pρ+ (1− p)1
2
. (1.3)

Now that we have gone over some concepts regarding quantum communication, we will turn our
attention to satellite communication and configurations.

1.5 Zenith angle in satellite communication

To communicate with a satellite, it needs to be in our line of sight (i.e. not under the horizon). We
can quantify this with a parameter called the zenith angle, denoted by ζ. For any point on earth, you
can find it’s zenith by connecting a line from the centre of the earth through that point and out into
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Figure 1.2: Representation of the terms ’zenith’ and ’zenith angle’. We see ground station B on earth
where a line from the centre of the earth through B signifies the term zenith. The angle between point
B’s zenith to the position of the satellite is the zenith angle, denoted by ζ. h is the height of the
satellite orbit, Ls−g is the link length between B and the satellite and R⊕ is the radius of the earth.

the sky. The zenith angle of the satellite is then the angle from the satellite to that points zenith. An
example of a configuration is shown in Figure 1.2, where the zenith angle of the satellite with respect
to ground station B is indicated.
For the satellite to be above the horizon we only need |ζ| < 90◦, if we include mountains and tall
buildings, this maximum angle becomes a bit lower. However, we also have to take into account that
the bigger the zenith angle the longer the satellite link and the greater distance the signal has to travel
through the atmosphere. For these reasons we generally restrict |ζ| < 70◦.

1.6 Satellite link configurations

There are many ways we can link two ground stations through a satellite, some of which are discussed
in [13]. In this thesis we will go over three of these scenarios: a direct downlink, a memory assisted
downlink and a memory assisted uplink. An overview of these configurations can be found in Figure
1.3. We study the direct downlink because it is the easiest and indeed the most direct way of creating
entanglement between two points through a satellite link. By using the satellite as a quantum repeater
we hope to make it feasible to create longer links in the memory assisted schemes. Throughout this
thesis our model will outline advantages and disadvantages of each of these schemes such that we can
make more informed decisions on which scheme is best suited for certain scenarios.

The direct downlink is the simplest case. We have our source, situated on the satellite, which sends
down entangled photon pairs to the ground stations, which receive them and store them in a quantum
memory.
In the memory assisted schemes, the satellite is used as a quantum repeater: entanglement is created
in each arm separately, after which we perform the entanglement swapping protocol. For the memory
assisted downlink, this means we need two sources and two memories on our satellite, as well as a way
to perform the BSM. For the memory assisted uplink, the sources are located at the ground stations,
along with a quantum memory. The satellite in the uplink also contains two quantum memories, and
a BSM station.

1.7 Applications of entanglement in quantum communication

Now that we have discussed how we hope to make entanglement links, we will outline some common
applications of entanglement in the field of quantum communication. We will not go into these too
deep, as the main focus of the thesis will be on establishing entanglement between two distant parties,
and not so much on what is done with this entanglement afterwards, but it is nevertheless interesting
to consider some possibilities.
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Figure 1.3: Different link configurations used in the model. a. Direct downlink: satellite containing
an entangled photon source (circle), two receiving ground stations containing a quantum memory each
(square). b. Memory assisted downlink: satellite containing two sources and two memories, as well
as a BSM station (triangle) to perform the entanglement swap, two receiving ground stations with
a quantum memory. c. Memory assisted uplink: two ground stations containing entangled photon
sources and quantum memories and a receiving satellite with two quantum memories and a BSM
station.

1.7.1 Quantum key distribution (QKD)

A message can be sent between two people as a (classical) string of bits. To make the message secret,
so no people can listen in on your conversations, a key can be applied to the message, only known to
the sender and receiver. When this key is generated by a QKD protocol, it is inherently secure, as
the state can not be copied by anyone trying to listen in, due to the no-cloning theorem (described in
Section 1.2). The third party trying to listen in could perform measurements, but not without letting
their presence be know to the sender and receiver, as a measurement would destroy the entanglement.
The most well-known QKD protocols are the BB84 protocol by Bennet and Brassard [14] and the E91
protocol by Artur Ekert [15].

1.7.2 Blind quantum computing

Delegated computation allows us to use central computers to run certain calculations that are not
always suitable for personally owned hardware. It can be expected that with the development of
quantum computers, there will also be a demand of delegated quantum computation. This is because
quantum computers, especially in the beginning stages, will likely not be a common occurrence. With
only a select few quantum computer available worldwide, it would be nice if these computers can be
used by a wide variety of people from anywhere on earth.
While delegating calculations to remote systems may have strong practical and economic motivation,
there are some security issues that come into play. The communication between the client and the
quantum server can be protected via quantum cryptography such as QKD, which was described earlier.
However, there lies a problem in the server itself being untrusted. Therefore, to have secure, correct
results, we need the delegated tasks to be secure against the server executing them as well. This is
known as blind quantum computing [16].
We could thus use our satellite links to make safe quantum computation possible for a wider audience.

1.7.3 Other applications

Some other interesting applications include:
Enhancing the precision of measurements, in a field called quantum metrology [17].
Sending more then one classical bit of information through one set of entangled pairs, this is known
as superdense coding [3].
Quantum clock synchronization, which uses entanglement between two parties to establish a synchro-
nized pair of atomic clocks [18].
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Chapter 2

Model

In this chapter we will focus on the derivation of our model, which will consist of expressions for the
rate and fidelity of schemes with a direct downlink, a memory assisted downlink or a memory assisted
uplink. This is done by setting up models for what happens to a certain input state at each step in
the schemes described in Section 2.1. Each subsection here can be seen as a puzzle piece, which are
then put together to find the final expressions for rate and fidelity in Section 2.3. An important aspect
of this model is how it tracks the links between the ground stations and the satellite and gives an
expression for the transmission probability based on these links. An expression for this, as well as a
description of how the satellite and ground station links are tracked, is derived in Section 2.2.

2.1 General models for protocol components

Here we will define our puzzle pieces. Each subsection describes a different part of the protocols. As the
model contains a lot of different variables, we have compiled a list of all the variables, their meaning,
and where they were introduced in the beginning of this thesis, which can be used for reference.

2.1.1 Entangled photon pair source

As a first step in distributing entangled photon pairs, we first need to create them. We look at a generic
source for entangled photon pairs. As many different kinds of photon sources exist, we have made it
possible to tweak the parameters introduced here to fit many different realizations of the source.
Spontaneous parametric down conversion [19] is a popular choice as entangled photon pair source. The
downside of using this is the multi-photon events that can occur, limiting the fidelity. These events
can be suppressed, but not without suppressing the overall rate. These properties of the SPDC lead
to the choice of moving away from this source, using a general model for entangled pairs with no
multi-photon events. This will lead to significant improvements in achievable rate and fidelity1.
We assume that we create our target state, let’s say |φ+〉 = 1√

2
(|1α1α〉+ |1β1β〉), with some probability

p0, together with a random mixture of other states. We also have to take into account the generic source
failing to emit a photon, with some probability

√
1− pb. We can have a correlated loss probability for

both photons, therefore we include a term (1− pb)|∅∅〉〈∅∅| in our generated state.
A state generated by our generic source can be written as

ρsource = pb(p0|φ+〉〈φ+|+ pαα|1α1α〉〈1α1α|+ pαβ |1α1β〉〈1α1β |
+ pβα|1β1α〉〈1β1α|+ pββ |1β1β〉〈1β1β |) + (1− pb)|∅∅〉〈∅∅|
= pbργ + (1− pb)|∅∅〉〈∅∅|

(2.1)

The source can also fail emit one photon with probability 1− pw, which is covered by applying a loss
channel (discussed in Section 1.4). If the probability of getting zero photons is not the same as that of
missing one, squared, this can be considered in the parameter pb, otherwise it is taken care of in the

1The reason SPDC sources are still widely used is because other sources are not very well developed yet. However, this
will not be the only time we are looking at future possibilities to try to make this optimistic goal of long entanglement
links work.
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loss channel.
This model does not take into account coherences (off-diagonal elements of the density matrix) since
the two arms of the system will not interact, and therefore these elements will not affect the final
fidelity.
As stated before, our model of a generic entangled photon pair source can fit many different sources. For
example, in generation of polarization-entangled photons, using a quantum dot single photon source,
linear optics and photodetectors [20], we will have |1α〉 = |H〉 and |1β〉 = |V〉 and the components
pαα, pαβ , pβα, pββ can be measured and are often represented in a 3D bar plot like in Figure 3 of
[20]. Another possible encoding is time-bin encoding, like in [21]. These examples confirm the broad
applicability of this component of our model.

2.1.2 Photon transmission

Now, we want to send our photons from the emitter to a receiver. In transmission we have a proba-
bility 1 − pT of the photon getting lost. The photon transmission is modelled by a loss channel with
probability pT .
The transmission probability pT is derived in Section 2.2.3, where the zenith angle and link length can
be kept track off using methods described in Section 2.2.1.
Transmission is only modelled through loss, since entanglement can survive after both entangled pho-
tons have passed through the atmosphere, as shown in [22]2. If polarization encoding is used, one can
compensate for the changing reference frame due to the motion of the satellite as described in [23][24].

2.1.3 Heralding

At several points in the protocols from Section 1.6, we make use of an heralding step, where we find
out whether we have lost our photon, without having to measure it. Some memories herald the arrival
and/or retrieval of a photon. Heralding can also be done using a quantum nondemolition detector
(QND) [25].
When the probability of the photon being lost is high, we need to take into account dark counts,
where the detector clicks even when our photon did not arrive. Depending on the type of memory
or heralding that is used, dark counts can be modelled differently. In atomic ensemble memories, the
read-out can reveal whether vacuum was stored in the memory due to a dark count. An example of
this is given in [26] and [27], where a photon announces the mapping of a polarization state onto a
magnon shared between two atomic ensembles. For these types of heralding, we will use the parameter
pdark,v, which indicates that the dark count has been stored as a vacuum. Other memories where this
way of modelling of dark counts would be suited are atomic frequency comb (AFC) type memories as
in [28].
For some other types of memories, like ones based on spin systems [29], dark counts would be better
modeled by introducing a probability of decoherence, as ‘storing vacuum’ would lead to reading out a
certain state, instead of revealing that nothing was put in. This leads to the parameter pdark,d, where
dark counts are stored as a completely decohered state.
The total effect of dark counts could thus be seen as some probability of decohering pdark, d or some
probability of storing your vacuum terms pdark, v, depending on your setup.
In the derivations following, we will neglect dark counts whenever the probability of a photon from
the protocol being there to be heralded is relatively high, as the probability of having a dark count
would be much lower than the probability of just heralding your photon as desired. If however the
probability of the photon arriving at the heralding point is very low, like right after the transmission
from satellite to ground or ground to satellite, we can not neglect this effect.
We should also take into account the heralding efficiency, where it does not herald the photon even
though it was there. This photon is then essentially just lost, and we can take it into account by
applying another loss channel with the heralding efficiency ηh : ρ→ ηhρ+ (1− ηh)|∅〉〈∅|.

2Some encodings actually do suffer from decoherence in the atmosphere, like using the orbital angular momentum of
the photons, but those encodings are probably not the best choice for such protocols.
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2.1.4 Quantum memory

To store a photon we need a quantum memory. There are many different types of quantum memories3

and to try to include all of them into a single ’memory channel’ we split all of the effects of the
quantum memory on the state into two categories: loss and decoherence. This way, we can combine
our loss and decoherence channels from Section 1.4. Loss and/or decoherence can occur in one of
the three stages: loading the state into the memory, storing the state in the memory for some time
t and retrieving the state from the memory. But we will not know when exactly at which stage our
loss or decoherence happens (and it also does not matter), so we can combine them into two terms:
ηc,l(t) = η′c,le

−t/τ and ηc,d(t) = η′c,de
−t/τ , indicating the probability of losing and decohering your

quantum state, respectively. Here, τ signifies the memory coherence time and η′c is the zero-time
memory efficiency in mode c.
We now define our memory channel as

ρ(c) → ηc,l(tc)ηc,d(tc)ρ+ ηc,l(tc)(1− ηc,d(tc))
1

2
+ (1− ηc,l(tc))|∅〉〈∅|. (2.2)

This equation shows that with a probability ηc,l(tc)ηc,d(tc) our state has remained the same after
storing it for a time tc, with a probability 1 − ηc,l(tc) we lose our state and are left with a vacuum
term and with a probability ηc,l(tc)(1− ηc,d(tc)) we still have our photon, but it has decohered.

2.1.5 Entanglement swap/BSM

In the memory assisted schemes, the satellite is used as a quantum repeater. Quantum repeaters
were discussed in Section 1.3. For this protocol, entanglement is swapped by performing a Bell-state
measurement (BSM) on one mode from each arm of the setup (Alice-satellite, Bob-satellite), thereby
projecting the remaining photons at Alice and Bob’s ground stations into an entangled state [30].
We can model the BSM by doing projective measurements in the Bell-basis with some efficiency ηX

(X ∈ [φ±, ψ±]), and with some probability of depolarizing 1 − pBSM, in case we detected the wrong
Bell state4. This will look like

ρ→pBSM

(
ηφ

+

〈φ+|ρ|φ+〉+ ηφ
−
Z〈φ−|ρ|φ−〉Z† + ηψ

+

X〈ψ+|ρ|ψ+〉X†

+ ηψ
−
XZ〈ψ−|ρ|ψ−〉(XZ)†

)
+ (1− pBSM)

1

2
⊗ 1

2
.

(2.3)

Where ηψ
+

+ ηψ
−

+ ηφ
+

+ ηφ
−

= 1 and are determined by the probability of detecting each state. An
example of these parameters is given in Figure 4 of [31].
Since the outcome of the BSM will reveal if there were photons being measured or not, we can trace
out any vacuum terms and normalize the state after this step.
Dark counts are not included as we will be in the regime where 1− 〈∅|ρ|∅〉 � pdark because the BSM
is performed on the modes that were directly taken out of the memory and we don’t expect very high
losses here.
For the rate of the protocol, we will also include an extra parameter ηBSM. This parameter takes into
account that we can not always distinguish all our states, like in linear optics, where ηBSM = 1/2 as
only the odd parity sates |ψ±〉 can be successfully detected and distinguished [32], which will half the
rate.
Since fidelity is an often reported number, we can use this to find pBSM in our model: pBSM + (1 −
pBSM)/4 = FBSM. We assume that the single qubit rotation gates are perfect, since they will probably
not be done in practice as for most applications it does not matter which of the Bell states comes out.
However, we have them in the model as it makes it easier for the calculations to get a final average
fidelity.

3Note that this has to be a memory with on-demand retrieval, which limits choice in possible physical realizations.
4If we measure that we are in state x, but we were actually in state y, this would lead to terms to which we apply the

wrong rotations, which we bunch into one term as complete depolarizing. This is a worst-case scenario way of modelling
this effect.
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2.2 Orbits

This Section will focus on the links between the ground stations and the satellite. We first describe a
way to track positions, then we go into a derivation that uses these positions to find the transmission
probability for each ground station at each point of the satellites orbit.

2.2.1 Satellite path and zenith angles

Here, we find a way to express the position of the ground stations and satellite at each point in time,
taking into account the rotation of the earth and the orbit of the satellite. With this we can track the
length of the link, as well as the zenith angle of the link.
A simple way to keep track of all of these positions is in terms of vectors, that way, we can easily
calculate distances and angles. It is easy to find the coordinates of any place in terms of x degrees (◦)
north or south and y degrees east or west on a map. If we define north and east as our ’positive’
directions, then we can convert this into polar coordinates to find the position of our ground station
(gs) at a time t as

xgs(t) =

R⊕ sin(90◦ − x◦) cos(y◦ + θet)
R⊕ sin(90◦ − x◦) sin(y◦ + θet)

R⊕ cos(90◦ − x◦)

 . (2.4)

Where R⊕ is the radius of the earth, and θe is the angular velocity of the earth’s rotation (2π radians
per 24 hours).
To be able to keep track of the position of the satellite, we first need to know what its orbit will look
like. If we assume that the orbit is circular, the path is determined by two parameters: the height of
the orbit R⊕ + h and the inclination α. The inclination angle of an orbit is how far the orbit is tilted
with respect to the equatorial plane, visualized in Figure 2.1. The position of the satellite at any point
in time t can then be found as

xsat(t) = Rx(α)

(R⊕ + h) cos(θst)
(R⊕ + h) sin(θst)

0

 . (2.5)

With Rx(α) the rotation matrix for an angle α around the x-axis and θs the angular velocity of the
satellite. The angular velocity is given by 2π/T where T = 2π

√
(R⊕ + h)3/GM⊕ is the orbital period

of the satellite, G is the gravitational constant and M⊕ is the mass of the earth.
In reality an orbit is never perfectly circular, and sometimes not circular at all, for eccentricities 6= 0
we could keep track of the orbit similar to what is done in [33]. However, the equations used there are
a lot more complicated and for near-circular orbits this will not lead to significant changes in our final
rate or fidelity.
We can choose the height and inclination angle of the satellite with some limitation related to the
satellite design. For example, for certain combinations of satellite heights with inclination angles, the
orbit can be sun-synchronous, which among other things has a positive impact on the thermal design
of the satellite [34] as well as giving the advantage of the satellite flying over at the same time every
day. The first quantum satellite, Micius, is also in sun-synchronous orbit [7].
With the coordinates of the ground stations and satellite we can find the zenith angle for each ground
station at each point in time using the dot product rule:

ζ = arccos

(
a · b
|a||b|

)
. (2.6)

Here, a is a vector connecting the ground station to the satellite (given by xsat − xgs) and b is the
location of the ground station (xgs). And the link length is given by L = |a|.

Now we know, for each point in time, what the zenith angle and link length of the satellite with
respect to our ground stations are.
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Figure 2.1: The inclination angle α of an orbit is the tilt with respect to the equatorial plane.

2.2.2 Communication window

The communication window is a window in time where the satellite is at a position where it can
communicate with both ground stations. The communication window is defined by having the zenith
angle of both ground stations below 70◦5. This can be relaxed a bit for the memory assisted schemes,
because the ground stations do not need to receive the photons from the same created pair and there
can thus be entanglement generated in one arm before the satellite can communicate with the other
ground station.
If we call the area where the satellite is within ζ < 70◦ window 1 for one ground station, and window
2 for the other ground station, then our total communication window for the direct downlink case is
where the satellite is in window 1 at a time t and also in window 2 at that same time. For the memory
assisted schemes, this extends to being in window1 at a time t and in window 2 at t + some cutoff
time later. This cutoff time is determined by the coherence time of the memory. Currently memory
coherence times are too short for this window increasing effect to be significant, but it is an advantage
when coherence times become in the order of minutes.

2.2.3 Transmission probability

Now that we can track the links, we will derive expressions for the probability that a photon reaches
the receiver once it has been emitted successfully.
The beam effects of Equations 2.7-2.10 are based on Section 8.1.9 of [35], focusing on long term beam
effects.
We start off by assuming we are dealing with a Gaussian beam, with beam waist (=most narrow part
of the beam) w0 and intensity I0. For the free space propagation we have the effect of divergence,
meaning that the width of the beam increases. The beam width affects how many photons reach the
receiver due to the finite size of the receiver aperture. The beam size as a function of propagation
distance z, not including atmospheric effects, is given by

w(z)2 = w2
0

[
1 +

(
z

Z0

)2
]
. (2.7)

Here, Z0 =
πw2

0

λ is the Rayleigh distance. The beam waist can also be calculated using the divergence

angle θ as w0 = λ
πθ [36]6.

Turbulence in the atmosphere will induce further spreading of the beam, leading to an effective beam
width of

weff (z)2 = w(z)2(1 + T ). (2.8)

5See Section notes on orbits at the end of Section 2.2.3.
6Usually the beam waist is known as this corresponds to the emitter radius, and the divergence angle can be calculated

from this, but sometimes only the divergence angle is reported so it may be useful to have this expression for those
occasions.
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Figure 2.2: Comparison of the Hufnagel-Valley model of the index structure constant as a function of
the height above the earths surface (left) calculated with 50 data points, compared to measurements
by [39] (right). For a height above 20000 meters the model slightly underestimates the index struc-
ture constant. We see that the Hufnagel-Valley approximates the behavior found in measurements
reasonably well.

This T, describing the additional spreading of the beam due to turbulence, is for an uplink given by

Tup = 4.35Λ5/6k7/6L5/6 sec11/6(ζ)

∫ h0+L

h0

C2
n(h)

(
1− h− h0

L

)5/3

dh, (2.9)

and for a downlink

Tdown = 4.35Λ5/6k7/6L5/6 sec11/6(ζ)

∫ h0+L

h0

C2
n(h)

(
h− h0

L

)5/3

dh, (2.10)

for a ground station at altitude h0 and a satellite at altitude h0 + L. Where, Λ = 2z
kw(z)2 , k is the

wavenumber, ζ is the zenith angle, and C2
n is the index structure constant, which we can model with

the Hufnagel-Valley model [37]:

C2
n =0.00594(v/27)2(10−5h)10 exp(−h/1000)

+ 2.7 · 10−16 exp(−h/1500)

+A exp(−h/100),

(2.11)

with v = 21 m/s as the default wind speed at high altitude7 and A = 1.6 · 10−14m−2/3 the turbulence
strength at the ground level.
The Hufnagel-Valley model is an empirical model of the index structure constant. To test how it
performs, we compared it to the measurements by [39] in Hefei, which can be seen in Figure 2.2. As
expected we see that the model correctly reproduces the measured data, except it slightly underesti-
mates C2

n for the highest altitudes, but as it is such a low number, this will not lead to a significant
difference in transmission probability.
Now we have included beam divergence due to free space propagation and due to atmospheric effects.

We can use this beam size to calculate the fraction of the beam that is picked up by the receiver.
For a Gaussian beam, the intensity is given by

I(r, z) = I0

(
wo
w(z)

)2

exp

(
−2r2

w(z)2

)
. (2.12)

7The wind speed can more accurately be described by the Bufton model like in [38], but it won’t make a significant
difference in these calculations.
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Here, I0 = 2P0

πw2
0
, with P0 the power at the beam center, is the intensity at the center of the beam waist

and r is the radial distance from the centre of the beam. From this, we can calculate the power PR,
that ends up at the receiver by integrating over the (circular) receiver aperture with radius R:

PR = 2πI0

∫ R

0

ρ exp

[
−2

(
ρ2

w(L)2

)]
dρ. (2.13)

Finally, we have our total transmission probability given by

pT = LpLTLRLATMLj(PR/PE)

= η0

(
1− e−2R2/weff(L)2

)
.

(2.14)

Where Lp are the pointing losses, LT and LR are the transmitter and receiver (hardware) losses,
like the effects of obscured apertures discussed in [40], Lj is jitter loss (dynamic pointing loss) and

LATM = 10−
4.34τ(0) sec(ζ)

10 [35] is loss due to regular extinction, by scattering and absorption in the
atmosphere. τ(0) is the path depth at the zenith (determined by the atmospheric transmittance for
the wavelength used).
With this we can calculate the transmission probability for any configuration of ground stations and
satellite at any point in time.

Some notes on transmission probability and orbits

The model assumes a flat earth. With large ground distances we might need some geometric correc-
tion. If we keep our zenith angle below 70◦, this error should be quite small. We can leave out the
bigger zenith angles as there the photon would travel a much larger distance through the atmosphere,
leading to greater losses. However, sometimes the rate might be so low that a small extension of the
communication window may be favourable. Since the biggest factor in the transmission probability
is the broadening of the beam depending on the link length, which is still calculated correctly by the
model, it will still give a good approximation.
Jitter and pointing losses are less significant if the beam is broader, therefore one could choose to
somewhat increase the beam waist when these losses are significant, to find a balance between the two.
Determining the height of the satellite comes with a trade-off. A higher satellite orbit will lead to
longer link lengths and thus higher transmission loss, which lowers the rate of the protocol. A lower
orbit, however, will lower the time available to communicate with the satellite in the two following
ways. In order to perform the protocol, the satellite needs to be in the communication window, mean-
ing ζ < 70◦, for both ground stations. This window is a smaller ’area’ for a low orbit than for a higher
orbit. In addition to this, the orbital velocity of the satellite goes up the closer it gets to earth, which
decreases your time to communicate with it even further.
The increased loss in transmission for longer links is why most work has been focused on low earth orbit
(LEO) satellites. To bridge larger distances, like intercontinental links, we must either go to a medium
earth orbit (MEO) or have multiple satellites and create inter-satellite links, because the satellite will
otherwise never be in the communication window. Since this work focuses on single satellite links, this
means we will be looking at MEOs. The height must be large enough such that the communication
window is at least larger than the average time it takes for one (or more if desired) entangled pair to
be distributed.
In this thesis we do not focus on optimizing the orbit of the satellite. More information on how different
orbits affect the rate and communication time can be found in [41].

2.3 Rate and fidelity derivations

In this Section we will use the model components of the previous section and apply them to the
scenarios direct downlink, memory assisted downlink and memory assisted uplink, as discussed in
Section 1.6, to derive equations for the fidelity and rates of the schemes.

2.3.1 Direct downlink

The direct downlink scenario consists of two ground stations equipped with a photon receiver and
quantum memory with Nmem memory slots available and a satellite containing the entangled photon
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source. With a repetition rate of rrep we send down one photon of an entangled pair to each ground
station. When the photon is received on the ground, it is put into one of the memory slots, where it is
stored until a (classical) signal from the other ground station arrives confirming that it also received
their half of the entangled pair. When no signal is received within the communication time between
the two ground station the attempt has failed and the memory resets. The communication time is
given by Tgcom = Lg/vγ , with Lg the distance between the ground stations and vγ the speed of light
in the fibre (vγ = c/refractive index, refractive index of fiber ≈ 1.4).
The average duration before a photon reaches the ground station such that the photon can be stored
is about 1/pT rrep seconds, with pT the transmission probability. In most cases, we will be in the
regime where Nmem/pT rrep � Tgcom, such that we know when the protocol failed and we can reset the
memory quicker than we can fill up the memory. Therefore, we can keep sending down photons from
the satellite instead of waiting to see if the protocol succeeded before each new try.
For this scheme, we thus undergo the following steps:

1. Entangled photon pairs are created (eq. 2.1 + loss channel with a probability of failing to emit
a photon of 1− pw) with repetition rate rrep;

2. the photons are transmitted to the ground stations, modeled by a loss channel with probability
pT of successful transmission (eq. 1.2). This loss is different in each arm and time dependent
due to the orbits of the satellite and earth (as described in Section 2.2);

3. the arrival of the photons is heralded with efficiency ηh,1 and dark count probability pdark,v or pdark,d,
Alice and Bob share their results through a classical communication channel (this takes Tgcom);

4. the photons are loaded into the memory and stored until the stations know that each of them
received the photon, or the memory is reset when no signal arrives;

5. heralded retrieval from the memory (ηh,2). This step is optional.

We find the rate of the protocol as the probability of both photons from the entangled pair retrieved
and heralded from the memory correctly, multiplied by the repetition rate of the source8.

R = pbp
2
wpT,a(t)pT,b(t)η

2
h,1pa,apa,bηa,l(t)ηb,l(t)η

2
h,2rrep (2.15)

Here, pbp
2
w indicates that two photon pairs were created successfully by the source, pT,c is the transmis-

sion probability for the photon from mode c, ηh is the heralding efficiency, pa represents the probability
that there is space in the memory for a photon to be stored, and ηc,l(t) is the loss-efficiency of the
memory after loading the state from mode c into the memory and then storing it for a time t.
If step 5, the second heralding step, is not used, we can simply leave out the ηh,2 of Equation 2.15.
This might be the case when your memory retrieval is not automatically heralded and you do not want
to add an extra step to the protocol to take care of the heralding.
We can find pa as [8]

pa =

Nmem∑
k=0

PBinom(k, Tgcomrrep, pape), (2.16)

where pe = pbp
2
wpT ηh,1 and PBinom is the binomial distribution given by

PBinom(k, n, p) =

(
n

k

)
pk(1− p)n−k. (2.17)

Since pe � 1 and Tgcomrrep � 1, we can approximate this expression as

pa =

Nmem∑
k=0

PPois(k, paTgcomrreppe), (2.18)

with PPois(k, λ) the Poisson distribution. This makes pa easier to find, especially when the number of
memory slots Nmem is large.

8This expression neglects dark counts. For the full expression including dark counts see Equation A.1 in the Appendix
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Fidelity

To calculate the fidelity, we start off with Equation 2.1, for the source, and apply three loss channels
to both modes. One loss channel will be for the source, which fails to emit a photon with probability
1− pw. The next loss channel is for the transmission from satellite to ground, where the transmission
is successful with probability pT,c (c ∈ [a, b]). The last loss channel takes into account heralding
efficiency, ηh,1. We discard all the terms where we do not herald both photons. Taking into account
dark counts, we may falsely herald some states, keeping the vacuum terms with probability pdark,v or
storing a maximally mixed, depolarized state with probability pdark,d.
Our state after creation, transmission and heralding of the photon is then given by

ρ
(a,b)
herald =Aργ +B|∅〉〈∅| ⊗ Tra(ργ) + CTrb(ργ)⊗ |∅〉〈∅|+DTrb(ργ)⊗ 1

2

+ E
1

2
⊗ Tra(ργ) + F

1

2
⊗ 1

2
+G|∅∅〉〈∅∅|+H

1

2
⊗ |∅〉〈∅|+ I|∅〉〈∅| ⊗ 1

2
,

(2.19)

where

A =psuc = pbph,aph,b;

B =plose apdark,v = pb(1− ph,a)ph,bpdark,v;

C =plose bpdark,v = pbph,a(1− ph,b)pdark,v;

D =plose bpdark,d;

E =plose apdark,d;

F =plose bothp
2
dark,d =

(
(1− pb) + pb(1− ph,a)(1− ph,b)

)
p2

dark,d;

G =plose bothp
2
dark,v;

H =plose bothpdark,vpdark,d;

I =plose bothpdark,vpdark,d.

(2.20)

Here, psuc is the probability that both photons reach the ground stations successfully, and thus no
photon is lost in any of the loss channels. plose a,b represents the probability that Alice’s or Bob’s
photon is lost in any of the loss channels and plose both is the probability that both photons are lost
somewhere in those three steps. These probabilities are given in terms of the probability of heralding a
photon, which includes the probability of (not) failing to emit a photon from the source, transmission
probability and heralding efficiency, with the time dependency omitted: ph,c = pwpT,c(t)ηh,1. The
terms H and I will be zero as we will either model dark counts as decoherence or vacuum, so either
pdark,d = 0 or pdark,v = 0.
We can normalize our heralded state as

ρ
(a,b)
h = ρ

(a,b)
herald/Tr(ρ

(a,b)
herald) (2.21)

Next, we will load this state into a memory to store until use. We model this by applying our
’memory channel’ from Equation 2.2 to both modes to get to the state of the qubits stored in Alices
and Bobs memories as

ρ
(a,b)
h

memory−−−−−→ ρ(a,b)
mem =A′ργ +B′|∅〉〈∅| ⊗ Tra(ργ) + C ′Trb(ργ)⊗ |∅〉〈∅|+D′Trb(ργ)⊗ 1

2

+ E′
1

2
⊗ Tra(ργ) + F ′

1

2
⊗ 1

2
+G′|∅∅〉〈∅∅|+H ′

1

2
⊗ |∅〉〈∅|+ I ′|∅〉〈∅| ⊗ 1

2
,

(2.22)
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Where

A′ =psucηa,lηb,lηa,dηb,d/Tr(ρ
(a,b)
herald),

B′ = (plose apdark,vηb,lηb,d + psuc(1− ηa,l)ηb,lηb,d) /Tr(ρ
(a,b)
herald),

C ′ = (plose bpdark,vηa,lηa,d + psucηa,l(1− ηb,l)ηa,d) /Tr(ρ
(a,b)
herald),

D′ = (plose bpdark,d + psucηa,lηb,lηa,d(1− ηb,d)) /Tr(ρ
(a,b)
herald),

E′ = (plose apdark,d + psucηa,lηb,l(1− ηa,d)ηb,d) /Tr(ρ
(a,b)
herald),

F ′ =
(
plose bothp

2
dark,d + psucηa,lηb,l(1− ηa,d)(1− ηb,d)

)
/Tr(ρ

(a,b)
herald),

G′ =
(
plose bothp

2
dark,v + plose apdark,v(1− ηb,l) + plose bpdark,v(1− ηa,l) + psuc(1− ηa,l)(1− ηb,l)

)
/Tr(ρ

(a,b)
herald),

H ′ =
(
plose bothpdark,vpdark,d + plose bpdark,vηa,l(1− ηa,d) + plose apdark,dηa,l(1− ηb,l)

+ psucηa,l(1− ηb,l)(1− ηa,d))/Tr(ρ
(a,b)
herald),

I ′ =
(
plose bothpdark,vpdark,d + plose apdark,vηb,l(1− ηb,d) + plose bpdark,dηa,l(1− ηb,l)

+ psuc(1− ηa,l)ηb,l(1− ηb,d)
)
/Tr(ρ

(a,b)
herald).

(2.23)

In many cases the retrieval from the memory will also be heralded, therefore we include another
heralding step before Alice and Bob start to use their photons for their chosen protocol. We take the
terms from Equation 2.22 and act on it with a loss channel to model the non-unit heralding efficiency
ηh,2. Since entering into the memory was already heralded, the probability of getting a vacuum term
out of the memory will be small enough to neglect dark counts. We then find

ρ(a,b)
mem

heralding−−−−−−→ ρ
(a,b)
mem, herlad =A′′ργ +D′′Trb(ργ)⊗ 1

2
+ E′′

1

2
⊗ Tra(ργ) + F ′′

1

2
⊗ 1

2
, (2.24)

with

A′′ =η2
h,2A

′,

D′′ =η2
h,2D

′,

E′′ =η2
h,2E

′,

F ′′ =η2
h,2F

′.

(2.25)

This can again be normalized to find our final state

ρ
(a,b)
final = ρ

(a,b)
mem, herald/Tr(ρ

(a,b)
mem, herald). (2.26)

Finally, our fidelity with respect to |φ+〉 is given by

F (t) = 〈φ+|ρfinal|φ+〉

= (p0 +
pαα
2

+
pββ
2

)
A′′

Tr(ρ
(a,b)
mem, herald)

+
1

4
(p0 + pαα + pαβ + pββ + pβα)

(D′′ + E′′)

Tr(ρ
(a,b)
mem, herald)

+
F ′′

4Tr(ρ
(a,b)
mem, herald)

.

(2.27)

This depends both on the time of emission and the time the qubits have been stored in the memories.
If the protocol does not require or does not have an heralding step, Equation 2.27 can be used with a

little modification: remove the heralding step by erasing the trace terms (set Tr(ρ
(a,b)
mem, herald) to 1) and

use A’, D’, E’ and F’ from Equation 2.23 instead of the double-primed versions from Equation 2.25:

Fnot heralded(t) = 〈φ+|ρfinal, not heralded|φ+〉

= (p0 +
pαα
2

+ pββ2)A′ +
1

4
(p0 + pαα + pαβ + pββ + pβα)(D′ + E′) +

F ′

4

(2.28)

This model is compared to data from the Micius satellite as reported in [42]. The results show good
agreement and can be found in Section 2.4.
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2.3.2 Memory assisted downlink

The downside of the direct downlink scheme discussed in the previous section is the need for both
photons of one pair to arrive at the ground stations. This means that the success probability scales
with the transmission probability squared. With the low transmission probability being the main issue
in scaling to larger distances, this is a problem. If we, however, introduce assisting memories on the
satellite, we can create entanglement in each arm independently, such that it scales linearly with pT .
The scheme uses two photon sources and 4 memories. Two memories are located on the satellite
and ideally have a good multimode capacity, such that we can store Nmem photons. The other two
memories are kept at the receivers on the ground, which serve the same purpose as in the direct
downlink scheme.
With a repetition rate of rrep, Nmem entangled photon pairs are created in each arm of the setup. One
photon of each pair is stored in the memory on the satellite with memory efficiency µ and the other
is sent down to the receiver on the ground, where it will also be stored in a memory with efficiency
η until the heralding signal arrives back at the satellite for both arms and the entanglement swap is
performed.
We will look at the rate of this scheme, defined as the average number of entangled photon pairs
received per second. After that we use this to find the average fidelity of those arrived pairs, using
again the protocol components from Section 2.1.

Rate

We will now turn to setting up an expression to capture the average number of entangled photon pairs
received. In this calculation, time windows will be important, an overview of these times can be found
in Figure 2.3. The protocol starts off by creating Nmem photon pairs per arm, and sending half of each
pair down. The time it takes to generate these Nmem photon pairs and ’fire’ half of each pair down, we
will call tfire = Nmemrrep. It then takes Tcom = L/c seconds, with c the speed of light, for the photons
to arrive on the ground, and another Tcom for the heralding signal to arrive back at the satellite. A full
attempt of creating entanglement in one arm of the system thus takes tattempt = tfire+2Tcom. If we now
create entanglement in one arm of the system, we must get entanglement in the other arm as well and
swap the entanglement on the satellite to entangle the two ground stations. This procedure, however,
needs to happen within a certain amount of tries, Nmax, because otherwise the photons stored in the
memories on the first arm will decohere or get lost from the memory. We could optimize the protocol
to find the best cutoff time, but we choose a cutoff around half a coherence time for simplicity. The
amount of attempts we can fit within this time τ/2 is thus Nmax = τ/2tattempt, rounded to an integer
number of attempts. The coherence time that defines this window in which we look at the rate is that
of the lowest coherence time of the four memories.
For the rate, we count all the possible ways of creating entanglement between Alice and Bob, by
summing over the probabilities of establishing entanglement in arm a in attempt i and in arm b in
attempt j, where i and j are both limited by Nmax. The probability of one photon, out of the Nmem

created, arriving at the receiver in one attempt is given by the probability of successfully creating an
entangled pair on the satellite (pbp

2
w), successfully transmitting it (pT ), and successfully heralding the

photon upon arrival at the ground station (ηh,1) as9

pe(t) = 1− (1− pbp2
wpT (t)ηh,1)Nmem . (2.29)

After we have established entanglement in one arm with probability pe, we still need to keep it until
entanglement is formed in the other arm and we get the signal from the satellite with the outcome of the
BSM. We lose a photon from the memory on the satellite with probability 1−µl, after it was heralded
with heralding efficiency ηh, and we lose a photon from the memory on the ground with probability
1 − ηl. We also (optionally) herald the photon upon retrieval from the memory with efficiency ηh,2.
We thus find the success probability for a coherence time starting at a time t, by summing over all

9This expression changes when dark counts are included, see Appendix A
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possible ways of making entanglement between the ground stations as

psucces(t) =

Nmax∑
i=0

Nmax∑
j≥i

ηBSMpe,a,iµa,j−iηa,j−iηhηh,2

[
i−1∏
k=0

(1− pe,a,kµa,j−kηa,j−k)

]

pe,b,jµb,1ηb,1

[
j−1∏
l=0

(1− pe,b,lµb,1ηb,1)

]

+

Nmax∑
i=0

Nmax∑
j>i

ηBSMpe,a,jµa,1ηa,1ηhηh,2

[
j−1∏
k=0

(1− pe,a,kµa,1ηa,1)

]

pe,b,iµb,j−iηb,j−i

[
i−1∏
l=0

(1− pe,a,lµb,j−lηb,j−l)

]
.

(2.30)

Where we used short-hand notations pe,c,i = pe,c(t + itattempt(t));µc,i = µl,c(itattempt(t)); ηc,i =
ηl,c(itattempt(t) − Tcom(t)), where the l in µl or ηl, indicating that it is the memory efficiency dealing
with losses, is omitted to avoid confusion with the summation index l. Note that one of the summa-
tions goes over j ≥ i and the other over j > i, to account for the case where we establish entanglement
in both arms in one attempt.
Since Tcom depends on the distance between the satellite and the ground station, this changes over
time, and thus tattempt and Nmax as well. The start of one coherence-time window is called t, since the
time window before a memory resets is rather short, and the link length will not change significantly
in this window, we use this time to define other windows (tattempt, Nmax, Tcom) within this coherence
time.
After each Nmax attempts we reset all the memories and start over, psuccess(t) is thus the probability of
having an entangled pair between the ground stations before a memory reset, which takes Nmaxtattempt

and starts at a time t. We then find the rate by multiplying our success probability by our reset rate
as

R(t) =
psuccess(t)

(Nmax(t)tattempt(t))
(2.31)

Note that this way of resetting the memory might not be the optimal way, since once entanglement
between the two ground stations has been established we might want to start again and not wait until
the end of the coherence time to try again. This way of calculating the rate also does not include the
possibility of receiving more than one photon per attempt, or establishing entanglement in more than
one pair between the ground stations in one coherence time. These simplifications are however justified
for memories available now or in the near future since with current available technologies it will take
in the order of 100 coherence times (1/peτ) to entangle the ground stations, so the changes of this
happening twice in one coherence time are small. And as transmission probability over larger distances
are in the order of 10−6, we will not have enough memory modes on the satellite to have a reasonable
probability of getting more than one photon to reach the ground station in one attempt. However,
looking far into the future, where we might have quantum memories with millions of modes and minutes
long coherence time, when this happens, the expression in Equation 2.30 will be oversimplified and
will need to be adjusted, or should be taken as a lower bound.

Fidelity

We can calculate the average fidelity of an arriving photon pair within a certain coherence time window
by finding the fidelity of the state for each scenario we came across in Equation 2.30, namely having
entanglement in one arm on attempt i, and in the other on attempt j. Now we turn to calculating the
fidelity of the effective state that Alice and Bob share after they both received a photon and a swap
has taken place in the satellite.
We start off looking at one arm of the system. On Alice’s side, we start off with the state produced
by the source in Equation 2.1, after which we apply the loss mode for loss from the source. We end
up with

ρ
(a,A)
sat = psucργ + plose a|∅〉〈∅| ⊗ TrA(ργ) + plose ATra(ργ)⊗ |∅〉〈∅|+ plose both|∅∅〉〈∅∅|. (2.32)
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Figure 2.3: Visualisation of time windows relevant for calculating and defining the rate of the protocol.
One attempt takes tattempt, starts at time t and consists of creating Nmem entangled photon pairs in
tfire, then sending them to the receiver which takes Tcom, and waiting for an heralding signal to arrive
back which takes another Tcom. The memories reset after Nmax attempts.

With

psuc = pbp
2
w,

plose a = pb(1− pw)pw = plose A,

plose both = (1− pb) + pb(1− pw)2.

(2.33)

One of these photons, the one in mode a, we will keep and store in a memory on the satellite. But
first, it will be heralded. Since we assume that psuc � pdark we neglect the dark counts in this step.
We do apply a loss channel to deal with the heralding efficiency ηh and then discard the vacuum terms
in mode a and normalize the state:

ρ
(a,A)
sat

heralding efficiency−−−−−−−−−−−−→ ρ
(a,A)
herald =psucηhργ +

(
plose a + psuc(1− ηh)

)
|∅〉〈∅| ⊗ TrA(ργ)

+ plose AηhTra(ργ)⊗ |∅〉〈∅|+
(
plose both + plose A(1− ηh)

)
|∅∅〉〈∅∅|

discard vacuum terms−−−−−−−−−−−−−−→ ρ
(a,A)
h =psucηhργ + plose AηhTra(ργ)⊗ |∅〉〈∅|

normalize−−−−−−→ ρ
(a,A)
h,n =ρ

(a,A)
h /Tra

(
ρ

(a,A)
h

)
.

(2.34)

Next, we load mode a into the memory. We will use our memory channel from Equation 2.2 but
replace η → µ to distinguish this ’assisting’ memory from the memory on the ground. For notational
simplicity, we omit the time dependencies of µa,l and µa,d.
While the qubit from mode a is stored in a memory on the satellite for some time ta, we will send the
qubit from mode A to the ground station. To model the transmission, we apply the loss channel with
probability pT,A(te) at the time of emission to mode A. we find

ρ
(a,A)
transmitted =Aργ +B|∅〉〈∅| ⊗ Tra(ργ) + CTrA(ργ)⊗ |∅〉〈∅|+DTrA(ργ)⊗ 1

2

+ E
1

2
⊗ Tra(ργ) + F

1

2
⊗ 1

2
+G|∅∅〉〈∅∅|+H

1

2
⊗ |∅〉〈∅|+ I|∅〉〈∅| ⊗ 1

2
,

(2.35)
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with

A =psucηhµa,lµa,dpT,A/Tra

(
ρ

(a,A)
h

)
;

B =psucηh(1− µa,l)pT,A/Tra

(
ρ

(a,A)
h

)
;

C =
[
plose Aηhµa,lµa,d + psucηhµa,lµa,d(1− pT,A)

]
/Tra

(
ρ

(a,A)
h

)
;

D =0;

E =psucηhµa,l(1− µa,d)pT,A/Tra

(
ρ

(a,A)
h

)
;

F =0;

G =
[
plose Aηh(1− µa,l) + psucηh(1− µa,l)(1− pT,A)

]
/Tra

(
ρ

(a,A)
h

)
;

H =
[
plose Aηhµa,l(1− µa,d) + psucηhµa,l(1− µa,d)(1− pT,A)

]
/Tra

(
ρ

(a,A)
h

)
;

I =0.

(2.36)

Next up we herald the arrival of the photon from mode A before loading it into the memory on the
ground. Since the transmission probability pT is going to be quite small, our dark count probability
will be in the order of magnitude of the probability of a photon from the satellite arriving at the ground

station, so we have to include the dark counts in this step. We get ρ
(a,A)
transmitted

herald A−−−−−→ ρ
(a,A)
t,h , where

the transmitted heralded state ρ
(a,A)
t,h is the same as in Equation 2.35, but with primed coefficients

given by

A′ =Aηh,

B′ =Bηh,

C ′ =Cpdark,v +A(1− ηh)pdark,v,

D′ =A(1− ηh)pdark,d + Cpdark,d,

E′ =Eηh,

F ′ =E(1− ηh)pdark,d,

G′ =B(1− ηh)pdark,v +Gpdark,v,

H ′ =E(1− ηh)pdark,v +Hpdark,v,

I ′ =B(1− ηh)pdark,d +Gpdark,d.

(2.37)

We can normalize our transmitted, heralded state as

ρ
(a,A)
t,h,n = ρ

(a,A)
t,h /TrA

(
ρ

(a,A)
t,h

)
. (2.38)

Our next step is to load mode A into the memory on the ground. This time we apply the memory

channel on mode A, with memory efficiencies ηA,l and ηA,d. We then find the state ρ
(a,A)′
t,h,n with

coefficients
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A′′ =A′ηA,lηA,d/TrA

(
ρ

(a,A)
t,h

)
,

B′′ =B′ηA,lηA,d/TrA

(
ρ

(a,A)
t,h

)
,

C ′′ = (C ′ + (A′ +D′)(1− ηA,l)) /TrA

(
ρ

(a,A)
t,h

)
,

D′′ = (D′ηA,l +A′ηA,l(1− ηA,d)) /TrA

(
ρ

(a,A)
t,h

)
,

E′′ =E′ηA,lηA,d/TrA

(
ρ

(a,A)
t,h

)
,

F ′′ = (F ′ηA,l + E′ηA,l(1− ηA,d)) /TrA

(
ρ

(a,A)
t,h

)
,

G′′ = (G′ + (B′ + I ′)(1− ηA,l)) /TrA

(
ρ

(a,A)
t,h

)
,

H ′′ = (H ′ + (F ′ + E′)(1− ηA,l)) /TrA

(
ρ

(a,A)
t,h

)
,

I ′′ = (I ′ηA,l +B′ηA,l(1− ηA,d)) /TrA

(
ρ

(a,A)
t,h

)
.

(2.39)

Lastly, when the heralding signal arrives at the satellite, the BSM is performed on modes a, b of

the joined system ρ
(a,A)′
t,h,n ⊗ ρ

(b,B)′
t,h,n , which are the qubits stored in the memories on the satellite. This

will swap the entanglement to create entanglement between the two qubits stored in the memories at
the ground stations, like discussed in Section 2.1.5. If we lose any photons from the memory, we will
see this in the click pattern of the BSM. Because of this, we can discard the vacuum terms in the a
and b modes of Equation 2.39 and renormalize the state. We then find that

B′′ → 0,

G′′ → 0,

I ′′ → 0.

(2.40)

And we divide our terms by Tra(ρ
(a,A)′
t,h,n ).

In the BSM calculation, the terms in Table 2.1 are used.

|〈φ+|.|φ+〉| |〈φ−|.|φ−〉| |〈ψ+|.|ψ+〉| |〈ψ−|.|ψ−〉|

ρ
(a,b)
γ pφ

+

ρρ = p0 +
pαα+pββ

2 pφ
−

ρρ =
pαα+pββ

2 pψ
+

ρρ =
pαβ+pβα

2 pψ
−

ρρ =
pαβ+pβα

2

TrA(ρ
(a,A)
γ )⊗ 1

2 pφ
+

ρ 1
2

=
p0+pαα+pββ+pαβ+pβα

4 pφ
−

ρ 1
2

=
pαα+pββ+pαβ+pβα

4 pψ
+

ρ 1
2

=
p0+pαα+pββ+pαβ+pβα

4 pψ
−

ρ 1
2

=
pαα+pββ+pαβ+pβα

4

1
2 ⊗ TrB(ρ

(b,B)
γ ) pφ

+

ρ 1
2

=
p0+pαα+pββ+pαβ+pβα

4 pφ
−

ρ 1
2

= |pαα+pββ+pαβ+pβα
4 pψ

+

ρ 1
2

=
p0+pαα+pββ+pαβ+pβα

4 pφ
−

1
2ρ

=
pαα+pββ+pαβ+pβα

4

1
2 ⊗

1
2 pφ

+

1
2

1
2

= 1
4 pφ

−

1
2

1
2

= 1
4 pψ

+

1
2

1
2

= 1
4 pψ

−

1
2

1
2

= 1
4

Table 2.1: Some terms that are helpful in the calculation of the final state after the BSM. The overlap
of state xx (row) with Bell state X (column) given by pXxx.

Our remaining state, after the BSM, is then

ρ
(a,A)′
t,h,n ⊗ ρ

(b,B)′
t,h,n → ρ(A,B)

mem =pBSM

(
ηφ

+

ρφ+ + ηφ
−
Zρφ−Z + ηψ

+

Xρψ+X + ηψ
−
XZρψ−(XZ)†

)
+ (1− pBSM)

1

2
⊗ 1

2
,

(2.41)

Where ηX are the probabilities of detecting the state X in the BSM.
The states ρX are given as

ρX =A′′′Xργ +B′′′X |∅〉〈∅| ⊗ TrA(ργ) + C ′′′XTrB(ργ)⊗ |∅〉〈∅|+D′′′XTrB(ργ)⊗ 1

2

+ E′′′X
1

2
⊗ TrA(ργ) + F ′′′X

1

2
⊗ 1

2
+G′′′X |∅∅〉〈∅∅|+H ′′′X

1

2
⊗ |∅〉〈∅|+ I ′′′X |∅〉〈∅| ⊗

1

2
,

(2.42)
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with the terms (pXxx as given in Table 2.1)

A′′′X =
(
pXρρA

′′
AA
′′
B + pXρ 1

2
A′′AE

′′
B + pX1

2ρ
E′′AA

′′
B + pX1

2
1
2
E′′AE

′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ),

B′′′X =
(
pXρρC

′′
AA
′′
B + pXρ 1

2
C ′′AE

′′
B + pX1

2ρ
H ′′AA

′′
B + pX1

2
1
2

′′HAE
′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ),

C ′′′X =
(
pXρρA

′′
AC
′′
B + pXρ 1

2
A′′AH

′′
B + pX1

2ρ
E′′AC

′′
B + pX1

2
1
2
E′′AH

′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ),

D′′′X =
(
pXρρA

′′
AD
′′
B + pXρ 1

2
A′′AF

′′
B + pX1

2ρ
E′′AD

′′
B + pX1

2
1
2
E′′AF

′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ),

E′′′X =
(
pXρρD

′′
AA
′′
B + pXρ 1

2
D′′AE

′′
B + pX1

2ρ
F ′′AA

′′
B + pX1

2
1
2
F ′′AE

′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ),

F ′′′X =
(
pXρρD

′′
AD
′′
B + pXρ 1

2
D′′AF

′′
B + pX1

2ρ
F ′′AD

′′
B + pX1

2
1
2
F ′′AF

′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ),

G′′′X =
(
pXρρC

′′
AC
′′
B + pXρ 1

2
C ′′AH

′′
B + pX1

2ρ
H ′′AC

′′
B + pX1

2
1
2
H ′′AH

′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ),

H ′′′X =
(
pXρρD

′′
AC
′′
B + pXρ 1

2
D′′AH

′′
B + pX1

2ρ
F ′′AC

′′
B + pX1

2
1
2
F ′′AH

′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ),

I ′′′X =
(
pXρρC

′′
AD
′′
B + pXρ 1

2
C ′′AF

′′
B + pX1

2ρ
H ′′AD

′′
B + pX1

2
1
2
H ′′AF

′′
B

)
/Tra(ρ

(a,A)′
t,h,n )Trb(ρ

(b,B)′
t,h,n ).

(2.43)

Just like in the previous scheme, we herald this state when taking it out of our memory before using
it: we herald it with probability ηh,2 and neglect dark counts, so we again discard our vacuum terms.
Our coefficients become

A
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X =A′′′Xη

2
h,2,

B
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C
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G
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Our final state is then given by

ρ
(A,B)
final = ρ(A,B)′

mem /Tr
(
ρ(A,B)′

mem

)
, (2.45)

with ρ
(A,B)′
mem the state as given in Equation 2.41, but with

ρX → ρ′X = A
(4)
X ργ +D

(4)
X Trb(ργ)⊗ 1

2
+ E

(4)
X

1

2
⊗ Tra(ργ) + F
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X

1

2
⊗ 1

2
(2.46)

Lastly, we calculate the fidelity of this final state with respect to |φ+〉, which is given by 〈φ+|ρ(A,B)′
final |φ+〉,

with ρ
(A,B)′
final given by Equation 2.45. We use

〈φ+|ZρZ†|φ+〉 = 〈φ−|ρ|φ−〉,
〈φ+|XρX†|φ+〉 = 〈ψ+|ρ|ψ+〉,
〈φ+|XZρ(XZ)†|φ+〉 = 〈ψ−|ρ|ψ−〉,

(2.47)

to find
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(2.48)
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Keep in mind that some of these terms depend on different times. We have the transmission probabil-
ity at the time of emission, which may be different times for Alice’s side of the system then for Bob.
We also have the memory efficiencies, that depend on how long the photon is stored in that memory,
for the four different memories in the scheme.
To find the average fidelity, we average over the fidelities of different possibilities of creating entan-
glement (in arm a at attempt i and in b at attempt j: f(t, i, j)), weighted by their probabilities of
occurring:

F (t) =
1

psuccess(t)

[
Nmax∑
i=0

Nmax∑
j≥i

ηBSMpe,a,iµa,j−iηa,j−iηhηh,2
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)
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(1− pe,b,lµb,i−lηb,i−l)

)
fb(t, i, j)

]
(2.49)

We use fa(t, i, j) if entanglement was formed in arm a at attempt i and arm b at attempt j, with j ≤ i
(entanglement was formed in arm a first, or in both arms in the same attempt) and we use fb(t, i, j)
when i > j (entanglement was formed in arm b first). We distinguish the cases where entanglement
was created in arm a first and when in b first as this makes a difference in how long the modes will
have been stored in each memory.
Just like in the previous scheme we can use the same equation but exclude the normalization and use
the terms from Equation 2.43 instead of 2.44 if we do not include the last heralding step. We can still
use Equation 2.49, but with

f =
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X∈[φ±,ψ±]

pBSMη
X
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2.3.3 Memory assisted uplink

The derivation for the memory assisted uplink is very similar to that of the memory assisted downlink
as we take the same steps (create entangled pairs, put half of them in the memory and send the other
half to the receiver, when received swap entanglement). The differences are where theses steps take
place (on the satellite or on the ground), on which modes the swap is performed and how long the
photons need to be stored in the memories. There are also some differences in the parameters that
are used. Fundamentally there will be a difference in transmission probability, but possibly also in
hardware choices.
We have a slight advantage in storage time since we do not have to wait for the last heralding signal
to perform the swap, as this is done at the receiver. This shortens the storage time of the photons
at the satellite by Tcom. With this, our rate has the same expression as in Equation 2.30, but now
our notation convention changes to pe,c,i = pe,c(t+ itattempt(t));µc,i = µc(itattempt(t)−Tcom(t)); ηc,i =
ηc(itattempt(t)−2Tcom(t)), where this time µ are for the memories on the ground and η on the satellite.
Up until the state in Equation 2.38, the calculations for the fidelity of the uplink scheme are the same
as in the previous section. Then, we perform a BSM on modes A, B (instead of a, b like previously).

This leads to the same states as in equations 2.41 and 2.42, except for ρ
(A,B)
final → ρ

(a,b)
final and with the
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(2.51)

The steps in Equations 2.44 through 2.50 are again the same. We can then also use the same averaging
procedure to arrive at Equation 2.49:
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but with pe,c,i = pe,c(t+ itattempt(t));µc,i = µc(itattempt(t)−Tcom(t)); ηc,i = ηc(itattempt(t)− 2Tcom(t))
and the terms from Equation 2.51.

2.4 Comparison to real world data

The direct downlink model is compared to data from the Micius satellite, which was used to distribute
entangled photons between Delingha and Nanshan as reported in [43].
We first look at the transmission probability. We compare the measured data from supplementary
material of [43] to our model for transmission probability by plotting the attenuation in dB over time
during a fly-over in Figure 2.4. The attenuation is calculated as −10log10(pT,apT,b), where pTa and
pT,b are the transmission probability for ground stations a and b, as given by Equation 2.14. The most
important parameters for our model are the positions of the ground stations and the satellite, which
were reported. Some other parameters regarding hardware losses and weather conditions have been
estimated. From Figure 2.4 we see that our model is in good agreement with the measured data, up
to some fluctuations. These fluctuations could be caused by a change in weather conditions or some
clouds. Another explanation for the deviations is the orbit of the satellite. The model assumes a
circular orbit, but the actual orbit of the Micius satellite has an eccentricity of 0.0012. This is close to
0 (circular orbit), but the difference can account for small deviations.

Next, we compare the rate. The dark count probability pdark,d = 1.69 · 10−5 is calculated as their
reported dark count rate, divided by the source rate. With this we find an average entanglement
distribution rate of 0.77 Hz, as can be seen as the horizontal line in Figure 2.5. This is a good
approximation to their reported 1.1 Hz (8:1 signal to noise ratio). The difference may be explained
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Figure 2.4: Comparison of our model for transmission probability (red) where attenua-
tion in dB=−10 log10(pT,apT,b) compared to measured data for the Micius satellite (blue dots). The
measured data are for a link between Delingha and Nanshan, as reported in the supplementary mate-
rial of [43]. Besides some fluctuations in the measured data, due to fluctuations in weather or perhaps
some clouds, we find that the model is in good agreement with measured data.

again by weather influences and not perfectly circular orbits as for the deviation in transmission
probability described before. We also see in Figure 2.5 that the satellite enters the communication
window around the same time every day, which is a result of the sun-synchronous orbit. With a source
fidelity of 0.907 and an estimation of other parameters, we can also find good agreement in fidelity. The
model gives an average fidelity of 0.89 of our output state, which is close to the reported 0.869±0.09
for the Delingha-Nanshan link.
Unfortunately, there is no data available to test the other schemes.
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Figure 2.5: The rate of received entangled photon pairs between Delingha and Nanshan over 2 days,
where the green vertical line separates the two days. The vertical blue lines consists of dots, which
are data points of calculated rate every second, that make small parabolas for about 300 seconds as
the satellite flies over. Most of the time, the satellite is not in the communication window, so the rate
is zero. We see that the satellite enters the communication window around the same time every day,
which is a result of the orbit being sun-synchronous. The average rate of 0.77 Hz is indicated by the
horizontal orange line which is a good approximations of the 1.1 Hz (8:1 signal to noise ratio) reported
in [43].
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Chapter 3

Results, discussion and conclusion

In this chapter we will put our model to work. Our aim is to show the power of the model by applying
it to different scenarios, as well as to give some interesting insights. First we identify a set of state-of-
the-art parameters to see how well we can do with currently or near-term available hardware. Next,
we identify a set of parameters to improve on, and see what this will mean for our rate and fidelity.
Our model has many different parameters to play around with. Here, we look at changing parameters
to optimize the rate and fidelity separately. We are also mostly focused on just changing small sets of
parameters at a time, while keeping the rest the same. There are endless combinations of parameters
that can be made which are beyond the scope of this project.

3.1 State of the art parameters, benchmark

The numbers reported here serve as a benchmark. In all following calculations we will use the param-
eters from this benchmark unless stated otherwise. For each parameter separately, we looked at recent
and popular papers who report on them for each part of the setup. For the memory parameters, for
example, we look specifically for memories with high multimode capacity to get Nmem and separately
for memories with long coherence times to find τ . In reality it may not always be possible to combine
these parameters into one setup, but it is good to see where this set of parameters might bring us in
the future. We again refer to the list of variables in the beginning of the thesis to remind the reader
of the meaning of the parameters.
Entangled photon pair source:

• rrep = 10MHz based on a quantum dot source [44];

• pb=0.8 (pw = 1) [44];

• p0 = 0.972, pαα = 0.008, (estimation from figure:)pαβ = pβα = 0.005 Figure 3 of [45] encoding:
α = H; β = V.

Heralding:

• pdark,d = 0, pdark,v = 10−6 (estimate);

• ηh = 0.5 [46].

Memory:

• Nmem = 100 based on an atomic frequency comb memory [47];

• τ = 1s based on nuclear spin based memory [26];

• η′d = 0.994 [48];

• η′l = 0.9 [49].

BSM:
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• F=0.90 → pBSM = 0.87 [50];

• ηφ
+

=0.82; ηφ
−

=0.07; ηψ
+

=0.09; ηψ
−

=0.02 [31];

• ηBSM = 0.89 [31].

Transmission:

• w0 = 0.0308 m, based on supplementary material of [42];

• Lp=2 dB; LT = Lj = LR =1 dB based on estimations and [42];

• τ0 = − log(Tr), Tr = atmospheric transmittance = 0.98, based on MODTRAN simulations, for
example in [51].

Satellite orbit and ground stations:

• α = 1.699 rad (near-polar);

• Delft = 4.37◦ longitude, 51.99◦ latitude;

• Delft-Houston link: h = 6000 km, Houston = -95.36◦ longitude, 29.75◦ latitude;

• Delft-Paris link: h = 800 km, Paris = 2.29◦ longitude, 48.85◦ latitude;

• Receiver radius ground station: 0.6 m, satellite receiver radius: 0.2 m.

We have chosen to look at a Delft-Houston link for intercontinental connections, and a Delft-Paris
link for international connections. The choice in ground station positions are otherwise quite arbitrary.
The satellite orbit heights are chosen to have a good balance between the length of the communication
window and the transmission probability, but are not fully optimized.

This set of parameters is a bit ambitious, but as we will see in the rest of this chapter, we have to
be ambitious to receive a usable rate and fidelity.
Now that we have our set of benchmark parameters, we will see what this gives us in terms of rate
and fidelity, and then see where we need to focus improvements on to make a usable link.

3.2 Rate

One of the main parameters to be considered in quantum communication is the rate, the speed at
which we can receive entangled photon pairs. The high losses in fibres, greatly reducing the rate of
the protocol, is what lead us to space-based segments to begin with. Here we will see how the rate
behaves as the satellite flies over the ground stations. Then we explore what parameter improvements
are most effective to improve the achievable rate.
The dependency of time, the dynamic link tracking and asymmetry as well as a model for transmission
probability that is dependent on the links, is an important aspect of our model. To show this dynamic
behavior, the rate over a typical flyover with the benchmark parameters, and a coherence time of
τ = 0.5s are plotted in Figures 3.1a-3.1c for all schemes. We see that the rate peaks around the middle
of the flyover. The peak occurs here because the distance between the satellite and the ground station
is shortest here, which gives the highest transmission probability. The transmission probability is given
by Equation 2.14. We also see some interesting behavior where the rate makes a jump at two points in
time for the memory assisted schemes, this can be explained by our memory reset protocol. We reset
the memories after Nmax attempts, which is an integer. How many attempts fit within this Nmax is
determined by how many attempts fit in half a coherence time, but as the link length changes, so does
tattempt. Initially, 5 attempts fit in half a coherence time before the memories reset, the jumps occur
when the link becomes short enough to fit in one extra attempt before the memory resets, or one less
in the second jump.

In a direct downlink, there are not many things we can do to increase the rate of the protocol. The
major parameter to increase the rate of the protocol would be the source rate. However, a factor 10
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(a) Direct downlink (b) Memory assisted downlink (c) Memory assisted uplink

Figure 3.1: Rate over time for a typical flyover in a Delft-Houston link, to show the dynamic element
of our model. The rate peaks at a rate of about 5 · 10−5 Hz for the direct downlink (a), 1.1 · 10−6 Hz
for the memory assisted downlink (b) and 3.6 · 10−9 Hz for the memory assisted uplink. This happens
where the total link length is shortest, which is when the satellite is more or less in the middle of the
two ground stations, seen here at around 600 seconds. The jumps at around 300 and 900 seconds in
the memory assisted schemes occur due to a change in Nmax, the jumps are not seen in the direct
downlink as we do not have the memory reset protocol here. From this figure we see interesting effects
of the dynamic element of our model.

increase in your source rate will only lead to a factor 10 increase in your rate, so we can not expect to
increase the rate by a lot here. Increasing the coherence time of your memories, such that we have a
low chance of losing it while the results are communicated, can also increase the rate. However, once
we are past a coherence time where we can relatively safely store our photons for the communication
time Tgcom, this will only influence the rate by a small factor. Lastly, having a few more memory
slots at your receiving memory can help for the case where a second photon arrives before we have
communicated the results of a photon that arrived earlier. But as we see in Figure 3.2 about 10
memory slots will be more than enough to catch all incoming photons (pa ≈ 1), after that increasing
the amount of memory slots won’t affect the rate.
For the memory assisted schemes changing the source rate will not have a very big effect, as it will
merely slightly decrease the time to make the photon pairs tfire and thereby the time it takes to complete
one attempt tattempt. However, increasing the amount of memory slots will have a big impact. More
memory slots means that we create, and send down or up, more photons per attempt, and thereby
increasing the probability of creating entanglement in an arm per attempt. A photon will then spend
less time on average in the memory, and we will need fewer attempts to have entanglement between
our ground stations. In Figure 3.2 we see that increasing the amount of memory slots by one order
of magnitude can lead to an increase in rate by about 2 orders of magnitude. However, after about
105 memory slots in the long Delft-Houston link and 103 in the shorter Delft-Paris link, we see some
saturating behavior at the top right parts of Figures 3.2a and 3.2b. This behavior is partly due to
a fundamental limit, where our rate will always be limited by our source rate times the transmission
probability (or transmission probability squared for the direct downlink), but also an artificial effect
of how the protocol is set up. Increasing the amount of memory slots by that much will lead to a
large tfire. We will also have a pretty high probability of creating entanglement in one arm within one
attempt. At this point, creating your Nmem photons, sending them to the receiver, waiting for a result
(the routine as outlined in Section 2.3.2) does not make sense. It would make more sense to adopt a
protocol more similar to the direct downlink, where the photons are sent to the receiver continuously.
This way, the rate may be higher then reported in these regimes, but again limited by rreppT .
Again we see that increasing the memory coherence time does not affect the rate a lot, but it does
have a bigger effect in the memory assisted schemes than on the direct downlink. This is because a
higher coherence time will lead to an increase in Nmax, so we can try to create entanglement in more
attempts before the memories reset.
From the comparison in Figure 3.2a and 3.2b, which shows the entanglement distribution rate for
different scenarios, we see that the memory assisted schemes might outperform the direct downlink
in future settings, especially when quantum memories become very well developed, and we want to
create very long (intercontinental) links, like the Delft-Houston link. The uplink has a lower rate than

31



(a) Delft-Houston link (b) Delft-Paris link

Figure 3.2: Rate of received entangled photon pairs, calculated with the benchmark parameters out-
lined in Section 3.1, with varying memory multimode capacity Nmem and memory coherence time τ ,
for a direct downlink (blue), memory assisted downlink (green) and memory assisted uplink (red).
There is only one blue line, as the outcomes for coherence times of 0.5, 1 and 2 seconds give approx-
imately the same outcome for the direct downlink, such that the lines lie on top of each other. For
the Delft-Houston link (a), the memory assisted downlink outperforms the direct downlink with more
than a few hundred memory slots. The memory assisted uplink will need up to ten thousand memory
slots to outperform the direct downlink. For the Delft-Paris link (b) the crossover happens around a
few thousand and a few tens of thousands for the down- and uplink, respectively. Each line is made
up off 7 data points, where each data point is the rate averaged over 10 points in time during one
flyover. This figure thus tells us which scheme is most favourable for a certain number of memory
modes. We find that we will need the memory assisted schemes with a high multimode capacity for
long intercontinental links.

the downlink, a big difference in this is that the receiver is assumed to be smaller for the uplink (0.2
m) than for the downlink (0.6 m). This was chosen because it is more difficult to put a big receiver
on a satellite, but with this, we also need to give the uplink some credit. If we are limited in size with
what we put on the satellite, then scaling in multimode capacity is a lot easier for the uplink, where
the assisting memory is located at the ground stations.
One parameter that we have not discussed in this section is the transmission probability. We do have
some control over this parameter and we will see how we can improve this in the next section.

3.3 Transmission probability and receiver radius

The transmission of the photon from the emitter to the receiver is by far the biggest source of loss,
as the transmission probability = 1-loss probability, for the Delft-Houston link is in the order of 10−5

for downlinks (direct or memory assisted) and 10−6 for uplinks1, where other sources of loss like
from the memory or non-efficient heralding are around 0.5. Therefore, we would like to minimize the
transmission loss as much as possible. The parameters that we can have control over are the beam
waist w0, the wavelength λ of the signal, the hardware losses Lp, LT , LR, Lj (to some degree) and the
radius of the receiver aperture.
The choice of wavelength will depend, amongst other things, on the atmospheric transmittance at that
wavelength. Common choices are around 850 nm or 1550 nm, where in this thesis 1550 nm was used
for all calculations2.

1Though this is a big source of loss, it is much better compared to fibre transmission, where a direct fibre link between
Delft and Houston would lead to a transmission probability of about 10−240.

2This choice was made after consulting assistant professor R. Saathof from the space systems engineering department
of TU Delft. At 1550 nm, we have relatively low background radiation, good atmospheric transmittance and a good
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The hardware losses can be minimized, but not much improvement can be made here, as a lot of
research on this area has been done for classical systems, similar for the beam waist.
There is also a choice in using an uplink or a downlink. Uplink losses will generally be higher because
of the initial boost in beam spreading due to the atmosphere. This does not affect the downlink so
much as the downlink only enters the atmosphere at the very last bit of its journey. This effect can
be seen by looking at Equations 2.9 and 2.10, which describe the effect of the atmosphere on beam
spreading. The index structure constant C2

n is higher close to the earth’s surface and decreases rapidly
with height, this can be seen in Equation 2.11 as well Figure 2.2 where it is plotted. In Tup the factor
1− (h−h0)/L is largest close to the ground station, where C2

n is also large. For the downlink, we have
a factor (h− h0)/L, which is smallest where C2

n is largest. From this we find that an uplink beam has
more atmospheric induced spreading than the downlink, which leads to higher losses.
A parameter that can make a big difference in transmission probability is the radius of the receiver
aperture. This determines how much of the signal is picked up. How the transmission probability
changes with receiver radius for up- and downlinks can be found in Figure 3.3. We see that indeed
the losses for an uplink are always a bit higher than for a downlink with comparable receiver radii,
stemming from the atmosphere problem described before. An extra factor in why uplink losses are
generally higher than downlink losses has to do with the placement of the receiver. For an uplink,
the receiver is located on the satellite, where it can be much more challenging to increase the size of
your equipment compared to a receiver on the ground. For this reason, the benchmark parameters
are chosen as 0.2 m for the receiver on the satellite and 0.6m for the receiver at the ground stations.
There is probably some room for improvement here, since certain equipment that will need to be on
the satellite for the quantum memories and BSM will likely also be quite large.
From Figure 3.3 we also see that we can have a factor 10 increase in transmission probability if we
increase the receiver radius from the benchmark of 0.6 meters to 1.9 meters in the downlink, or from
0.2 meters 0.7 meters for the uplink.
As a comparison, the effective beam width (Equation 2.8) after travelling the whole link length for a
Delft-Houston link will be around 40 kilometers for an uplink and 17 kilometers for a downlink, so we
can never make a receiver big enough to pick up the whole signal.
So to conclude, the largest impact on minimizing the transmission losses can be made by increasing
the size of the receiver. Choosing a downlink instead of an uplink will also reduce losses, but this will
not only impact the losses as it changes the whole protocol.

3.4 Fidelity

Now that we have identified the main parameters to improve on to increase the rate of the protocol,
we will now do a similar analysis for the fidelity.
The fidelity of the final entangled pairs is determined by the fidelity of the created entangled pairs from
the source, the dark counts and the decoherence of the state before use. The decoherence can take place
in the memories (increased probability of decoherence over storage time) or from the entanglement
swap.
With our benchmark parameters, we find that we can get a good fidelity for the direct downlink, about
0.91 on average. Unfortunately things do not look so bright for the memory assisted schemes, where
we find 0.46 for the memory assisted downlink and 0.50 for the uplink. To identify what the main
cause of this low fidelity is, we set each part of the protocol to ’perfect’ one by one and see how much
higher the output fidelity is compared to the benchmark case. The results of this can be seen in figure
3.4, where we have plotted the difference between the benchmark fidelity and the fidelity with one
perfect component for all schemes. We see that the entanglement swap has the biggest effect on the
fidelity in the memory assisted schemes. As the direct downlink does not have an entanglement swap
in the protocol, this of course does not affect its fidelity. We can improve on all schemes by improving
the memory and source, although these parameters are already quite good in the benchmark.

One of the reasons the fidelity is so greatly impacted by the entanglement swap is because there
has been less advancement on this level: the best sources output pretty high fidelity, the dark counts
are low and the memories are cut off before too much decoherence happens, but the entanglement
swapping and teleportation protocols are not this advanced. There is a lot of improvement possible,
specifically for the parameter pBSM. To see how improving pBSM affects average fidelity, we refer to

balance between the Rayleigh scattering and infrared absorption.
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Figure 3.3: Transmission probability averaged over one flyover for a Delft-Houston link, over varied
receiver aperture radii for up- and downlink. The downlink has higher transmission probability than
the uplink for the same receiver radii. The receiver will also likely be larger in a downlink because
we can keep it on the ground instead of having to put it on a satellite as for the uplink. We do see
that we can improve our transmission probability by about a factor of 10 in the downlink from our
benchmark of 0.6 m to 2 m. If we increase the size of the receiver on the satellite in the uplink from
the benchmark of 0.2 m to 0.5 m, that will also give us about a factor 10 increase in transmission
probability. This figure thus shows the high impact of increasing the receiver aperture radius.

Figure 3.4: The impact (output fidelity - benchmark fidelity) making a certain part of the protocol
perfect has on the fidelity compared to benchmark parameters for a Delft-Houston link. Plotted for a
direct downlink (green), memory assisted downlink (blue) and memory assisted uplink (orange). We
see that having a perfect memory will increase the fidelity for all schemes, a bit more than having a
source that emits perfect Bell states. The most improvement on the fidelity can be made by doing a
better entanglement swap, but only for the memory assisted schemes as the direct scheme does not
have a swap.
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Figure 3.5: Average output fidelity of Delft-Houston link with varying qualities of entanglement swap-
ping, ranging from 0.65 to perfect (1). Shown for both up- and downlink. We see that we can increase
the fidelity by more then 0.3 by improving our benchmark pBSM of 0.86 to 1 and conclude that this is
an important parameter to focus improvement on.

Figure 3.5, which shows the (average) output fidelity of a protocol where the entanglement swapping
gets better by improving pBSM until it is perfect. There we see that we we can improve our fidelity
from about 0.5 to about 0.8 if we had a perfect entanglement swap, compared to the benchmark.

3.5 Conclusion

With current available technologies, the direct downlink scheme applied to shorter (not intercontinen-
tal) links, is the only option. The two main limitations on the memory assisting schemes outperforming
the direct downlink scheme are in the multimode capacity of the assisting memory and the quality of
the entanglement swap.
The direct downlink will always outperform the memory assisted schemes in terms of fidelity, but
increasing the entanglement swap quality to have pBSM above 0.98, we can achieve a fidelity around
0.70 for the uplink, and around 0.66 for the downlink, which can be seen in Figure 3.5. While this is
still not great, we also have some room for improvement in the decoherence in the quantum memories.
In our intercontinental Delft-Houston link scenario, the direct downlink scheme has an average rate
of about 3 · 10−5 Hz. With an average fly-over lasting about 1100 seconds, we will effectively not be
able to establish an entanglement link in this setup. We can reach a rate where we can expect to
receive more than one entangled pair per flyover in the memory assisted schemes, for a few thousand
memory modes in the downlink or several tens of thousands for the uplink, as can be seen in Figure
3.2. The memory assisted schemes will outperform the direct downlink in terms of rate if we can have
a multimode capacity of more than about a few hundred memory slots for the downlink, or about ten
thousand memory slots for the uplink, when all other parameters adhere to the benchmark as outlined
in Section 3.1.
We also find that we can limit the transmission losses by scaling up the size of the receiver aperture,
so we can ’catch’ as much of the signal as possible. If we were able to use the same receiver aperture
radius for the Delft-Houston uplink as for the downlink, then the average transmission probability will
increase by almost one order of magnitude (a factor of 9) with respect to the benchmark. To increase
the average transmission probability for a downlink by one order of magnitude with respect to the
benchmark (0.6 m receiver radius), we will need a receiver that has a radius of about 1.9 meters.
From the results shown before it may seem easy to discard the uplink as a contender as the rate is
quite a bit lower for the uplink than for the downlink and the fidelity is only a bit higher. However,
uplinks may have an advantage in construction, having the more complicated equipment on the ground
instead of on the satellite. Another point in favour of the uplink is that the lower rate is also partially
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from the assumption of having a smaller receiver radius, which is not a fundamental limitation. If
there is a strict limitation on the size of the satellite, this would also hinder the downlink, as scaling
up orders of magnitudes in the available memory modes will likely also involve big hardware.
For shorter links, like the Delft-Paris link, we can achieve a good-enough rate with the direct downlink.
For this reason, we are less likely to need the memory assisted schemes.

3.6 Outlook

Here I have focused on single links, but eventually, to obtain a global network (’quantum internet’)
we might need a network of quantum satellites. Within QuTech, researchers are working on extending
the idea of using quantum satellites. Vicky Dominguez Tubio is working on using satellites as relay
stations, as well as finding ways to optimize the satellite path.
It might be interesting to extend the model to be suitable for higher multimode capacities in the
memory assisted schemes, where the protocol is not so clearly cut into attempts and more resembles
the direct scheme. There might be a way of including the parameter pa, which gives the probability
that there is space in the memory for the incoming photon to be stored and is used in the direct
downlink scheme, in a new expression for the memory assisted schemes.
It is also interesting to see how the rate is affected by changing the path of the satellite or the positions
of the ground stations: what is the optimal way for the satellite to pass the ground stations? We can
use such questions in choosing how to set up a global quantum network.
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Appendix A

Rate including dark counts

If we want to be more precise, we include the dark counts that are stored as a maximally mixed state
into the rate. In the main portion of the thesis this was left out because generally pdark � 1 and it
makes the expressions a bit more lengthy. We include them here for the sake of completeness.
The rate for the direct downlink scheme, given by Equation 2.15, goes like the success probability of
the full scheme multiplied by the repetition rate. If we now include the dark counts, we will have a
situation where something went wrong but we didn’t know because we had a dark count. This will
lead to a (slightly) higher rate, although lower fidelity. The expression can be written as

R = rrep

[
pbp

2
wpT,apT,bη

2
h,1 + pbpwpT,aηh,1(1− pwpT,bηh,1)pdark,d + pb(1− pwpT,aηh,1)pwpT,bηh,1pdark,d

+
[
(1− pb) + pb(1− pwpT,aηh,1)(1− pwpT,bηh,1)

]
p2

dark,d

]
pa,apa,bηa,l(t)ηb,l(t)η

2
h,2

(A.1)

Similarly for the memory assisted schemes. The parameter pe from Equation 2.29 will become

pe,c(t) = 1−
(
1− pbpwpT,cηh,1 − (1− pbpwpT,cηh,1)pdark,d

)Nmem
(A.2)

(c ∈ [a, b]) This takes into account the possible dark counts before loading the state into the memory.
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