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Abstract

Traffic jams, overcrowded public transport, and limited parking availability are all difficulties
that people face on a daily basis. To cope with the increasing pressure on the transportation
network, more efficient use of the multi-modal transportation network should be made by
distributing travelers over different transportation modes. This requires insights into traffic
behavior, highlighting the necessity of a traffic flow prediction model. This research focuses on
a fraction of the entire transportation network, by making a long-term traffic flow prediction
of vehicles on arterial roads, based on historical data. In this context, long-term is defined as
24 hours ahead.

Traffic flow prediction is a challenging topic due to the highly nonlinear temporal features,
especially on longer prediction horizons. In addition, external features may also have a signifi-
cant impact on traffic behavior. Models utilized to capture temporal features are traditionally
based on recurrence. However, due to the recurrent structure, these models are, computa-
tionally expensive, time-invariant, and encounter difficulties with capturing long-term corre-
lations. Therefore, in the last two years, a new type of prediction model is outperforming
the traditional prediction models in the field of time series prediction: the transformer. Its
model structure is purely based on the attention mechanism, which determines the relevant
information for each output while diminishing irrelevant information. The weight given to
a specific input for a specific output is based on a similarity score between the input and
output features. Consequently, the transformer is insusceptible to the limitations inherent in
conventional time series models. However, it is yet unknown whether this model applies to
long prediction horizons.

Therefore, this research proposes a long-term traffic flow prediction model that incorporates
temporal and external features in a transformer structure. To synthesize this prediction
model, the focus throughout this research lies on, (1) identifying important external features,
and (2) investigating the effect of the transformer on longer horizons.

For commercial feasibility, a widely applicable prediction model is desired. Therefore, to test
the genericity of the prediction models, all analyses are conducted for two locations, which
are subject to different traffic behavior. The first is located on the ring road of Haarlem
and is mainly affected by commuter traffic, whereas the second is located on the road to the
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coast and has more irregular behavior. In addition, two state-of-the-art prediction models, a
random forest and multi-layer perceptron are implemented, to provide a baseline prediction.

Multiple correlation analyses are performed to assess the importance of external features on
the described locations. These demonstrate that the important features are location specific
and include multiple time features, such as the hour of the day, day of the week, and the
season. In addition, categorical features, such as whether a day is a national holiday or school
vacation have a significant impact. At last, the temperature, radiation, and relative humidity
are identified as important weather features.

Results show that the transformer outperforms the baseline prediction models on both short
and long horizons, especially when the location is subject to irregular behavior. In addition,
the positive impact of the external features on the prediction model competence is clearly
shown, and the genericity of the model is highlighted by its applicability to multiple locations.
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Chapter 1

Introduction

Traffic jams, overcrowded public transport, and limited parking availability are known daily
problems in our transportation network, which cause long travel times and travelers discom-
fort. These issues will become even more serious as the traffic demand keeps increasing due
to population growth and more intensive use of vehicles [13]. Also in the Netherlands, this
is a well-known issue. Historical data on the traffic performance is provided by the Central
Bureau for Statistics and reveals that from 2018 to 2019 the number of road vehicles has
increased by 1.8%. In addition, the average distance traveled per vehicle has risen by 0.7%
[6, 7]. Therefore, to cope with the increasing pressure on transportation networks, innovative
solutions should be found to improve, extend, and make more efficient use of the network.

In the past decades, the main focus laid on expanding the transportation network. Unfor-
tunately, this will not increase the capacity of the road network enough to meet the rising
traffic demand [42]. An additional solution is to make more efficient use of the multi-modal
transportation network by distributing travelers over different transportation modes, includ-
ing new emerging modes based on shared vehicles. This will induce a shift in modality, and
can be achieved in different ways [27]. Travelers should be informed beforehand about dif-
ferent possible itineraries, including options that combine different modes of transport. In
addition, once insights are obtained about travel behavior, crowd flows can be influenced by
authorities, for instance by dynamic pricing of public transport or parking lots.

1-1 Relevance of long-term traffic flow predictions

Recently, a demand for innovative solutions has come from multiple municipalities in the
Netherlands. In 2020, the municipality of Amsterdam started Scale Up. This initiative aims
to prevent large traffic flows to locations predisposed to attract busy crowds, also known
as hotspots, by distributing travelers over time, locations, and modalities [19]. Therefore,
insights into the location of the hotspots under different external influences, such as weather
conditions, holidays, and events are required, such that traffic flows can be influenced.
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2 Introduction

In 2021, the municipality of Flevoland and the ministry of economic affairs and climate,
started a project to increase the network accessibility during large events, such as the Floriade,
Defcon, and Lowlands [48]. It is imperative to first gain insights into locations that restrict
the network efficiency and traffic behavior under irregular circumstances. Next, measures
can be taken accordingly, e.g., the deployment of extra transportation possibilities between
locations, or giving priority to vehicles traveling in certain directions.

These initiatives highlight the necessity of an adequate traffic flow prediction model, which
takes external influences into account. This way, valuable insights into traffic behavior can
be implemented to make more efficient use of the transportation network, increase accessi-
bility, and provide multi-modal itineraries. This may ultimately decrease the pressure on the
transportation network and increase traveler comfort.

This research focuses on a fraction of the entire transportation network by making a long-
term traffic flow prediction of vehicles on the main roads. The global objective is to combine
multiple transportation modes into one network. Therefore, the focus lies on areas where dif-
ferent transportation modes intersect and the main roads connecting them. Current research
on traffic flow prediction often considers control of intelligent traffic systems, for which short-
term predictions based on real-time measurements are required [35]. However, to be able to
inform travelers and authorities, a longer prediction horizon is required. The exact definition
of short- and long-term differs throughout state-of-the-art literature, in which the division lies
somewhere between a prediction horizon of 30 minutes and several hours [32, 33, 55]. In this
research, a prediction is defined as long-term when the prediction horizon exceeds one hour.
In addition, the maximum required horizon is assumed to be 24 hours, divided into slots of
one hour, such that the prediction of the next day is composed of 24 predictions.

1-2 Challenges of long-term traffic flow predictions

The complex, nonlinear nature of traffic flows makes it difficult to make accurate long-term
predictions [36]. Therefore, the main challenge that arises with the increased prediction
horizon is the increase in uncertainty. By implementing multistep autoregressive predictions,
errors propagate through the network and accumulate with time [60]. On the other hand, it
is difficult to make accurate long-term single-step predictions, due to the large gap in time
between the prediction and the most recent available data [35, 69, 72]. To limit the amount
of uncertainty, it is important to capture as many features describing traffic flow behavior as
possible. Therefore, it is important to investigate which features influence traffic behavior.

Recent research has shown that to describe traffic flow behavior, it is important to capture
both temporal and spatial features [23, 36, 74, 76]. Temporal features describe the correlations
of traffic flow throughout time and spatial features describe the correlations throughout the
road network. To clarify, the rush hour starting at approximately the same time every working
day at a certain location can be related to a temporal feature. On the other hand, congestion
at a certain location in the network will influence other parts of the network, which can be
seen as a spatial feature. For the scope of this research, the spatial features are excluded but
they could be included in future studies, to extend the prediction model.
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1-3 Incentive behind traffic flow prediction models 3

In addition to temporal and spatial features, traffic behavior is influenced by external features
such as events, the weather, and construction works, as shown in [14, 15, 38, 43, 75, 77]. As
an illustration, the traffic flow to the coast will be significantly different on a sunny day in
contrast to a rainy day. Moreover, the yearly festival Lowlands attracts approximately 55, 000
visitors, influencing the traffic flow accordingly. Which external features are important differs
per location, prediction horizon, the hour of the day, etc. However, for implementation
purposes, it is desired to obtain a generic prediction model framework, which can be utilized
for different locations.

Therefore, it is important to identify relevant external features, such that these can be incor-
porated in the prediction model while maintaining genericity by taking the applicability to
multiple locations into account.

1-3 Incentive behind traffic flow prediction models

Various prediction models have already been applied to traffic prediction tasks. Recently, a lot
of research is focused on implementing machine learning methods to traffic flow predictions,
which are shown to outperform more classic prediction methods [18, 36, 76]. These machine
learning methods have been divided into two categories, based on the input data being pro-
cessed. Classic machine learning models implement input features corresponding to a single
timestamp. Nevertheless, traffic flow is known to have a sequential behavior, which will be
referred to as auto-correlation. More advanced methods allow us to consider these charac-
teristics by looking into input features of different timestamps. These methods are shown to
be beneficial in terms of performance for short-term traffic predictions [22, 36, 66]. However,
whether the inclusion of auto-correlation is advantageous on longer prediction horizons is yet
unknown.

Models designed to capture auto-correlation in sequential data are traditionally based on
recurrent layers. These include broadly-known models such as the long short-term memory
model and the gated recurrent unit [11, 36, 51, 74, 76]. However, these methods have some
inherent limitations due to the recurrent structure. First, parallel computations can not
be done, which makes them computationally expensive. Moreover, the models encounter
difficulties with capturing long-term correlations. At last, the model dynamics are time-
invariant, whereas traffic flow is not.

To address these limitations, in the last two years, a novel prediction model known as the
transformer, first proposed in [58] for natural language processing, is increasingly implemented
in time series prediction tasks and is shown to outperform the recurrence-based models [21,
34, 67]. The transformer is insusceptible to the limitations inherent in conventional time
series models, because the model structure is purely based on the attention mechanism,
first proposed in [1], which suggests a structure that searches for relevant input information,
while diminishing irrelevant information. The weight given to a specific input for a specific
output is based on a similarity score between the input and output features. First, during
training, all computations can be made in parallel, making it computationally more efficient.
As an illustration, in [67] and [70] the training time is shown to decrease approximately 14
times when implementing a transformer instead of a gated recurrent unit. There should
not be emphasized too much on this exact number, since this will differ for each data set
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4 Introduction

and application. Secondly, the maximum path length between an output and an input is
decreased. According to [28], the larger the path between two variables, the harder it is
for the model to learn correlations. Therefore, the transformer encounters fewer difficulties
regarding long-term correlations [15]. Finally, because the transformer model parameters are
based on the input feature, the model dynamics vary over time. This highlights why models
based on the attention mechanism are gaining popularity in the field of traffic predictions.
The disadvantage of machine learning methods is that the model obtained is a black-box
model, which means that the model behavior is not intuitive. In addition, whether the
transformer model is suitable for long horizons still has to be investigated. Therefore, it
is important to compare the predictions with the predictions of one, or multiple baseline
prediction models. In state-of-the-art literature, the random forest and multilayer perceptron
(MLP) are often implemented for this purpose [11, 31, 36, 39]. Because these models do not
take previous traffic flow into account, they belong to the first category of machine learning
models described above.

1-4 Research objectives

As highlighted in the previous sections, there is a necessity for a long-term traffic flow pre-
diction model, which considers temporal, spatial, and external features. Therefore, the goal
of this thesis is formulated as follows:
Develop a generic long-term traffic flow prediction model that can predict 24 hours ahead and
that incorporates temporal and external features in a transformer-based framework.
To synthesize the proposed traffic flow prediction model, the following research questions will
be answered, which align with the previously induced challenges:

1. Which external features are important to capture in long-term traffic flow prediction?
In addition, how can these be incorporated into a generic prediction model?

2. What is the effect of implementing the transformer on different prediction horizons for
traffic flow predictions?

1-5 Outline of this thesis

To answer the research questions described above, the rest of this thesis is structured as fol-
lows. Chapter 2 discusses the preliminary background of methods used in this research. First,
different correlation analysis techniques are discussed, which are implemented to investigate
relevant input features. Next, the working principles of the baseline prediction models and
the transformer are highlighted. Chapter 3 describes the case study on which the correlation
analysis and prediction models are applied. Moreover, the available data are discussed and
data processing and preparation steps are taken. Chapter 4 investigates the correlations in
the data set, to gain insights into the importance of different features on traffic flow. When
the final input feature set is obtained, the baseline models and transformer are implemented
in Chapter 5 and Chapter 6, respectively. The performance of these prediction models is
discussed and compared in Chapter 7. Finally, in Chapter 8 conclusions are presented, and
future recommendations are discussed.
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Chapter 2

Theory behind traffic flow predictions

This chapter elaborates on the decisions made regarding methods used throughout the rest
of this research and the corresponding theoretical background. First, multiple correlation
analysis techniques are described that can be used to identify important features. Next, the
general implementation of the baseline prediction models and transformers is discussed. Next,
there is elaborated on the working principles and model structures.

2-1 Correlation analysis techniques

As discussed in the introduction, recent research has shown that to describe traffic flow
behavior, it is important to capture temporal features [23, 36, 74, 76]. In addition, traffic
behavior is correlated with external features such as events, the weather, and construction
works, as shown in [14, 15, 38, 43, 75, 77]. Therefore, it is important to incorporate these
features in the prediction model.

In general, the size and computational effort of prediction models grow with an increase
in the number of input features. Therefore, it is undesired to input insignificant features.
This highlights the necessity to make a hypothesis on which features are important for the
prediction model, which can be done with correlation analyses.

Two different correlation analyses are performed on the data set. First, by clustering days, the
similarity between days is investigated. Secondly, cross-correlation techniques can be used to
investigate the correlation between two different data sets. This is implemented to determine
the cross-correlation between traffic flow and external features. In addition, it is used to look
into the auto-correlation in traffic flow.

In state-of-the-art literature, different correlations are found for different locations, which
indicates that the correlation analyses are location specific and should be reconsidered when
the prediction model is applied to a different location [63, 68].
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6 Theory behind traffic flow predictions

Table 2-1: K-means and agglomerative hierarchical clustering characteristics, where + and –
indicate a positive and a negative property, respectively.

K-means clustering Agglomerative hierarchical clustering

+ Scales well to large data sets + Finds a global optimum
– Requires the number of clusters to

be specified
+ Number of clusters can be chosen

based on the dendrogram
– Sensitive to local minima – Computationally more expensive
– Assumes data is separated in

sphere-like clusters

2-1-1 Clustering techniques

To look into similarities between different days, the data set with data at each time interval is
transformed into features corresponding to the entire traffic flow of one day. As a result, each
day is represented by one vector, and clustering techniques can be applied. There are two
main methods often implemented in state-of-the-art literature to find similarities in traffic
flow behavior: k-means clustering [68] and agglomerative hierarchical clustering [49, 63, 68].

Comparison of k-means- and agglomerative hierarchical clustering

In Table 2-1, the advantages and disadvantages of both clustering methods are shown. The
main downside of k-means clustering is that it requires specifying the number of clusters
beforehand. However, because clustering is implemented to analyze the data, this number
is unknown. In addition, it is required to run the algorithm multiple times, because it is
sensitive to local minima. At last, the algorithm experiences difficulties with clusters of
different sizes, or non-spherical shapes. On the contrary, agglomerative hierarchical clustering
is computationally more expensive, but it is not subject to the limitations inherent in k-means
clustering. Therefore, it is chosen to implement agglomerative hierarchical clustering.

Agglomerative hierarchical clustering

Agglomerative hierarchical clustering is a bottom-up approach. It starts by assigning each
data point to a separate cluster. Next, the closest two clusters are identified and merged. This
continues until all data points belong to the same cluster. The algorithm contains two, to be
specified metrics; the distance metric and the linkage criteria. The distance metric is used to
calculate the similarity between two clusters and is often chosen as the Euclidean distance.
The linkage criterion defines how the distance is computed. For instance, single-linkage
calculates the distance between the most similar parts of two clusters and average-linkage
calculates the average distance of each point in one cluster to every point in the other cluster.
A regularly implemented linkage criterion is Ward’s linkage [61], which minimizes the total
within-cluster variance. Ward’s method calculates the increase in cluster variance by merging
cluster A and B as

IAB = nanb

na + nb
(ȳa − ȳb)2 , (2-1)
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2-1 Correlation analysis techniques 7

where na and nb represent the number of data points in cluster A and B, respectively. In
addition, ȳa and ȳb are the cluster centers. The increase in cluster variance is calculated for
all clusters. Subsequently, the cluster with the smallest increase in squared distance is merged
and the cycle continues. For further clarifications, the mathematical derivation can be found
in [61]. The advantage of Ward’s method can be clearly shown by rewriting (2-1) as

IAB = 1
1

na
+ 1

nb

(ȳa − ȳb)2 , (2-2)

which shows that when na and nb increase, IAB also increases. Therefore, Ward’s method is
more likely to merge clusters of smaller or equal size, and it will tend to avoid many small-sized
clusters. In the end, the algorithm outputs a dendrogram, which indicates the hierarchical
relation between the clusters and illustrates the effect of an increase and decrease in the cluster
granularity level. By slicing the dendrogram horizontally, the clusters are formed based on
the corresponding increase in cluster dissimilarity and number of clusters.

2-1-2 Cross-correlation techniques

To investigate the relation between two different data sets, cross-correlation techniques can be
applied. Two methods often implemented are: Pearson’s method [68] and Spearman’s rank
method [31], which find a linear and a nonlinear correlation, respectively.

Pearson’s correlation method

The correlation between data set x and y, of length n, can be found by fitting a linear line
through the data. The strength of the correlation, is represented by Pearson’s correlation
coefficient (rpearson), which indicates the deviation between the data and the fitted line. The
correlation coefficient lies between −1 and 1, where −1 denotes a strong negative correlation
and 1 a strong positive correlation. Pearson’s correlation coefficient is calculated by dividing
the covariance of x and y by the standard deviations, sx and sy as

rpearson (x, y) = cov (x, y)
sxsy

=
n

n∑
i=1

(xiyi) −
n∑

i=1
xi

n∑
i=1

yi√√√√√
n

n∑
i=1

x2
i −

(
n∑

i=1
xi

)2
n

n∑
i=1

y2
i −

(
n∑

i=1
yi

)2


(2-3)

The derivation of the formula above can be found in [45]. It should be noted that the coefficient
is not correlated to the slope of the fitted line.

Spearman’s rank correlation method

Spearman’s rank builds further upon Pearson’s method. It is able to find a nonlinear cor-
relation, under the assumption that the data is monotonic. In addition, Spearman’s rank
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8 Theory behind traffic flow predictions

coefficient also varies between -1 and 1. First, the rank of each data point xr,i corresponding
to xi is determined, which varies between 0 and 1. Then, instead of the actual values, Spear-
man’s rank method investigates the correlation on the ranked data set, and the correlation
coefficient is calculated as

rspearman (x, y) = 1 −
6

n∑
i=1

d2
i

n (n2 − 1) , (2-4)

where d2
i = (xr,i − yr,i)2 equals the squared distance between the rank of two data points. For

the derivation from Pearson’s correlation coefficient to Spearman’s rank coefficient, there is
referred to [53].

Adequacy of cross-correlation techniques in traffic flow analyses

The cross-correlation techniques described above are implemented in traffic flow analyses to
find the relation between traffic flow and another time series data set, such as the temperature.
In addition, these methods can be used to investigate the auto-correlation in traffic flow. By
shifting the traffic data multiple times, the correlation between previous and future time
instances can be investigated, providing information about whether certain previous traffic
flow measurements might be important features for the to be predicted traffic flow [31].

2-2 Implementation of the prediction models

In Chapter 1, the incentive behind the transformer and the baseline prediction models are
discussed. It should be noted that other regression methods could also be implemented
as a baseline. However, for the scope of this research, the number of prediction models is
limited to these. This section focuses on the general implementation of the prediction models.
Subsequently, the specifics of the baseline prediction models and transformer are discussed in
the next sections.

The core idea of the prediction models is to map an input sequence x to a predicted output
sequence ỹ, which matches the actual output y. Unfortunately, one of the main challenges
is that the model can correspond too closely to the historical data, which is referred to as
overfitting. Therefore, first, it is important to divide the available data into a train and test
set. This is done, to be able to test the prediction model on a data set that is not seen by the
prediction model before. In addition, a part of the training set is set apart as the validation
set, to investigate, during training and tuning, whether the model might be overfitting. To
elaborate, training the prediction models is done on the training set. After each step, the
model is evaluated on the validation set, to indicate whether the model has a similar behavior
on unseen data. Next, the prediction model can be adjusted based on these preliminary
results. The difference between the validation and test set is that the final prediction model
is influenced by the first, due to the adjustments.

How the final prediction is made, depends on the model parameters of the prediction models.
These are composed of two types of model parameters; trainable parameters and hyperparam-
eters. The first are optimized during training. In addition, hyperparameters are parameters
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2-2 Implementation of the prediction models 9

that have an influence on the final model performance but are not optimized during the train-
ing process. Therefore, these have to be investigated and optimized separately. How the final
prediction models are obtained, is described by utilizing these two types of model parameters
and is briefly discussed in the next sections.

2-2-1 Training the prediction models

The conversion of the input to the output is done by a sequence of computations. The specific
computations depend on the structure of the prediction models and will be discussed in the
next sections. However, these are all based on a set of trainable variables. These variables are
optimized during training, by minimizing the to-be-specified loss function L, which compares
the predicted output ỹ with the actual output y. In the multilayer perceptron (MLP) and
transformer, this is done by backpropagation, first proposed in [50], in which the derivatives
of the loss function with respect to the weights are calculated, for further details there is
referred to [20]. Moreover, the optimization algorithm used is Adam, first proposed in [30],
because it has become the state-of-the-art in current literature [15, 34, 67]. On the other
hand, the classification and regression tree algorithm is used to train the random forest, by
minimizing the loss function in the nodes, weighted by the number of samples.

The most common loss functions for regression applications are investigated. If the output is
a Gaussian distribution, the mean squared error is the preferred loss function. However, if the
output is subject to more outliers, the mean absolute error (MAE) can be implemented which
calculates the absolute error between the actual and predicted output [20]. In state-of-the-art
literature regarding traffic flow predictions, both loss functions are commonly implemented
[5, 16, 22, 24]. Because it is desired to punish large errors, the mean squared error is assumed
to be applicable in this research.

2-2-2 Hyperparameter optimization

The idea of hyperparameter optimization is to define a space for each hyperparameter, inves-
tigate the model performance corresponding to different hyperparameter combinations, and
choose the hyperparameters with the best model performance on a validation set. Three
methods often used are, grid search, randomized search, and Bayesian hyperparameter opti-
mization [3, 20]. The first investigates all possible combinations, which guarantees to find the
optimal combination but is computationally expensive. The second investigates a random
number of combinations, which allows extending the search space, without increasing the
number of computations. As opposed to the other two methods, Bayesian hyperparameter
optimization does not randomly choose evaluated hyperparameters, but bases this on knowl-
edge of previous evaluations. Therefore, it is likely to reach the optimal parameters faster and
is often shown to be the preferred method [2, 29, 52]. The idea is to make fewer calls to the
objective function, on the cost of spending a bit more time on selecting the next parameters.
In [4], the extra time spent on selecting the parameters is shown to be negligible. As an
illustration, finding the next set of parameters only took a few seconds, whereas evaluating
the objective function took hours. Therefore, Bayesian hyperparameter optimization will be
implemented.

Master of Science Thesis C.A.M. Petsch



10 Theory behind traffic flow predictions

Two important criteria in Bayesian hyperparameter optimization are the surrogate model,
which is a representation of the objective function, and the selection function. It is chosen
to use Hyperopt [4], because it is known to be user-friendly. The tree parzen estimator is
implemented as the surrogate model, because it has state-of-the-art performance and can
incorporate all different kinds of variables [20, 71]. In addition, the maximum expected
improvement is chosen as the selection function, because it has a good performance, is easy
to evaluate, and is inexpensive to compute [17, 71]. The mathematical derivations behind the
optimization algorithm can be found in [2].

2-3 Baseline prediction models for traffic flow predictions

The main principles of the baseline prediction models are briefly elaborated on. It is chosen
not to go into much detail because these models are commonly used machine learning models,
which have been explained in great depth quite often. Therefore, only the specifics for this
research are highlighted and if desired; more thorough explanations can be found in [20].

2-3-1 Random forest

The random forest is an ensemble method based on multiple decision trees. The main idea
is to iteratively split the data set into two subsets, based on a single feature and threshold,
with the objective to minimize the mean squared error. The prediction made by a node then
corresponds to the average of the samples in the specific node and is referred to as the value.

A disadvantage of the decision tree is that it is sensitive to small variations in the data.
Therefore, the random forest is more commonly implemented, which is an ensemble method
of multiple decision trees, in which the multiple predictions are averaged. Different trees are
designed by looking into a random subset, instead of the entire set of features and thresholds,
to base the split on. A positive incidental is that the relative feature importance can be
easily calculated by the weighted decrease in each node mean squared error, through which
information about the model behavior can be extracted.

Important hyperparameters for the random forest are the maximum tree depth, the minimum
samples per leaf, and the number of trees. The first constrains the random forest because a
deeper decision tree can fit more complicated functions. In addition, the second constrains
the random forest by prohibiting nodes with only a limited number of samples. The last
hyperparameter determines the number of decision trees in the random forest because by
increasing the number of trees the chance of overfitting will decrease.

2-3-2 Multilayer perceptron

The MLP is a classic neural network, which is based on one input layer, multiple hidden
layers, and an output layer. Each hidden layer is composed of a to be specified number of
neurons and is subject to a nonlinear activation function, which is chosen to be the Rectified
Linear Unit (ReLU), because it is shown to be computationally fast and to work well [20, 71].
Moreover, the input is concatenated with the output of the last hidden layer, as proposed
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2-4 Transformers for traffic flow predictions 11

in [8], and they are inputted to the output layer. As a result, simple patterns will not get
distorted through the sequence of computations.

The structure of the MLP depends on the number of hidden layers and the number of neurons
in each layer. Furthermore, the training algorithm depends on two additional hyperparam-
eters; the learning rate and batch size. These determine the step size and number of data
samples processed at each iteration, respectively.

2-4 Transformers for traffic flow predictions

The transformer, initially proposed for natural language processing [58], is shown to be ap-
plicable in many other topics and is implemented for time series predictions in among others
[15, 34, 67]. To be able to understand the type of transformer required in time series predic-
tion, there will be elaborated on the transformer structure and the implementation.

2-4-1 Encoder-decoder structure

The transformer is based on the encoder-decoder structure, first proposed in [9]. This struc-
ture is implemented to map an input sequence to an output sequence of a different length.
In some studies, this is referred to as the sequence to sequence structure. However, to avoid
misconceptions, only encoder-decoder will be used throughout this research. This structure
is composed of two components, as shown in Figure 2-1. At time step t, the encoder converts
the encoder inputs xenctot,t = [xT

enc,t−l . . . xT
enc,t]T , where l denotes the number of previous

steps taken into account by the model. In addition, each input is composed of the traffic flow
y and additional input features x, corresponding to the specific time stamp as

xenc,t−l =
[
yt−l xT

t−l

]T
(2-5)

Next, the decoder uses the encoder output and decoder inputs, to predict ỹtot,t = [ỹt+1 . . . ỹt+h]T ,
where h equals the maximum prediction horizon and ỹt+i the traffic flow prediction at t+i for
i = 1, . . . , h. The advantage of this prediction structure is that the additional input features,
corresponding to future timestamps, can be taken into account through the decoder inputs,
which are set up as

xdec,t+h =
[
ỹt+h−1 xT

t+h

]T
, (2-6)

where the previously predicted traffic flow is inserted, because future traffic flow is unknown.
How these inputs are converted, depends on the model structures used inside the encoder and
decoder. The encoder and decoder were historically often based on recurrence, whereas the
transformer is based on the attention mechanism.

2-4-2 Transformer structure

The structure of the transformer, as proposed in [58], is shown in Figure 2-2c. The model is
composed of (masked) multi-head attention blocks, positional encoding, add and normalize
layers, and feedforward layers, which will all be shortly elaborated on below. Each encoder
and decoder layer can be stacked N times to extract even more information.
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12 Theory behind traffic flow predictions

Encoder Decoder

Figure 2-1: Schematic overview of the encoder-decoder structure

(Masked) multi-head attention

The main component of the transformer is the multi-head attention block, which is used in
three different places. First, self-attention is implemented in the encoder. In addition, masked
self-attention is implemented in the decoder. At last, attention is implemented between the
encoder and decoder.

The principle of attention is to represent an input, by a weighted sum of a sequence, to include
relevant information of the entire sequence in the specific input. How much attention is given
to input j to represent input i, is specified by the attention weight αi,j , which is calculated
by taking the softmax of an attention score ei,j , to ensure that the score is scaled.

There are two kinds of attention mechanisms most commonly used in literature, each based
on another scoring function. The first is additive scoring, which is sometimes referred to as
Bahdanau scoring and was first proposed in [1]. The second is implemented in the transformer
and is based on the scaled dot scoring function, as proposed in [58]. The disadvantage of
the first is that it requires many computations to compute the attention weights, and is
consequently less frequently implemented. Therefore, there is only elaborated on the scaled
dot scoring function.

In self-attention, the attention score is based on one specific input vector, whereas for the
attention between the encoder and decoder, the attention score is based on two different
vectors. However, the working principles are equivalent. The input vector is used in three
ways. By comparing x1,i to another input x2,j , a weight is established for output yi and yj .
In addition, the output vector is calculated as a weighted sum of the input vector. These
are called the query (q), key (k), and value (v), respectively. The input vector is linearly
transformed by the trainable matrices Wq, Wk, and Wv, into dimension d, to obtain these
vectors as

qi = Wqx1,i, ki = Wkx2,i, vi = Wvx2,i, (2-7)

where for self-attention x1 = x2. Subsequently, the similarity measure is taken, to calculate
the attention score between the query and the key, such that

αi,j = softmax
(

qik
T
j√
d

)
, (2-8)

and the output is calculated as

ỹi =
lx∑

j=1
αi,jvj , (2-9)

C.A.M. Petsch Master of Science Thesis



2-4 Transformers for traffic flow predictions 13

where lx is equal to the length of the value vector. The scaling factor 1√
d

is applied to ensure
that the dot product does not go into regions where the softmax has small gradients [58]. The
advantage of this approach is that matrix multiplications can be implemented. As a result,
the output can be calculated as

ỹ = softmax
(

QKT

√
d

)
V (2-10)

The calculation of the output ỹ is schematically shown in Figure 2-2a. In the decoder, leftward
information should be prevented, because future traffic flow inputs are unknown. All future
inputs are therefore set to −∞ inside the softmax function. Consequently, these inputs will
vanish, which is referred to as masked attention.

Instead of transforming the input sequence once, in [58] it is found that it is more efficient to
project the query, keys, and values multiple times into a different dimension. Afterwards, each
projection goes through an attention mechanism in parallel. Next, the independent outputs
are concatenated and again linearly transformed into a final output, as shown in Figure 2-2b.
The final output of the multi-head attention is calculated as

ỹconcat = W0
(
||Kk=1ỹhead,k

)
+ b0, (2-11)

in which ||Kk=1 represents the concatenation of the K output sequences of ỹhead,k. In addition,
the concatenated vector is linearly projected by trainable matrices W0 and b0. The output of
each head is based on a different query, key, and value. To ensure that the computational cost
of the multiple heads is similar to that of a single head, the dimension of the query, key, and
value is decreased to d

K . Consequently, the total number of trainable parameters is similar to
that of a single attention head [58]. The idea behind this approach is that multiple attention
mechanisms allow for different projections and other dependencies to be captured, such as
shorter- or longer-term dependencies, without increasing the complexity [15].

Positional encoding

By omitting the recurrence in the network, all information regarding the order of the input
sequence is lost. This is undesired because the sequence order still contains important infor-
mation. Therefore, positional encoding is implemented, which includes information regarding
the relative position of the data in the input. In the original paper [58], sine and cosine func-
tions of different frequencies are added to each input dimension, such that close data points
differ in higher frequencies [24, 37]. However, the positional encoding requirements for time
series predictions differ from natural language processing.

The objective is to provide information about the relative position. The simplest approach is
to concatenate a vector ranging from 0-1 to the input. In this research, the number of input
features taken into account is fixed. Therefore, concatenating this vector, referred to as the
age feature, is sufficient to represent the relative order of the input [5, 34]. On the other hand,
this method is unfeasible in natural language processing because the input dimension varies.

On the top of the relative position, additional global positions are important in time series
predictions, such as the month of the year or the day of the week (dow). Therefore, some
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Figure 2-2: Schematic representation of the scaled dot product attention, multi-head attention,
and the transformer in (a), (b), and (c), respectively.

researchers concatenate additional trainable layers, which learn periodicity in the data. Sub-
sequently, these are inputted to the prediction model [21, 34, 67]. However, this requires
additional trainable model parameters and can give rise to inserting non-intuitive periodicity.
Moreover, important periodicity can also be identified in correlation analyses. Therefore, it
is chosen to only concatenate the age vector during positional encoding and investigate the
additional global positions in the correlation analyses.

Add and normalize layers

Residual connections are implemented by adding the output of the attention layer or feed-
forward layer and the original input, and the result is normalized. As a result, gradients are
allowed to flow directly through the network, which improves the training ability [25].

Feedforward layers

The feedforward layer linearly projects its input two times, with a ReLU activation function
in between, which outputs the input if positive and zero otherwise. The parameters for this
projection are optimized during training, to process the output of an attention layer such that
it is more suitable as an input for the next attention layer. At last, a single linear layer is
implemented which transforms the decoder output to the desired output dimension.

2-4-3 Implementation of the transformer

Recall that the idea of a prediction model is to map an input sequence x to a corresponding
predicted output sequence ỹ, through a sequence of computations. The specific computations

C.A.M. Petsch Master of Science Thesis



2-5 Summary 15

for the transformer have been explained in the section above and are based on a set of trainable
variables. The total number of trainable variables depend on a few parameters, the dimension
of the feedforward layer dff, the number of encoder and decoder layers N , the dimension of
the input dx, and the dimension of the output dy, such that the total number of trainable
variables equals

ntransformer = nenc + ndec + noutput, (2-12)
with

nenc = N · (1 (4 (dx · dx + dx)) + 2 (dx + dx) + 1 (dx · dff + dff + dff · dx + dx))
ndec = N · (2 (4 (dx · dx + dx)) + 3 (dx + dx) + 1 (dx · dff + dff + dff · dx + dx))

noutput = dx · dy + dy

(2-13)

These illustrate that the number of trainable parameters is highly dependent on the dimension
of the input. For the derivations of these equations, there is referred to Appendix A-1.
As mentioned in Section 1-3 one of the advantages of the transformer is that training can be
done in parallel, which significantly decreases the computational complexity. In the encoder,
all required inputs are known from the start. However, in the decoder, the previously predicted
output is used to compute the consecutive output. To allow for parallel computations, teacher
forcing is applied in the decoder [20]. Instead of providing the predicted output to the next
decoder input, the model provides the known output from the training set. Therefore, the
gradient of the loss function can be computed separately for each layer.
The calculations above already highlight a few hyperparameters, which influence the number
of trainable parameters; the number of layers (N) and the dimension of the feedforward layer
(dff). In addition, the number of attention heads (nheads), the learning rate lr, and batch size
are also hyperparameters in the transformer.

2-5 Summary

This chapter has elaborated on the decisions for specific methods used throughout the rest of
this research and the corresponding theoretical background. First, state-of-the-art literature
has shown that to describe traffic flow behavior, it is important to capture temporal, spatial,
and external features. In general, the computational effort of prediction models grows with an
increase in the number of input features. This highlights the necessity of identifying important
features, which can be done by implementing correlation analyses.
Clustering methods can be implemented to group similar days. Different methods are com-
pared, and agglomerative hierarchical clustering is found to be most suited because it does not
require to specify the number of clusters beforehand. In addition, cross-correlation methods
can be implemented to find correlations between two data sets. There is elaborated on Pear-
son’s and Spearman’s rank method, which find a linear and nonlinear relation, respectively.
The adequacy of cross-correlation techniques in traffic flow analysis is that it allows finding
correlations between traffic flow and external features, such as the temperature. In addition,
the auto-correlation in traffic flow can be investigated.
Next, the incentive behind the transformer in traffic flow predictions stems from three main
advantages. First, the structure allows for parallel computations, which makes it computa-
tionally efficient. Next, it does not encounter difficulties regarding long-term correlations,
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16 Theory behind traffic flow predictions

because the maximum path between an output and input equals one. At last, the model is
time-variant, because the parameters are based on the input feature. In addition, the choice
for the random forest and MLP as the baseline models is highlighted.

The implementation of the prediction models is explained. Here, the choice for the root mean
squared error (RMSE) as the loss function, Adam’s method as the optimization algorithm,
and Bayesian parameter optimization for the hyperparameter optimization are substantiated.

At last, the entire transformer structure and the implementation are described. Originally,
the transformer was proposed for natural language processing. Therefore, the requirements
opposed by implementing it on a time series predictions task are discussed. In the end, the
scaled dot scoring function is chosen as the scoring function, and the age vector is thought to
be sufficient for positional encoding in this research.
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Chapter 3

Analysis of historical traffic flow and
weather data

The data set used throughout this research is described and evaluated in this chapter. First,
the available traffic data in the Netherlands is described in Section 3-1. Next, there is briefly
elaborated on the technical background of the electromagnetic loop detector, the case study,
and the available traffic and external data. Next, Section 3-2 describes the data preprocessing
steps, divided into the set-up of the data set and data cleaning. The data is investigated,
and quality checks are performed to clean the data and limit the effect of the following
irregularities: the misalignment due to summer and winter time, erroneous and inaccurate
traffic flow data, and missing data. Finally, the data is prepared in Section 3-3, by aggregating
the data in hourly intervals, adding traffic flow of multiple lanes, and implementing feature
scaling. Next, the final data set for all locations is compared, to group locations with similar
behavior.

3-1 Available data

Traffic data can be divided into two categories, data generated by a system bound to the
infrastructure and data generated in mobile systems, such as floating car data [26]. For the
scope of this research, the prediction models discussed do not use the second type of data,
and therefore, there is not further elaborated on these specifics. The push-button, vehicle
selective detectors, and electromagnetic loop detectors are the most frequently used detectors
of the first category in the Netherlands [64]. The first is used for pedestrians and traffic at
bicycle lanes, the second recognizes priority vehicles such as ambulances or line buses, and the
last detects all vehicles crossing the detector. Because the focus lies on the traffic of motor
vehicles on the main roads, the last type of detector is important for this research.

This data is provided by two main sources in the Netherlands. First, the Nationaal Datapor-
taal Wegverkeer (NDW), a collaboration of the government, traffic authorities, and provinces,
has made traffic data of over 17500 locations in the Netherlands publicly available since 2009,
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and still updates this data every minute. Secondly, intelligent traffic control installations can
provide traffic data. The disadvantage of the second is that the data is not automatically
stored, but this has to be requested. Therefore, historical data of most locations is not avail-
able yet. Because the prediction models investigated in this research are based on historical
data, the second data source has not been used in this research. However, if more information
is required, it can be beneficial to fuse multiple data sources in future research.

3-1-1 Electromagnetic loop detector

The data provided by the NDW is gathered by electromagnetic loop detectors. These are
composed of a copper coil connected to an electronic circuit and are installed in the road
surface. Due to the alternating current in the coil, a magnetic field is generated. Whenever
a metal object is present above the loop, the magnetic field is disturbed. The change in
the magnetic field is noticed by the electronic circuit, compared to a certain threshold, and
converted to a binary signal. Whenever the change exceeds this threshold, the system outputs
1, indicating that a vehicle is detected. The threshold is an important parameter of the
electromagnetic loop detector because it determines the sensitivity of the detector. If the
detector is too sensitive, a distortion in the magnetic field caused by passing vehicles on a
neighboring lane can lead to false detection. For a more extensive explanation of the working
principles, there is referred to [64].

A report written by Polman has investigated the properties of this detector, and states that
the advantages are that they are often implemented, reliable, and not influenced by severe
weather conditions [47]. In addition, an indication of the reliability of the detector is provided,
which states that the accuracy equals approximately 95 − 98% and the system is available
97−100% at the time. Therefore, it is assumed that the data provided by the electromagnetic
loop detectors is a good representation of the actual traffic flow. However, data analyses have
to be performed to discover when the system is unavailable or inaccurate.

3-1-2 Case study and available traffic data

The global objective is to combine multiple transportation modes into one network and to
investigate the effect of external influences on the traffic flow. Therefore, the focus lies on
areas where different transportation modes intersect, and a location is chosen which is known
to be highly influenced by these factors. Figure 3-1 shows the area of Haarlem, Bloemendaal,
and Zandvoort. The blue circles indicate the locations of the available detectors in this area.
Each circle represents detectors in both directions of the road, indicated by the number with or
without an r. Monthly traffic data, aggregated at a five-minute interval, is provided for 2017,
2018, and 2019, at all the indicated locations. It is chosen not to include 2020, because the
traffic behavior is significantly different from the other years due to the COVID-19 pandemic.
Therefore, it is assumed that this data is not representative of the impending years. The
monthly data are combined into one data set and separated based on the location.

Not all the provided information is useful for this research. To ensure that futile data does
not have to be processed by the model, the data set is converted. Each lane at every location
consists of six different measurements, providing data for vehicles in different categories. The
vehicles are categorized based on the time a detector is occupied, which can be related to the
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3-1 Available data 19

Figure 3-1: Roadmap of the area of Haarlem, Bloemendaal, and Zandvoort, in which the blue
circles indicate the locations of the sensors.

length of the vehicle. Because the type of vehicle is out of the scope of this research, only the
last measurement is important, which provides the total number of vehicles.

All locations except for 502 and 502r consist of two lanes. The traffic data is provided
separately for each lane, and the lanes are numbered starting at the highway median. This
implies that most vehicles are detected at the highest lane number, based on the assumption
that most vehicles are inclined to drive on the rightmost lane. Moreover, both the start-
and end timestamps are provided for each time interval. These are redundant, because the
time interval is fixed, and it is chosen to remove the latter. In the end, the data set for each
location to be processed includes the start date, start time, traffic flow, and lane number.

3-1-3 Data on factors potentially influencing traffic

The influence of external factors on traffic flow will be investigated. In addition, the ap-
plicable data will be utilized to improve the prediction model. The Koninklijk Nederlands
Meteorologisch Instituut (KNMI) possesses 48 automatic weather stations in the Netherlands.
The two weather stations adjacent to the area of interest are Ijmuiden and Wijk aan Zee.
The wind direction, hourly average wind speed, average wind speed of the last 10 minutes,
and the highest wind peak in the last hour are measured at Ijmuiden. The temperature,
dew temperature, sun duration, global radiation, precipitation duration, hourly precipitation
amount, and relative atmospheric humidity are measured at Wijk aan Zee.

During the implementation of the prediction model, weather forecasts will be used. However,
only exact historical weather data is available, and the forecasts are not. Because the data
is aggregated at one-hour time intervals, the weather data does not have to be very detailed.
Therefore, it is assumed that the measured hourly weather specifications are similar to the
weather forecasts. This implies that the measured data can be implemented during training
without inducing a discrepancy in the data used during training and inference.
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20 Analysis of historical traffic flow and weather data

3-2 Data processing

The traffic data provided by the NDW has not been processed or validated. In the previous
section, it was already indicated that the accuracy and availability of the sensors do not equal
100%. Therefore, the traffic flow data has to be investigated and cleaned to limit the amount
of illogical data inputted into the model. On the other hand, the weather data provided
by the KNMI is already validated. Therefore, it is assumed that further processing is not
required.

3-2-1 Identification of invalid traffic data

To limit the amount of invalid data input to the model, the traffic data is investigated, and the
following irregularities are found: misalignment’s due to summer and winter time, erroneous
and inaccurate traffic flow data, and missing data. To limit the effect of these irregularities,
quality checks are implemented to locate these irregularities. Subsequently, modifications to
the data set are performed.

Summer and winter time

In the Netherlands, summer and winter time are applicable. This denotes that during the
winter period, the Netherlands is in time zone UTC+1. On the last Sunday of March at
02:00:00, the time is advanced one hour, such that the time zone is UTC+2. The summer
period lasts until the last Sunday of October, when the time is adjusted at 03:00:00. It
is desired to match the traffic flow data to the summer and winter time zones, because
daily trends, such as the morning rush hour, depend on the summer and winter time zone.
In addition, continuous time series are required if models with a recurrent structure are
implemented. The traffic data provided by the NDW is labeled by the summer and winter
time [41]. To ensure that the data is continuous, an empty hour is inserted when summer
starts. In addition, the last Sunday of October contains 25 hours of data. Therefore, the
measurements corresponding to the same hour are averaged. Because these changes are
applied when traffic is quiet, a very limited amount of information is lost.

Erroneous and inaccurate traffic flow data

To validate the data, different quality checks are performed. These checks should at least
encompass erroneous and inaccurate data [57]. The first relates to implausible data, data
that does not fall in an expected theoretical range, whereas the second relates to data that is
inaccurate due to measurement errors, but falls within plausible ranges.

Two quality checks are performed to filter out the invalid data. First, the traffic flow is
compared to a theoretical maximum to filter out erroneous data. Secondly, the distribution
of measurements for each hour of the day is calculated, and the outer 5% is further investigated
by looking into the surrounding data points, to perceive inaccurate data.

The theoretical maximum traffic flow Imax[ veh
5 min ] is calculated as
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(a) Filtered data in 2019 for location 501 and lane 1
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(b) Filtered data in 2019 for location 528r and lane 2

Figure 3-2: Effect of quality check 1, implemented to filter out implausible data points in 2019
for location 501 lane 1 and for location 528r lane 2 in (a) and (b), respectively.

Imax = 5 (vmax · fs)
sc + sdis

, (3-1)

where vmax equals the maximum velocity in m
min , fs is a safety factor to take fast driving into

account and equals 1.3, sc the average length of a vehicle assumed to be 4m, and sdis the
minimum distance between two cars in m, calculated as

sdis = (vmax · fs) · tdis
60 (3-2)

Here tdis is equivalent to the following distance, set to 1.5s. All these parameters have been
rounded such that the theoretical maximum is as high as possible and only the actual infeasible
points are filtered out. In reality, the maximum capacity depends on different circumstances,
such as the weather. However, for simplicity, it is assumed to be constant. For each location,
the theoretical maximum equals approximately 180 veh

5 min and if exceeded, the data point is
removed from the data set. These theoretical maximum values are comparable to the values
used in [62], which implements similar quality checks on arterial roads in the Netherlands.
Therefore, the found values are assumed to be reasonable boundaries. To illustrate which data
points are filtered, Figure 3-2 shows the real and filtered data for location 501 at lane 1 and
location 528r at lane 2 in 2019, in Figure 3-2a and 3-2b, respectively. These clearly show that
only the high, implausible peaks are filtered out. The high consecutive peaks of filtered data
points for location 528r are significant. In Section 3-1-1 the importance of the sensitivity of
the electromagnetic loop detector was discussed. The behavior shown for location 528r might
be because the detector is too sensitive. Moreover, the solitary peaks might be caused by a
stationary vehicle, which is repeatedly detected in a short amount of time.

The first quality check has removed the implausible data points from the data set. However,
measurement errors also exist in the plausible ranges, as indicated in [47]. Traffic flow has a
clear trend over the hours of the day for each day of the week (dow). To detect the outliers,
the median and 5% − 95% percentiles are calculated for each hour of each dow. In Figure
3-3, these statistics are shown for location 501 and lane 1, for Monday and Sunday. These
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22 Analysis of historical traffic flow and weather data

(a) Statistics Monday (b) Statistics Sunday

Figure 3-3: Median and percentile statistics for location 501 and lane 1 at Monday and Sunday

figures clearly illustrate the difference in traffic flow behavior imposed by the dow and clarify
the decision to investigate each dow separately. The data points outside these boundaries are
further investigated by looking into the surrounding data points representing the traffic flow
of 15 minutes before and after. This is based on the intuition that if extraordinary behavior
occurs, this will also be indicated by consecutive measurements. If irregular behavior solely
occurs at one data point, it is assumed to be a measurement error, and removed from the
data set.

In practice, whether a data point is labeled as inaccurate depends on two conditions. First,
the traffic flow has to be more than three times the value of the median of the previous
and succeeding 15 minutes. However, it is observed that by solely applying this condition,
abundant traffic flow data at quiet hours are filtered out. On the contrary, it is undesired
to enlarge the threshold of three times the median, because that allows strange peaks to go
unnoticed. Therefore, a second condition is applied, which constraints the inaccurate data to
be at least 50 veh

5 min . The data set based on a 5 minute interval will be further aggregated to
hourly time intervals. Therefore, it is assumed that small unnoticed measurement errors are
not that significant in the final data set. In addition, the objective is to model the irregular
traffic flow behavior caused by the weather or events. Therefore, it is undesired to filter
irregular data points that might be caused by these factors instead of measurement errors.
For locations 528 and 528r, most data points are removed. However, this is still insignificant
compared to the entire data set. As an illustration, the percentage of total data points
removed for these locations equals approximately 0.5% and 0.7%.

Missing data

Besides the data points removed from the data set due to the quality checks in the previous
section, the data has a few missing values. For each location and lane, a total of approximately
1000 measurements are missing throughout the entire set, which accounts for a total of 0.3%
of the entire data set. These defects occur at the same time for adjacent links, and often for
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(a) Missing data at 01-04-2019
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Figure 3-4: Illustration of two types of implausible data in the data set.

multiple detectors as well. Therefore, they are assumed to be caused by a defect in the NDW
system and account for the unavailability of the system described by Polman. An example
of this behavior is shown in Figure 3-4a, which shows the traffic flow data at 01-04-2019 for
three locations.

In addition, it is observed that for certain locations, the traffic flow equals zero for a period of
over 6 hours, as shown in Figure 3-4b. Since this is implausible for a period this long, these
measurements are removed from the data set and taken into account in the next section.
This behavior seems planned, since either a consecutive number of days only have zero traffic
flow measurements, or several consecutive days have zero traffic flow measurements at a fixed
interval. Therefore, this behavior might be caused by planned construction works.

3-2-2 Response to missing or implausible data

Different methods are implemented in state-of-the-art literature to cope with missing values
in the data set, some authors use linear interpolation [22, 36, 66], others insert the average
of neighboring data points [72], and [35] even filters out an entire month because it contains
several missing values. However, in this research, the data still has to be aggregated into
larger time intervals. Therefore, if less than four consecutive data points (20 minutes) are
missing, the data is assumed to still represent the hourly traffic behavior, and the number of
missing values is taken into account during aggregation.

It is undesired to have missing values during the day because models incorporating auto-
correlation are not able to anticipate this. To ensure that all the prediction models are subject
to the same data set, it is chosen to remove the days that contain more than 3 consecutive
missing values. However, the statistics shown in Figure 3-3 indicate that between 01:00:00
and 04:00:00 traffic flow is approximately zero with a very small variance. It would be a
shame to miss an entire day of data based on missing values in this time range. Therefore,
if the missing values lie in this time range, the median of the corresponding hour and day is
inserted, and the remaining data is kept.
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24 Analysis of historical traffic flow and weather data

The total number of removed days per location and lane lies in the range of 30 and 50 days,
which is equivalent to 2.74% to 4.57% of the total data set. The only exceptions are location
530 at lane 1 and location 530r at lane 1, for which a total of 183 and 249 are removed from
the data set, respectively. This is mainly caused by the unavailability of the detectors in the
first six months of 2017. The processed data is still an adequate representation of the entire
data set because the removed days are divided over the years, seasons, and days of the week.

3-3 Data preparation

After the preprocessing steps, the data is prepared such that it can be implemented in the
correlation analyses and the prediction models. This is done in three steps: data aggregation,
the addition of different lanes, and standardization of the data set. At last, the median of
the weekly traffic flow is investigated for all locations, to make a well-thought consideration
on which locations there should be elaborated while maintaining genericity.

3-3-1 Data aggregation

First, the data is aggregated into one-hour time intervals, because the objective is to make
an hourly prediction. The aggregated traffic flow (Iday,hour)is calculated as

Iday,hour =
12∑

i=1
Iday,hour,i · αday,hour, (3-3)

in which the sum is taken of the traffic flow measurements at a five-minute interval (Iday,hour,i)
of the corresponding day and hour. In addition, αday,hour accounts for the remaining missing
values in an hour and is calculated as

αday,hour = 1 + xday, hour
12 , (3-4)

where xday,hour equals the number of missing values at the corresponding day and hour.

3-3-2 Adding the data of multiple lanes

In the sections above, the traffic flow data of different lanes for the same location has been
investigated separately. However, it is not desired to predict the traffic flow of the two lanes
separately, because the final objective is to predict the total traffic flow and the two lanes will
be highly correlated. Therefore, it is inconvenient to predict both traffic flows separately and
add these afterward. Hence, the traffic flow data of both lanes are added. Because the days
removed from the data set are not necessarily equal for both lanes, it is chosen to remove the
specific days from both data sets. For simplicity, it is chosen to look at the different lanes
simultaneously, even though a small amount of relevant data will be lost.
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3-3-3 Feature scaling

At last, it is important to scale the input features, such that these lie in a comparable range,
and one input feature does not impact the model solely because its value is relatively high.
In addition, many optimization algorithms converge faster after scaling. As an illustration,
the gradient descent algorithm descends quickly on a steep slope and slowly on a horizontal
plane. If the variables are of incomparable size, the algorithm will oscillate inefficiently and
slowly converge to the optimum.

There are two main feature scaling techniques, often implemented in the state-of-the-art
literature, min-max normalization [22] and z-score standardization [36, 66, 67]. The scaled
feature xs is calculated from the original input x by min-max normalization as

xs = x − xmin
xmax − xmin

, (3-5)

where xmax is equivalent to the highest and xmin to the lowest value in the feature set.
Consequently, the scaled features lie in a range of 0 and 1. A disadvantage of this scaling
method is that it is very sensitive to outliers. As an illustration, if a high outlier is present,
after scaling, the outlier will be close to 1. However, all the other values will be low and close
to each other, since they are scaled with xmax, which equals the high outlier value.

Z-score standardization assumes the data to be normally distributed and uses the mean (µ)
and the standard deviation (σ), to scale the data between −1 and 1. The scaled feature xs is
calculated as

xs = x − µ

σ
(3-6)

This method is less prone to outliers and is used more often in the state-of-the-art literature.
Therefore, it is chosen to use z-score standardization for feature scaling.

3-3-4 Comparison of traffic behavior for multiple locations

Figure 3-5, shows the weekly median of the hourly traffic flow for all locations. This indicates
that the locations can be divided into two groups: locations 501, 501r, 502, and 502r, and the
other locations. The first group experiences less traffic flow during the week, and an increase
in flow during the weekend, whereas, the other locations experience the opposite. Because the
behavior in a group is very similar, it is assumed that investigating one location in each group
is sufficient to investigate the genericity of the prediction model. Therefore, in the remainder
of this research, the focus lies on locations 501 and 531.

3-4 Summary

This chapter discussed the available data in the Netherlands, the case study, and the pro-
cessing steps undertaken to limit the amount of invalid data. For the scope of this research,
it is chosen to focus on data, bound to the infrastructure. More specifically, it is chosen to
use traffic data provided by the NDW, due to the large historical availability. However, if
desired, this can be extended by using other data sources later on. In addition, weather data
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Figure 3-5: Weekly median traffic flow for all locations.

is provided by the KNMI, which is already validated, and consequently does not have to be
processed anymore.

The case study investigated throughout this research is the area of Haarlem, Zandvoort,
and Bloemendaal aan Zee. This specific location is chosen because it is known to be highly
influenced by external features. Traffic flow data, aggregated at 5 minutes, of 10 locations are
available, for 2017, 2018, and 2019. It is chosen not to include 2020 because the traffic behavior
is significantly different from the other years due to the COVID-19 pandemic. Therefore, it
is assumed that this data is not representative of the impending years.

The provided traffic data has not been processed or validated. Moreover, the properties of the
detectors indicate that the accuracy equals approximately 95-98% and the system is available
97-100% of the time. This shows the necessity to process the data, to limit the amount of
invalid data input to the model. First, the misalignment due to summer and winter time
is modified. Next, two quality checks are performed to identify erroneous and inaccurate
traffic data. The first check compares the traffic flow with the theoretical maximum, to
remove implausible data points. The second check, looks into measurement errors inside the
plausible ranges, by comparing irregular data points with their neighbors. At last, missing
data and implausible zero data are identified.

Days are removed from the data set when two requirements are met. First, more than three
consecutive data points are missing, which lie outside 01:00:00-04:00:00. This is based on the
assumption that if fewer data is missing, the corresponding data still represents the hourly
traffic behavior. Moreover, at the chosen time interval, there is shown to be little to no traffic
flow. In the end, 2.74% to 4.57% of the data set is removed, depending on the location.

Next, the data is prepared in three steps such that it can be implemented in the correlation
analyses and the prediction models. The data is aggregated into an hourly interval. Next, the
data of multiple lanes for the same location is added. At last, z-score feature standardization
is implemented to ensure that multiple features are in the same range.

Finally, the traffic behavior of multiple locations is compared by investigating the weekly
median. To test the genericity of the models, it is chosen to focus on locations 501 and 531
in the remainder of this research, because these are subject to different traffic behavior.
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Chapter 4

Analysis of auto- and cross-correlations
in traffic flow and external features

This chapter investigates the correlations in the data set, such that a hypothesis can be made
on which features are important in traffic flow. This is done in three steps. First, clustering
is performed on the different days in the data set, to investigate the similarity between days
and whether this can be assigned to intuitive features. Next, cross-correlation analyses are
implemented between traffic flow and weather features, to identify important and redundant
features. At last, the auto-correlation in traffic flow data is investigated, to indicate the
importance of previous traffic flow measurements on different prediction horizons.

4-1 Daily clustering

Agglomerative hierarchical clustering is implemented as described in Section 2-1-1, with the
publicly available sklearn.cluster.AgglomerativeClustering library. To look into the similarities
and differences between days, first, the data set is transformed into features corresponding to
traffic flow during one day. As a result, each day is represented by 24 values. Next, clustering
is performed to find an indication of the similarity between days. The hourly features are
not scaled, because by implementing scaled features, it was found more difficult to identify
irregular days. This is explained by the fact that hours with fewer traffic flow will now
contribute equally to the similarity score. Moreover, similar intuitive features were found to
be assigned to the distribution. Therefore, it is chosen to show the clustering based on the
regular traffic flow in this section.

The important defined parameters are the affinity, equal to the Euclidean distance, the link-
age, set to Ward, and the distance threshold, which is set to None. The first two parameters
represent the metrics described in Section 2-1-1. In addition, by setting the distance threshold
to None, the entire dendrogram is computed, by continuing until all days are merged. Based
on the dendrogram a rational number of clusters is chosen and the corresponding clusters are
investigated.
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(a) Dendrogram location 501 (b) Dendrogram location 531

Figure 4-1: Dendrograms for locations 501 and 531 obtained by hierarchical clustering in (a)
and (b), respectively. The dotted lines represent the intuitive division of the data set in 3 and 5
clusters for location 501, and 6 clusters for location 531.

4-1-1 Dendrogram

To acquire insights into the number of clusters in the data set, the dendrograms retrieved for
locations 501 and 531 are shown in Figure 4-1a and 4-1b, respectively. The first dendrogram
indicates that based on the minimum increase in cluster dissimilarity, two logical choices are
to divide the data set into three or five clusters. The corresponding horizontal slicings are
indicated by the gray dotted lines at approximately 9000veh3

h2 and 6000 veh3

h2 . Moreover, the
second dendrogram indicates that an intuitive division can be made at six clusters for location
531 at 6700 veh3

h2 . These clusters are further investigated in the next section.

For comprehensibility, it is chosen to show the top 4 layers of the dendrogram. The values
shown on the x-axis indicate the number of days inside the corresponding cluster. The
clusters obtained for a lower increase in cluster dissimilarity are also investigated. However,
these result in several clusters containing only a few irregular days, to which no intuitive
features can be assigned. This is illustrated in Appendix A-2, which shows the clusters for
location 501 when divided into seven clusters. Moreover, this is also indicated by the values
on the x-axis of the dendrogram, which show many clusters with a limited number of days.
Therefore, to find relevant features, the division into more clusters is not further investigated.

4-1-2 Clustering results

Which days correspond to the same cluster is investigated for the options obtained in the
previous section. First, location 501 is investigated for three clusters. Figure 4-2 shows
the clusters obtained in a calendar plot, indicating the days of the year belonging to each
cluster. In addition, the right figure represents the corresponding cluster centers, where the
corresponding days and cluster centers are indicated by the same color. In addition, the white
days correspond to days that have been filtered out in the data analysis.

From the clusters, it can be concluded that there is a clear difference in traffic flow behavior
during summer and winter, indicated by clusters 1 and 2, respectively. Therefore, the season
is an important feature to describe traffic flow behavior. In addition, each summer contains
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Figure 4-2: Specifications of the 3 clusters obtained by hierarchical clustering for location 501.
The left figure shows the division of the days corresponding to each cluster throughout the year,
and in the right figure the corresponding cluster centers are shown.

Figure 4-3: Specifications of the 5 clusters obtained by hierarchical clustering for location 501.
The left figure shows the division of the days corresponding to each cluster throughout the year,
and in the right figure the corresponding cluster centers are shown.

a few irregular days clustered into cluster 3, which are shown to have significantly more
traffic flow than the days corresponding to the other clusters. Since location 501 lies on the
road towards the beach, and days corresponding to cluster 3 only appear in summer, it is
hypothesized that the increased traffic flow might be caused by good weather.

Next, the data set is clustered into five clusters, again the days corresponding to each cluster
are shown in a calendar plot, together with the cluster centers in Figure 4-3. Interesting to
see is that a clearer division between weekdays and the weekend is present. This indicates
that the day of the week (dow) will also be an important input feature for the prediction
model.

Subsequently, the same analysis is done for location 531. The clusters for a division of the
days into six clusters are shown in Figure 4-4. Interesting to see is that different behavior is
noticed compared to location 501. This location seems to be highly influenced by the school
vacations. During these vacations, the pattern of the traffic flow is equivalent to that on
regular days, but the amount is reduced. In addition, Friday, Saturday, and Sunday each
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Figure 4-4: Specifications of the 6 clusters obtained by hierarchical clustering for location 531.
The left figure shows the division of the days corresponding to each cluster throughout the year,
and in the right figure the corresponding cluster centers are shown.

have their specific behavior. Moreover, both locations experience a different traffic behavior
on national holidays, such as the first of January. Location 501 experiences very irregular
behavior, whereas for location 531 it is comparable to a Sunday.

Therefore, it is concluded that the dow, season, school vacations, and national holidays are
important features influencing traffic flow behavior, which should be taken into account in the
prediction model. Even though some of these features are more important for one location
than the other, for genericity it is chosen to take all features into account for both locations.

4-2 Weather and traffic flow cross-correlation

To identify important and redundant weather features, cross-correlation analyses are per-
formed. Both Pearson’s and Spearman’s rank methods are implemented, where the latter
was able to find higher correlations. Therefore, in line with the research done in [31], the
second method is preferred and chosen to be elaborated on. Moreover, by plotting the data,
the assumption regarding the monotonic relation appears to hold.

Spearman’s rank is applied to the traffic flow and available weather variables. The correlation
matrix found for location 501 is shown in Figure 4-5, in which dark green means a strong
positive correlation, dark orange a strong negative correlation, and white no correlation.
The correlation matrix indicates that the temperature, dew temperature, sun duration, and
radiation are positively correlated to the traffic flow. In addition, the relative humidity is
negatively correlated to the traffic flow.

The precipitation does not seem correlated with the traffic flow. This is unexpected, both
intuitively and based on state-of-the-art literature [31, 73]. This might be caused by the
discrepancy in the location of the road sensors and weather stations. Where this does not
seem to be an issue for the other features, precipitation is relatively more location-specific.
Therefore, the precipitation features might contain errors regarding the actual precipitation.

Redundant features are identified as features, excluding the traffic flow, that are highly cor-
related to each other. These features do not both have to be input into the prediction model,
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4-2 Weather and traffic flow cross-correlation 31

because they contain similar information. The correlation matrix indicates that the temper-
ature and dew temperature, the sun duration and radiation, the precipitation duration and
precipitation sum, and at last the wind features are redundant.

Figure 4-5: Spearman’s rank correlation coefficient for location 501.

The cross-correlation coefficients are also investigated for the other locations and are found
to be similar. The only difference in correlation coefficients is noticed in the temperature and
dew temperature. These are found to be more important for locations 501, 501r, 502, and
502r, as opposed to the other locations. The difference between these locations is that the
first lie on the road towards the coast, whereas the others lie on the ring road of Haarlem.
The last is more subject to periodic commuter traffic, and the first to irregular traffic, which
explains the difference in correlations.

The previous section has indicated that the traffic behavior is influenced by the time of the
day and the dow. Therefore, additional analyses are done to investigate whether the weather
features are more or less correlated at a specific hour of the day or dow. The first analysis
is performed by subtracting the median traffic flow from the data set. In addition, a second
analysis is done by investigating the correlations for each dow separately. However, the same
features were found to be important.

To conclude, the weather features that are correlated to the traffic flow and should be input to
the prediction models for these specific locations are the temperature, radiation, and relative
humidity. Moreover, it is chosen to neglect the dew temperature and sun duration due to the
redundancy. In addition, these have a slightly lower correlation coefficient with traffic flow
than the temperature and radiation.
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32 Analysis of auto- and cross-correlations in traffic flow and external features

4-3 Auto-correlation in traffic flow

The auto-correlation in traffic flow is investigated to explore the historical traffic flow mea-
surements that should be taken into account on different prediction horizons. In short-term
predictions, these auto-correlations are already shown to be important [36, 67, 74]. However,
the prediction horizon up to which these correlations are significant still has to be investi-
gated. Therefore, the traffic flow is shifted 1 to 504 times, to obtain 505 different vectors, such
that a maximum correlation of three weeks ago can be investigated. The limit is set to three
weeks, due to computational constraints. Next, Pearson’s and Spearman’s rank correlation
coefficients are calculated.
Figure 4-6a and 4-6b illustrate the auto-correlation for location 501 and 531, respectively.
These graphs indicate a clear correlation with time because the current traffic flow is compa-
rable to the traffic flows at a similar time the previous days. Moreover, again the dow seems
important, because a higher correlation is observed at the same dow.
In line with [31], the data is detrended to remove fluctuations caused by the hour of the day
and dow. As a result, it is easier to see whether correlations are caused by other factors.
Therefore, to investigate, the correlations without the influence of the time of the day, the
hourly median of the traffic flow is subtracted from the data. To avoid any misconceptions,
this is similar to standardizing the traffic flow based on the hour of the day, because both
correlation methods are scale-invariant. The difference is that standardization takes the mean
into account instead of the median. Figure 4-6c and 4-6d show the corresponding correlation
coefficients. For both locations, the traffic flow of the past few hours, and of a similar time
the previous day, are important. In addition, the same dow and neighboring days are also
shown to be important. This indicates the importance of the dow.
At last, to decrease the influence of the dow, the weekly median is subtracted from the
original traffic flow. The corresponding correlations are shown in Figure 4-6e and 4-6f. A
clear difference in traffic behavior between the two locations is shown in these figures. Location
501 correlates with all previous days, at approximately the same hour of the day. Moreover, a
slightly higher correlation is noticed for the same dow a week ago. On the contrary, location
531 still indicates a high correlation with the same and neighboring days at a similar time one,
two, and three weeks ago. However, no correlation is found with the other days. Moreover,
the correlation pattern for both locations decreases as the prediction horizon increases.
These analyses have also been implemented for the other locations, and a similar behavior
was found for the locations categorized in the same group. The difference in behavior be-
tween the two groups might be because they are subject to different trends. The clustering
analyses in Section 4-1 showed the importance of the season and dow for location 501 and
531, respectively. Therefore, it is reasonable that the first is more correlated to all previous
days, and the second is correlated to similar days of the week.
To conclude, the current traffic flow is important for a prediction horizon up to approximately
4 hours. If the prediction horizon increases further, the correlation starts to decrease and is
not significant anymore. However, when the horizon increases further, it becomes significant
again when the time of the day is similar again. For computational constraints, it is chosen to
limit the number of previous measurements to be taken into account to 48 hours. Location 531
shows a clear correlation with the same dow a week before. Therefore, it can be beneficial to
extend the input data with the traffic flow at the same hour a week ago, as done in [5, 22, 24].
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(b) Location 531
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(c) Location 501
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(d) Location 531
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(e) Location 501
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Figure 4-6: Auto-correlation of the hourly traffic flow for 3 consecutive weeks. Where (a) and
(b) look into the true traffic flow, (c) and (d) into the traffic flow without the influence of the
daily median, and (e) and (f) into the traffic flow without the influence of the weekly median.
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34 Analysis of auto- and cross-correlations in traffic flow and external features

4-4 Summary

This chapter has investigated the correlations in the data set, to gain insights into the im-
portance of different features on traffic flow, by implementing multiple correlation analyses.

First, daily clustering is performed by implementing agglomerative hierarchical clustering.
Based on the dendrograms, a clear split into 3 and 5 clusters was observed for location 501,
and a split into 6 clusters for location 531. By examining these clusters, the dow, season,
school vacation, and national holidays were found to be important intuitive features. The
importance of the features differs per location. However, for the genericity of the prediction
model, it is chosen to input all features into each model.

Next, cross-correlation analyses are implemented between the available weather features and
the traffic flow. Based on Spearman’s rank method, temperature, radiation, and relative
humidity are found to be important weather features. The same correlations were found for
the different locations, except for the temperature and dew temperature, which were more
significant for location 501. In addition, even though a significant correlation was found, the
dew temperature and sun duration can be neglected, due to redundancy.

At last, the auto-correlation in traffic flow is investigated, to identify the previous traffic flow
that should be taken into account on different prediction horizons. To decrease the influence
of the time of the day and the dow, additional analyses are done on the traffic flow without
the influence of the daily and weekly median. In the end, the traffic flow of the past few
hours is shown to be correlated to the current traffic flow. In addition, traffic flow at a similar
time the previous day is correlated as well. Moreover, location 501 is shown to be correlated
to all previous days at a similar time, whereas location 531 only shows high correlations for
the same and neighboring dow at a similar time. This indicates that the current traffic flow
is correlated to traffic flow on further horizons, which implies that the transformer might
be beneficial on longer prediction horizons. Due to computational constraints, it is chosen
to limit the past input features to implement to the last 48 hours. However, it might be
beneficial to extend the input data with the traffic flow at a similar time a week ago.

These differences between the locations are explained by the location characteristics. Location
531 is mainly affected by commuter traffic, and location 501 has more irregular behavior. Due
to the commuting traffic, the traffic flow is expected to decrease during school vacations and
show a strong similarity between the dow, which furthermore supports that in the auto-
correlation similar dows have a stronger correlation. On the other hand, it is reasonable that
the road to the coast is more influenced by the season, which is related to the temperature.
This additionally supports the auto-correlation with all previous days.

To summarize, the dow, season, school vacation, national holidays, temperature, radiation,
and relative humidity are features that should be input into the model. In addition, the
influence of auto-correlation seems applicable to longer prediction horizons.
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Chapter 5

Baseline models for long-term traffic
flow prediction

In Chapter 4 important features to describe traffic flow behavior have been identified. How
to implement and convert these features into the final feature set will be described in Section
5-1. Next, the baseline models, the random forest and multilayer perceptron (MLP) are
constructed in Section 5-2, based on Bayesian hyperparameter optimization and an evaluation
on the validation set. At the end of this chapter, the final baseline models are obtained, such
that they can be evaluated and compared to the transformer in Chapter 7.

5-1 Configuration of the input feature set

In the correlation analyses in Chapter 4, the hour of the day, day of the week (dow), season,
school vacations, national holidays, temperature, radiation, and relative humidity were found
to be important features that should be taken into account in the prediction model. The
implementation of these features is discussed. Next, the final data set is described.

5-1-1 Conversion of information to input features

The important features are categorized. First, the hour of the day, season, and dow are
grouped into the temporal periodic features. In addition, the national holidays and vacations
belong to the temporal categorical features. At last, the weather features are grouped. The
implementation of these features is discussed in the next subsections.

Temporal periodic features

The hour of the day can be represented by 24 different values (h) ranging between 1 and 24.
The advantage of this method is that only one feature is required to represent time. However,
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36 Baseline models for long-term traffic flow prediction

deep learning models assume that values close to each other have a higher correlation than
values further apart. As an illustration, 1 has a higher correlation to 2 than to 18. In reality,
this also holds for time. However, since time is cyclical, a strange jump occurs between 24
and 1. Therefore, another option is to represent time by a cosine and sine feature. As a
result, the time is cyclical and each hour of the day is represented by a unique feature. The
integer time values (h) are converted to timecos,h and timesin,h as:

timecos,h = cos
(2πh

24

)
, timesin,h = sin

(2πh

24

)
(5-1)

Despite the increase from 1 to 2 required features to represent time, this method is imple-
mented, because it better represents the cyclical behavior.

From the clusters obtained in the correlation analyses, three observations are made regarding
the dow. First, different traffic behavior is observed on different days of the week. In addition,
the similarity between days differs per location. At last, consecutive days are not necessarily
more similar. Therefore, to maintain the genericity of the model and to ensure that no
false assumptions are imposed on the model, the dow is treated as a categorical feature and
converted by one-hot-encoding [20]. As a result, the dow is represented by 7 categorical
features, which are equal to 1 when the data point corresponds to the respective dow, and 0
otherwise.

The same characteristics as for the time of the day hold for the season. Therefore, simi-
larly, the season is represented by two features seasoncos,h and seasonsin,h. In addition, when
implemented as a categorical feature, it is required to make a hard split between seasons,
which will be location-dependent. On the other hand, a cyclical feature better represents the
transition between seasons. In addition, if the season is implemented as two cyclical features,
indirectly not only information about the season, but also about the day and month of the
year is provided.

Temporal categorical features

School vacations and national holidays are shown to be subject to irregular traffic behavior. It
is chosen to implement these as two separate categorical features, vact and freet, respectively.
Because the traffic behavior is different during school vacations and national holidays, these
are not implemented as a single feature. Moreover, different national holidays are also subject
to different behavior. However, dividing these days into even more features, causes the data
corresponding to the features to be even more sparse. Therefore, it is chosen to include these
in the same feature.

Weather features

In the cross-correlation analyses, it was determined that temperature, radiation, and relative
humidity are important weather features. In Section 3-3-3, the importance of feature scaling
has been discussed. Therefore, these weather features are standardized and inputted into the
model, separately. These features are referred to as tempt, humt, and radt.
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5-1 Configuration of the input feature set 37

Based on the feature implementation described above, the final input feature x ∈ R16 corre-
sponding to time t, is composed as

xt =
[
timesin,t, timecos,t, dowt, seasonsin,t, seasoncos,t, freet, vact, tempt, humt, radt

]
, (5-2)

where
dowt =

[
mont, tuet, wedt, thut, frit, satt, sunt

]
(5-3)

5-1-2 Final data set for training and inference

Some research divides the data set and trains multiple models, each specialized for a specific
part of the data set. For example, in [31], two prediction models are trained, one for weekdays
and the other for days during the weekend, causing each prediction model to be specialized
on the corresponding data. The cluster analysis in Section 4-1 indicated that for this research
this division can also be made because these days are alike. However, additionally, the cluster
analysis indicated that days subject to irregular behavior occur on different days of the week.
One of the objectives of this research is to find external factors, that might have caused
this irregular behavior, and to take these into account in the prediction model. Therefore,
dividing the data set to obtain multiple prediction models is not investigated, because the
data containing irregular traffic behavior is already sparse and will degenerate even further if
multiple models are implemented, making it more difficult to be captured.

The correlation analyses in the previous chapter indicated that the traffic behavior differs
per season. Therefore, to be able to investigate the performance of the prediction model on
the different days throughout the years, the first two years are taken as the training set and
the last year as the test set. It is chosen not to randomly divide the data set, because the
transformer model, implemented in the next chapter, is based on the previous traffic flow
and multistep predictions. Therefore, if a random data set would be taken as the training
set, indirectly the transformer would already be subject to the data in the test set. To fairly
evaluate the transformer, it is desired to keep the train and test set completely separated.
In addition, the same test and train data should be used in the baseline models and the
transformer, to be able to make a fair comparison.

The validation set is often taken as 10-20% of the total data set [5, 24]. Therefore, it is chosen
to allocate 20% of the training set to the validation data, which equals 13% of the total data
set. As opposed to the test set, taking the last 20% of the training set as the validation set
will not give a representative data set of the entire year. Moreover, evaluations based on
this division indicated that the prediction models were always underfitting. This is expected
because the correlation analyses in Chapter 4 showed that most irregular behavior occurs
during summer. Therefore, no conclusions can be drawn based on this validation set. On
the other hand, as indicated above, by randomly selecting the data, the transformer might
indirectly already be subject to the unseen data. However, because no conclusions can be
drawn regarding the first option, this split is assumed to be better suited.

To summarize, the first two years of the data set are taken as the training set, of which a
random 20% is set aside as the validation set. Moreover, the last year is taken as the test set.
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Table 5-1: Parameter space for Bayesian hyperparameter optimization of the random forest.

nestimators Max depth Min samples leaf

Parameter space 100, 200, . . . , 600 1,2, . . . , 300 1,2, . . . , 30

5-2 Implementation of the baseline models

Two baseline models, that do not take auto-correlation into account, are the random forest
and MLP, which are implemented in Section 5-2-1 and 5-2-2, respectively. Moreover, the
code used to build, train, and evaluate these models is available at https://github.com/
carmenpetsch/Transformer.git.

5-2-1 Random forest

The publicly available sklearn.Ensemble.RandomForestRegressor library [46], is used to
implement the random forest, based on the input features as stated above.

Set-up of the random forest

Bayesian hyperparameter optimization is performed on the parameter space defined in Ta-
ble 5-1. Where nestimators, max depth, and min samples leaf denote the number of decision
trees, the maximum depth, and the minimum number of samples at the end of each branch.
The optimal parameters found after 100 evaluations are given in the first row of Table 5-2
for location 501. Next, the performance on the train and validation set is evaluated through
the root mean squared error (RMSE). In addition, the decrease in performance (δrf) from
the train to the validation set is then calculated by the relative increase in the RMSE. The
corresponding performance measures are also given in Table 5-2.

The substantial δrf value indicates that the model is overfitting on the data. Therefore, the
model hyperparameters are tuned. To decrease the effect of overfitting, nestimators and the
minimum samples per leaf can be increased, whereas the maximum depth should be decreased.
By manually tuning these hyperparameters, it was found that increasing nestimators has little
effect. On the other hand, by decreasing the maximum depth and increasing the minimum
samples per leaf the relative increase was shown to decrease significantly, while only slightly
decreasing the performance on the validation set. Therefore, the parameters in the second
row of Table 5-2 are implemented in the final random forest for location 501. Moreover, the
corresponding performance measures are written in bold.

A similar optimization and evaluation are performed for location 531. The optimized and final
hyperparameters are given in the last two rows of Table 5-2. Similar behavior was noticed; the
optimized hyperparameters are equivalent, and the model experienced overfitting. However,
to decrease δrf, the model had to be constrained a bit more. By changing the hyperparameters
as described above, the random forest is made less specific. The correlation analyses indicated
that location 531 is subject to less irregular traffic flow because it is mainly composed of
commuter traffic. Therefore, this supports the explanation that a relatively simple model is
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Table 5-2: Hyperparameters and performance measures of the random forest for locations 501
and 531.

Location nestimators Max
depth

Min samples
leaf

RMSErf,train
[veh

h ]
RMSErf,val

[veh
h ]

δrf [%]

501 400 16 1 33.31 78.04 134.21
501 400 10 8 74.67 83.11 11.30
531 300 19 1 48.38 139.28 187.90
531 400 10 20 132.77 148.81 12.08

required for location 531 as opposed to 501. The final performance for location 531, measured
on the train and validation set, is written in bold in the last row.

It should be noted that most likely an even better prediction model can be found by imple-
menting a more extensive optimization. However, tuning the models is preferred, because it
is computationally less expensive. In addition, the final parameters would have never been
found by the optimization algorithm, because the performance on the validation set is also
decreased. Because the performance of the final models is comparable on the train and val-
idation set, the models obtained are assumed to be sufficient for this research. It is chosen
not to further decrease δrf, because, in parallel, the performance on the validation set would
degenerate further.

Relative feature importance

Inherent to the random forest is that the influence of each feature can be highlighted by the
relative feature importance. Figure 5-1a and 5-1b show the feature importance of the final
random forest model for locations 501 and 531, respectively. A decision tree is implemented
for both locations, with the same hyperparameter, because it is comparable to and more
intuitive than the random forest. The top splits of both trees can be found in Appendix A-3,
which support the subsequent evaluations.

Interesting is the radiation, on which the first split for location 501 is made, and was not
expected to have such high relative feature importance. However, the cluster analyses in
Section 4-1, indicated that for this specific location a significant difference in traffic behavior
was noticed during the summer and winter. On the other hand, location 531 was shown to
be subject to a similar traffic behavior throughout the year, because it is mainly based on
commuter traffic. This explains why the radiation and season are important for the first and
not for the second location. This also highlights why the temperature is an important feature
for location 501. That the radiation would be relatively more important than the temperature
is in line with the correlations found in Section 4-2.

The time features are important for both locations. However, which one is most relevant
differs. This can be explained using the sine and cosine functions, and the previous cluster
analyses. The cluster centers indicated that for location 501, the main variance in traffic flow
is caused by the afternoon peak that lies at the end of the day. This can be separated from
the rest of the data set, by the sine function. On the other hand, for location 531, the morning
and afternoon rush hours are significant. Therefore, first, the hours with a significant traffic
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Figure 5-1: Relative feature importance of the random forest for location 501 and 531, in (a)
and (b), respectively.

Table 5-3: Parameter space for Bayesian hyperparameter optimization of the multilayer percep-
tron.

Neurons Layers Learning rate Batch size

1, 2, . . . , 200 1, 2, . . . , 10 0.00001, 0.0001, 0.001, 0.01 16, 32, 64

flow are grouped by the cosine function. Subsequently, the two peaks are separated by the
sine function. The found decision trees indeed show this behavior.

At last, the dow features with a relatively high feature importance, correspond to the days that
were shown to be subject to unique behavior. In addition, the vacation feature is important
for location 531. Therefore, the behavior of the random forest complies with the insights
obtained by the correlation analyses in the previous chapter.

5-2-2 Multilayer perceptron

The MLP is implemented with the Keras.Model library, using the Keras dense and concate-
nate layer. Bayesian parameter optimization is performed on the parameter space shown in
Table 5-3, and the optimal parameters found after 100 evaluations for location 501 are given
in the first row of Table 5-4. The model is trained on these hyperparameters, and the learning
and validation loss curves are shown in Figure 5-2a. The difference between the training and
validation loss curves shows that the model is overfitted on the training data. This is also
indicated by the corresponding performance measures. Therefore, the model has to be tuned
to counter this effect. This can be achieved by simplifying the model, by reducing the number
of neurons and hidden layers. In addition, an appropriate learning rate should be found as-
sociated with the new hyperparameters. After a few iterations, it is chosen to implement the
hyperparameters given in the second row of Table 5-4 and the corresponding learning curves
are shown in Figure 5-2b.

Again, a similar optimization and evaluation are performed for location 531. The parameters
found by Bayesian parameter optimization and the final hyperparameters, with corresponding
performance measures, are given in the third en fourth row of Table 5-4, respectively. Because
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(a) Optimized parameters (b) Final parameters

Figure 5-2: Learning curves during training of the multilayer perceptron for location 501, based
on the initial optimized parameters and the final hyperparameters, in (a) and (b), respectively.

Table 5-4: Hyperparameters and performance measures of the multilayer perceptron for locations
501 and 531.

Location Neurons Layers Learning
rate

Batch
size

RMSEmlp,train
[veh

h ]
RMSEmlp,val

[veh
h ]

δmlp
[%]

501 63 3 0.001 16 49.78 75.02 50.71
501 55 2 0.0001 16 81.96 84.37 2.95
531 78 4 0.001 16 75.34 136.42 81.09
531 70 2 0.0001 16 125.80 140.27 11.50

the performance on the train and validation set is comparable, these models are assumed to
be sufficient for this research and will be further evaluated in Chapter 7.

5-3 Summary

This chapter focused on converting the relevant information found in Chapter 4 into the final
feature set and implementing the baseline prediction models.

The input information is divided into temporal periodic, temporal categorical, and weather
features. Deep learning models often assume that values close to each other have a higher
correlation than values further apart. Therefore, this assumption should only be imposed
when valid. In addition, a generic input feature set is desired, to easily extend to other lo-
cations. Consequently, the time and season are each represented by two continuous cyclical
features to capture the periodicity. In addition, the dow is represented by 7 categorical fea-
tures, because which days are similar is location-dependent and not necessarily consecutive.
Moreover, whether a day is a national holiday or during vacation is represented by two cate-
gorical features as well. At last, the weather features are implemented as three standardized
continuous features, such that the final input is in ∈ R16.

Next, the total data set is divided into a train, validation, and test set, based on three
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requirements. First, the validation and test set should be a representation of the entire data
set. Secondly, data in the test set should not be indirectly implemented during training,
through the look back or multistep predictions in the transformer. At last, the same division
is desired for both baseline models and the transformer. Therefore, the first two years are
taken as the training set, of which a random 20% is allocated to the validation set. Moreover,
the last year is taken as the test set.

Two baseline models are implemented that do not take auto-correlation into account, the ran-
dom forest and MLP. Bayesian hyperparameter optimization is implemented for both models
and locations. The number of evaluations is constrained at 100 because it is a computationally
expensive evaluation. Moreover, each model is examined on the validation set.

The investigated hyperparameters for the random forest are the number of estimators, min-
imum samples per leaf, and maximum depth. However, implementing the found hyperpa-
rameters indicated that the model was overfitting for both locations, due to the significant
decrease in performance when evaluating on the validation set instead of the training set.
Therefore, the hyperparameters are tuned to simplify the prediction model to decrease the
chance of overfitting. This has been achieved by increasing the number of estimators and the
minimum samples per leaf, and decreasing the maximum depth.

Next, the relative feature importance of the random forests is investigated. To make these
more intuitive, a decision tree is implemented for both locations. The relative feature im-
portance’s, in addition to the first splits made by the decision tree, provided an intuitive
explanation of the important features that corresponds to the insights found in the corre-
lation analyses of the previous chapter. First, the radiation and season are important for
location 501, because days during summer and winter are subject to different traffic behavior,
whereas for location 531 they are not. Moreover, both time features are important, but which
one is more important is reversed. This has been explained by the cluster centers found for
both locations that showed that similar hours were found at different hours of the day for
both locations. In addition, important dow features correspond to days that were found to
have different behavior in the clustering analyses. At last, as expected, the vacation is found
to be important for location 531.

Bayesian hyperparameter optimization is also implemented for the MLP on the number of
hidden layers, the number of neurons per layer, the batch size, and learning rate. Again, over-
fitting occurred, indicated by the decrease in performance. Therefore, the hyperparameters
are tuned by decreasing the number of layers, neurons, and learning rate.

It should be noted that most likely the baseline models can be improved by further opti-
mizations. However, because the optimization is computationally very expensive, tuning the
prediction model in the found range of hyperparameters is preferred. In addition, after tun-
ing the hyperparameters, the performance on the validation set is also slightly decreased.
Therefore, these hyperparameters would never be distinguished by the optimization algo-
rithm. Because the performance of the final models is comparable on the train and validation
set, these models are assumed to be sufficient for this research and will be evaluated and
compared to each other and the transformer in Chapter 7.
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Chapter 6

Transformers for long-term traffic flow
predictions

This chapter focuses on the transformer. First, the implementation of the transformer is
briefly discussed. Next, a baseline transformer, purely based on the traffic flow and time of
the day, is optimized and implemented. Next, Section 6-3 extends this model step by step,
by including additional external features, found to be important in Chapter 4, to investigate
the influence of these features. Section 6-4 performs a new optimization for the transformer
including all features and the final transformer is obtained. In addition, dropout is imple-
mented as a regularization technique, to counter the effect of overfitting. Next, Section 6-5
makes the transformer behavior more intuitive, (1) to indicate the necessity of the model
components implemented and (2) to increase the understandability of the results, which are
discussed and compared with the baseline models in Chapter 7.

6-1 Transformer implementation

The transformer is implemented in python, with the publicly available Keras library [10].
The Keras.Model class is used to define the transformer, such that multiple layers can be
grouped into an object with training and inference features. The multiple components, which
form the transformer, are modeled as separate classes, defined as Keras.layer.Layers objects.
It is chosen to program in an object-oriented way, such that extensions can easily be added,
and it is simple to make adjustments to the model, due to the modularity. In addition, two
standard layers from the Keras library are used, the dense and normalization layer. The
algorithm shown in Appendix A-4 illustrates how the entire transformer model is built up
from separate components. Moreover, the code used to build, train, and evaluate the models
is available at https://github.com/carmenpetsch/Transformer.git.

Master of Science Thesis C.A.M. Petsch



44 Transformers for long-term traffic flow predictions

Table 6-1: Parameter space for Bayesian hyperparameter optimization of the baseline trans-
former.

nheads Layers dff Learning rate Batch size

1, 2, 4 1, 2, . . . , 10 10, 20, . . . , 400 0.00001, 0.0001, 0.001, 0.01 16, 32, 64

6-2 Transformer based on auto-correlation and time features

A baseline transformer is set up, which only takes the traffic flow and the time of the day
into account. In addition, one feature is added, which inserts information about the rela-
tive position of the input. As an illustration, an encoder input of time t is constructed as
xenc,t =

[
yt timesin,t timecos,t agel

]
, where l denotes the lookback. Moreover, based on the

auto-correlation analysis of traffic flow in Section 4-3, the encoder input sequence length is
set to 48, such that each input sequence has a dimension of R48×4. It is chosen to start with
a simple transformer and extend these with extra features, to clearly investigate the influence
of each additional feature.

6-2-1 Set up of baseline transformer

Bayesian hyperparameter optimization is implemented for the baseline transformer for lo-
cation 501, on the parameter space shown in Table 6-1. The parameter space is based on
hyperparameters often used in state-of-the-art literature. The modulus of the dimension and
number of heads (nheads) should be zero. Therefore, the number of heads cannot equal three.
After 100 evaluations, the best parameters found are: 2 heads, 6 layers, a dff equal to 200, a
learning rate of 0.001, and a batch size of 16. The parameter space investigated is assumed to
be sufficient because the found parameters do not lie on the boundary of the parameter space.
Implementing these hyperparameters gives a total of 23.333 trainable parameters, calculated
with (2-12), of which 11400 in the encoder, 11928 in the decoder, and 5 in the output layer.

It is chosen not to perform a separate optimization for location 531 but to implement the
same hyperparameters, due to the large computational effort. The transformers are trained,
and the training and validation loss curves are shown in Figure 6-1a and 6-1b for locations
501 and 531, respectively. A first indication is given that the models are not overfitting,
because the validation and training loss curves are aligned. If desired, the small fluctuations
in the validation loss curve can be reduced by decreasing the learning rate. However, this will
increase the required number of computations to acquire a similar performance.

6-2-2 Preliminary results of the baseline transformer

The root mean squared error (RMSE) of the baseline models on the validation set, is indicated
by the dark blue lines in Figure 6-2a and 6-2b, for locations 501 and 531, respectively. The
models are optimized to predict one hour ahead. During training, the performance on all
horizons approximately equals the first performance measure, which is the lowest. However,
during inference, previous predictions are inserted to predict further horizons. As a result,
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(a) Location 501 (b) Location 531

Figure 6-1: Learning curves during training of the baseline transformers, based on the optimized
hyperparameters, for locations 501 and 531, in (a) and (b), respectively. The blue and orange
graph indicate the training and validation loss curve, respectively.

error accumulation occurs, which explains the decrease in performance over an increase in the
horizon.

The error propagation does not seem smooth and has a few unexpected ups and downs. On
the other hand, when investigating the error propagation on the training set, smooth curves
were found with similar values. The traffic flow depends on the hour of the day, and will in
general be higher during the day than during the night. The performance is measured in veh

h .
Consequently, this will be higher during the day in general as well. Because a random 20% is
taken as the validation set, the predictions corresponding to a certain prediction hour might
include relatively few predictions of significant traffic flow, implying a lower RMSE. On the
training set, this is less likely, which explains why this curve is smoother, and therefore, there
should not be emphasized too much in the small ups and downs.

However, interesting is the increase in performance around a prediction horizon of 6 hours for
both locations. This seems counter-intuitive at first, but this originates from the available self-
attention in the decoder and is elaborated on in Section 6-5. The figures indicate a relatively
large error for location 531. However, in Chapter 3, location 531 was shown to be subject to
significantly more traffic flow than location 501. Moreover, the evolution of the errors over the
prediction horizon seems to follow a similar pattern. Therefore, the behavior of the models for
different locations seems comparable. The difference between the performance measures in
the learning curves and the characteristics is because the performance on multiple prediction
horizons is based on the actual traffic flow, whereas the model is trained on standardized
traffic flow values.

6-3 Incorporation of external features in the transformer

This section investigates the influence of extending the baseline transformers, designed in
the section above, with features identified in Chapter 4. First, the model is extended by
including temporal periodic features, containing the day of the week (dow) and the season.
Next, temporal categorical features, such as school vacations and whether a day is a national

Master of Science Thesis C.A.M. Petsch



46 Transformers for long-term traffic flow predictions

0 5 10 15 20
Prediction horizon [h]

0

25

50

75

100

125

150

175

200

RM
SE

 [v
eh

/h
]

Performance on the validation set for location 501
Baseline
Dow
Season
National holiday
Vacation
Weather

(a) Location 501

0 5 10 15 20
Prediction horizon [h]

0

25

50

75

100

125

150

175

200

RM
SE

 [v
eh

/h
]

Performance on the validation set for location 531
Baseline
Dow
Season
National holiday
Vacation
Weather
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Figure 6-2: Root mean squared error of the baseline transformer, and transformers with external
influences incorporated, on different prediction horizons. The models for locations 501 and 531
are evaluated on the validation set in (a) and (b), respectively.

holiday, are included. Finally, the model is extended with weather features.

The hyperparameters found in the previous section are used. In reality, the performance
can be improved by performing new optimizations, for each transformer. However, due to
computational constraints, the previously found hyperparameters are assumed to be suited
for the following extensions as well. As an exception, the number of heads is occasionally
decreased to one, when the total number of features is odd. In addition, the number of epochs
is limited to 60 for these evaluations, due to computational constraints as well.

The results are not based on the test set and are meant to indicate that the transformer can
work with and benefit from the external features. However, no investigation has been done
yet regarding the overfitting of the models. Therefore, there should not be emphasized too
much on the exact performance.

6-3-1 Temporal periodic features

For genericity of the model, the dow is included as seven categorical features, each representing
a specific dow. As a result, the dimension of the input feature is increased from 4 to 11. The
season of the year is included as two continuous features. By representing the season in this
way, additional information, such as the month of the year, is indirectly included as well.

Figure 6-2 indicates that the performance increases significantly compared to the baseline
transformer by including the dow for both locations. On the other hand, the model perfor-
mance is only slightly increased for location 531, and even a bit decreased for location 501 by
additionally including the season.

The prediction made by all three transformer models for location 501, for the first week of
February and the first week of August in 2018, are shown in Figure 6-3. Each day, at midnight,
a prediction is made for the next 24 hours. The importance of the dow is shown in the left
figure, which illustrates that the baseline transformer is unable to predict the traffic behavior
on Sunday, whereas the other transformers are able to predict the relatively high traffic flow.
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(b) First week of August 2018

Figure 6-3: Traffic flow prediction of the baseline transformer and transformers with temporal
periodic features. A prediction for the next 24 hours is made at midnight each day, for the first
week of February and August 2018 for location 501, in (a) and (b), respectively.

There will be briefly elaborated on the difference in including these temporal periodic features.
Recall that overall the weekdays are similar and the weekend differs. Based on the previous
traffic flow measurements, without the dow feature, the transformer is unable to know whether
the predicted day is during the week or on the weekend. On the other hand, all days in
summer experience a different behavior than in winter. For example, Chapter 4-1, indicated
that the traffic flow seems to increase during summer for location 501. Figure 6-3 illustrates
that the transformers, without the season feature, are also able to predict a higher traffic
flow in summer than in winter. Therefore, without the season feature, the transformer is
already able to incorporate the seasonal information. It is reasoned, that this information is
indirectly incorporated in the traffic flow of the previous days. However, because implementing
the feature is not detrimental for the performance, it is chosen to be incorporated for the
genericity and comparability with the baseline models of Chapter 5.

6-3-2 Temporal categorical features

Different traffic flow behavior is noticed during national holidays, such as the first of January.
By including this feature, the model can anticipate this irregular behavior. Figure 6-4 shows
the predictions for the first of January. This highlights the positive effect of including the
national holiday as a feature. In addition, Figure 6-2 shows that the performance indeed
increases when the national holiday is added as a feature. Moreover, school vacations are
also found to be beneficial for location 501. Although a different traffic behavior was noticed
during the vacation, this feature seems less effective for location 531. This may have the same
explanation as given for the season feature.

6-3-3 Weather features

At last, the temperature, radiation, and relative humidity are included in the transformer.
Figure 6-2 shows an even further increase in performance by including the weather features.
Interesting to see is that the predictions become even better at further horizons. This is
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Figure 6-4: Traffic flow prediction for the first of January, made at midnight. The orange graph
show the predictions made by the transformer, additionally including the national holiday.

counter-intuitive because previous error-prone predictions are inserted during multistep pre-
dictions. However, the advantage of further horizons is that more information is inserted into
the prediction model through the decoder input. This implies that in this case, having more
knowledge about the decoder input features has a greater effect than the error accumulation.
This behavior is shown in Section 6-5, which focuses on gaining insights into the transformer
behavior.

6-4 Final transformer models

This section focuses on the transformer, including all external features. First, Bayesian pa-
rameter optimization is performed for both locations, including all external features. More-
over, the input sequence length is kept at 48, such that each encoder input sequence has a
dimension of R48×18. Note that the extra two dimensions compared to the feature set for the
baseline prediction models come from the additional traffic flow and age feature. Next, the
preliminary results and insights into the behavior of the transformer model are obtained. The
final transformer models are all trained on a maximum of 120 epoch, due to computational
constraints. However, because convergence is not shown yet, the models can be improved a
bit further. Because an indication of overfitting is found while evaluating the transformers,
the influence of implementing dropout as a regularization technique is discussed.

6-4-1 Set up of the final transformer

Bayesian parameter optimization is implemented for locations 501 and 531, for the trans-
formers, based on the entire feature set. The investigated parameter space equals the pa-
rameter space in Table 6-1, except for the possible number of heads (nheads) which is set to
nheads ∈ {1, 2, 3, 6, 9, 18}. The found model hyperparameters are given in the first and second
row of Table 6-2. Interesting to see is that these are almost equivalent, which indicates that
a similar transformer can be implemented for locations subject to different traffic behavior.
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Table 6-2: Optimized hyperparameter for the final transformers.

Location nheads Layers dff Learning rate Batch size

501 3 5 360 0.001 16
531 3 4 340 0.001 16

(a) lr = 0.001 (b) lr = 0.0001

Figure 6-5: Learning curves during training of the transformer for location 501, constructed
by the optimized hyperparameters and a learning rate (lr) of 0.001 and 0.0001 in (a) and (b),
respectively.

Implementing these hyperparameters gives a transformer model with 154.819 and 117, 939
trainable variables for locations 501 and 531, respectively. The transformers are trained on
these hyperparameters, and the training and validation loss curves for location 501 are shown
in Figure 6-5a. The volatile validation loss indicates that the optimization steps might be
too big. Similar curves were found for location 531. Therefore, it is chosen to decrease
the learning rate to 0.0001, the corresponding learning curves are shown in Figure 6-5b. The
performance obtained after the same number of epochs is slightly worse. However, a smoother
learning curve provides more confidence in the performance of the model on new data, which
is preferred. In addition, the training and validation loss curves are aligned, which again
indicates that the model is not overfitting the training data.

6-4-2 Preliminary results of the final transformer

The performance of the transformers is concisely investigated in this section. The RMSE
for each prediction horizon is calculated for the train and validation data for both locations.
The decrease in performance is calculated by the relative increase in the error, represented
by δv,1 and δv,24, which represent the increase at the first and last prediction step between
the training and validation set and are given in Table 6-3, corresponding to a dropout rate
(dr) equal to zero, on which there will be elaborated on shortly.

These values illustrate that the performance is decreased when the model is applied to the
validation. This is expected because the transformer has not seen this data before. However,
the increase is significant and indicates that the transformer model is overfitting the training
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Figure 6-6: Root mean squared error of the transformers for both locations, with a dropout rate
(dr) equal to 0.0, 0.1, 0.2, 0.3, and 0.4 on the training and validation set, represented by the
solid and dotted line, respectively.

data. In Chapter 5, the effect of overfitting was decreased by simplifying the baseline models.
However, the transformer is subject to more hyperparameters, making it time-intensive to
tune. Due to these difficulties, it is chosen to investigate regularization techniques instead,
to reduce the chance of overfitting.

6-4-3 Extension of the final transformer with dropout

One of the most commonly used regularization techniques in transformers is applying dropout
[21, 58], first proposed in [54]. A dropout layer randomly sets the output of certain neurons
to zero. The chance of a neuron being dropped is defined by the dropout rate (dr). By imple-
menting dropout, the prediction model becomes less sensitive to specific neurons, generalizes
better, and is less likely to overfit. A dropout layer is implemented after each multi-head
attention, feedforward, and positional encoding layer. The dropout rate is a hyperparame-
ter. However, when another hyperparameter optimization is performed, it is found that the
algorithm sets the dropout rate to zero because again the validation loss does not indicate
overfitting, and applying dropout is found to degrade the performance on the validation set.
Note that this might be because the models are not fully converged yet and the transformer
with dropout requires more steps to retrieve the same performance.

Therefore, there is looked into commonly used dropout rates in the literature, which illustrates
that a dropout rate of 0.1, 0.2, 0.3, and 0.4 are commonly used in the transformer [21,
58]. These dropout rates are implemented and the effect on the train and validation set is
investigated. It is chosen not to look into the effect on the test set because this would imply
that the transformer is tuned on the test set. In Figure 6-6, the corresponding RMSE on
different prediction horizons are shown for locations 501 and 531. The next section compares
the different models with and without dropout.

6-4-4 Comparison of transformer with and without dropout

A difference in performance is found between the models with dropout and the original trans-
former without dropout, as shown in Figure 6-6. The graphs indicate, that the transformer
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Table 6-3: Performance measures transformer with and without dropout.

Dropout rate (dr) δv,1[%] δv,24[%] RMSEv,1[ veh
h ] RMSEv,24[ veh

h ]

Lo
ca

tio
n

50
1 0.0 39.00 14.46 38.94 25.74

0.1 9.73 2.51 44.61 45.39
0.2 2.71 5.98 52.45 65.76
0.3 7.25 -0.91 59.20 81.43
0.4 5.20 0.31 64.78 87.49

Lo
ca

tio
n

53
1 0.0 35.98 16.21 56.56 40.57

0.1 2.91 5.59 75.82 89.53
0.2 6.19 14.02 93.89 113.91
0.3 1.11 12.53 115.08 125.54
0.4 -2.65 -1.32 116.36 166.83

performs better without dropout layers on the training and validation set. However, to re-
duce δv,1 and δv,24, dropout layers might be beneficial. These characteristics are provided in
Table 6-3 for the different models, in combination with RMSEv,1 and RMSEv,24.

The performance measures indicate that δv,1 and δv,24 are reduced significantly by imple-
menting dropout. This implies that the transformers with dropout are less overfitted on the
training data. For location 501, a dr of 0.2 holds the lowest δv,1 value. Therefore, this model
is thought to be most suited. On the other hand, a higher dropout rate results in a lower
δv,24 value. However, because the model is trained on a prediction horizon of one hour, the
latter performance characteristic is assumed to be less crucial.

Table 6-3 indicates the largest decrease in δv,1 and δv,24 for location 531, by implementing a dr
of 0.3 and 0.4. However, Figure 6-6b implies that this comes at the cost of the RMSE. There-
fore, for location 531, a dr of 0.1 is thought to hold the best performance, because a decrease
in δv,1 and δv,24 is induced without significantly decreasing the performance. Therefore, the
transformers highlighted in bold in Table 6-3 are chosen as the final transformers.

To conclude, the final transformer model is based on the hyperparameters obtained by the
Bayesian hyperparameter optimization. Subsequently, the learning rate is reduced to 0.0001
to obtain smoother learning curves. At last, dropout layers with dr equal to 0.2 and 0.1
for locations 501 and 531, respectively are implemented. By implementing these layers, the
relative decrease in performance by implementing the model on the validation set as opposed
to the training set is decreased. The performance on the test set is evaluated and compared to
the baseline models in the next chapter, but first insights into the behavior of the transformer
will be provided.
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Figure 6-7: Prediction for location 501 made by the final transformer for 02-01-2019. The
highlighted part indicates the available historical traffic flow. In addition, the orange and blue
graphs illustrate the true and predicted traffic flow, respectively. Moreover, the dashed line
indicates the time (t), when the predictions are made.

6-5 Insights into the transformer behavior

This section makes the behavior of the transformer, designed in the previous sections, more
intuitive with the goal (1) to indicate the necessity of the different model components and (2)
to increase the understandability of the results in the next chapter. Similar observations are
made for both locations. Therefore, there is only elaborated on location 501 in the remainder
of this section.

This is done in line with an example; the traffic flow prediction of 02-01-2019, starting at
midnight, which lies in the test set and is based on the historical traffic flow of 01-30-2019
and 01-31-2019. The corresponding (historical) traffic flow and the predictions made by the
transformer are shown in Figure 6-7 by the orange and blue graph, respectively. Moreover,
the dashed line represents the start time (t) of the prediction.

In Section 2-4 the structure of the transformer was explained, which showed that attention
is applied in three different ways. Self-attention is applied in the encoder and masked self-
attention in the decoder. In addition, attention is applied between the encoder and decoder.
The attention weights applied for this specific example are elaborated on in the next subsec-
tion. It should be noted that the attention weights depend on the specific inputs. Therefore,
the weights shown are representative of the working principles of the transformer, but will
not be identical in other implementations. In addition, the inputs are transformed multiple
times. Therefore, after the first attention layer, the relative time indices do not correspond
to the exact time but to one containing information of multiple time indices. However, for
comprehensibility, the time relative to t is set on the axis of the figures.
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Figure 6-8: Self-attention in the encoder for layer 2 and head 1, 2, and 3 in (a), (b), and (c),
respectively. Where a darker blue indicates that more attention is paid to the corresponding input.
The y- and x-axis represent the previous inputs relatively to t, starting from 48 hours ago.

6-5-1 Self-attention in the encoder

The self-attention in the encoder looks into the historical data. The final transformer is
composed of 5 layers and 3 attention heads in the encoder and decoder. Therefore, a total of
15 attention weights are obtained in the encoder, each of dimension R48×48. The first layer
is a general layer, which attends to all other inputs. However, the other layers are formed
by multiple blocks and vertical lines, as illustrated in Figure 6-8, which shows the attention
weights of the multiple heads in layer two. The vertical lines indicate that all inputs strongly
attend to the same inputs. This allows the head to focus on a specific behavior. On the other
hand, blocks on the diagonal indicate that attention is paid to itself and other neighboring
inputs. Interesting to see is that the transformer separates the two historical days. In addition,
it is found that when the prediction is made a few hours later, similar blocks are found, but
shifted.

The figures indicate that the multiple attention heads indeed pay attention to different parts
of the input. Moreover, in Appendix A-5 the weights of the other layers are additionally
shown. These illustrate that each layer also attends to different parts of the input. This
highlights the effectiveness of the multiple layers and heads in the transformer.

6-5-2 Self-attention in the decoder

Self-attention is also applied in the decoder, which includes future input features. The maxi-
mum prediction horizon is 24 hours. Therefore, each attention weight is of dimension R24×24.
Similar to the self-attention in the encoder, the first layer pays attention to most inputs. How-
ever, the other layers follow different patterns. Figure 6-9 shows the decoder self-attention
for the second layer and head 1, 2, and 3, in (a), (b), and (c), respectively. In addition, the
self-attention weights of the other layers are provided in Appendix A-5. These again indicate
that different layers and heads pay attention to different parts of the input.

The white upper triangle is caused by the look-ahead mask, which prevents future information
flow. This also highlights that predictions on the first few horizons are subject to fewer data
than predictions on further horizons. This explains the increase in performance found after
the first few predictions in Section 6-2-2. At first, this was counter-intuitive, because the
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Figure 6-9: Self-attention in the decoder for layer 2 and head 1, 2, and 3 in (a), (b), and (c),
respectively. Where a darker blue indicates that more attention is paid to the corresponding input.
The y- and x-axis represent the future inputs up to 24 hours. Moreover, the white upper triangle
is caused by the look-ahead mask.

performance was expected to degrade due to error accumulation. However, this implies that
the additional information in the decoder at further horizons is beneficial and even counters
the negative effect of the error accumulation.

6-5-3 Attention between encoder and decoder

The last attention block is applied between the encoder output, set to the value and key,
and for each layer the corresponding decoder self-attention output, which is set to the query.
For comprehensibility, it is chosen not to show the entire encoder-decoder attention matrices.
However, in Figure 6-10a and 6-10b, the encoder-decoder attention weights for the multiple
heads and layers are shown for a prediction horizon of 1 and 8 hours, respectively. The three
subplots represent the multiple heads. Additionally, the different layers are indicated by the
blue graphs. These figures clearly show the difference between the multiple heads and layers.
Moreover, the difference in the two figures indicates that indeed the attention weights depend
on the inputs. It should be noted that the weights are not applied directly to the historical
traffic flow corresponding to the same relative time, because multiple transformations are
already applied in the encoder.
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Figure 6-10: Encoder-decoder attention weights, with in (a) the prediction made for a horizon
of 1 hour, and in (b) for a horizon of 8 hours. The subplots show attention heads 1, 2, and 3,
respectively. Moreover, the multiple layers are indicated by the different blue graphs.
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Table 6-4: Final parameters of the transformers.

Location nheads Layers dff Learning
rate

Batch size Dropout
rate

501 3 5 360 0.0001 16 0.2
531 3 4 340 0.0001 16 0.1

6-6 Summary

This chapter showed step-by-step how the final transformers for locations 501 and 531 have
been obtained. First, a baseline transformer was implemented, purely based on the traffic
flow, time, and age input feature. Next, the effect on the performance by including other
external features was investigated, by extending the baseline transformer with one feature at
a time. The dow was shown to increase the performance significantly, whereas the season
feature had little effect. This difference is explained as follows, without the dow feature the
transformer is unable to know the dow based on the previous information, whereas the effect
of the season is shown in the historical data and is therefore indirectly already incorporated
without the actual feature. The national holiday and vacation improve the performance on
these days. However, in the total performance characteristics, the effect is negligible, because
it concerns only a small part of the entire data set. At last, the weather features are shown to
have a significant effect. It is chosen to incorporate all the features in all models, including the
ones with little effect because the effect is shown not to be detrimental to the performance,
and it is beneficial in terms of comparability en genericity of the models.

Next, Bayesian hyperparameter optimization is performed for both locations. After evalua-
tions, it is chosen to decrease the learning rate to reduce the effect of the volatile validation
loss. Moreover, the RMSE is investigated on the train and validation data for each predic-
tion horizon. The transformers are found to overfit the train data. Therefore, dropout is
implemented as a regularization technique.

Commonly used dropout rates in the literature are implemented and the performance on the
train and validation set is compared. In the end, a dropout rate of 0.2 and 0.1 are chosen
for locations 501 and 531, respectively, because these decrease the relative increase in error
from the training to the validation set without significantly decreasing the performance on
the validation data. The final transformer parameters are given in Table 6-4.

At last, an intuition behind the working principles of the transformer is obtained to indicate
the necessity of the model components and to increase the understandability of the results in
the next chapter. It was shown that the multiple layers and heads in the attention blocks in-
deed behave differently. In addition, based on the decoder self-attention weights, the evolution
of the performance over the prediction horizons has been elaborated on.
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Chapter 7

Results and comparison of baseline
prediction models and transformer

The baseline prediction models and transformers have been designed in Chapter 5 and 6,
respectively. This chapter will evaluate and compare these models on four aspects. First, the
performance on the train, validation, and test set is investigated in Section 7-1. Next, the
performance at different times of the day and prediction horizons is examined in Section 7-2.
Next, days of the year, where the prediction models tend to be less accurate, are investigated
in Section 7-3. At last, an estimate of the uncertainty of the predictions is provided by
analyzing the distribution of the relative errors in Section 7-4, and an example of the final
predictions is provided in Section 7-5.

7-1 Performance on different data sets

The previous chapters focused on designing and implementing the prediction models. The
performance of the prediction models was investigated on the train and validation set. Next,
the model structures were tuned accordingly to prevent overfitting. This section focuses on
the performance of the models on unseen data, the test set, relative to the performance on
the train and validation set.

7-1-1 Comparison of the prediction models

In Figure 7-1 the root mean squared error (RMSE) and mean absolute error (MAE) of the
random forest, multilayer perceptron (MLP), and transformer are shown for both locations.

The baseline prediction models have a similar performance on the test set, which indicates
that there is no clear preference for either of the two based on these characteristics. However,
for location 501 the random forest seems to overfit a bit more on the training set. This
could be reduced by further tuning the hyperparameters as done in Chapter 5. However, as
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Figure 7-1: Performance characteristics on the train, validation, and test set for the random
forest, multilayer perceptron, and transformer for location 501 and 531.

stated before, the difference in performance on the train and validation set is thought to lie
in acceptable ranges. Moreover, for location 531 both models seem to underfit on the data,
because the models perform better on the test set. The highest errors are ascertained to occur
during a specific period, which lies in the train and validation set. Section 7-3 examines the
performance of the models throughout the year and further explores the implications that the
test set contains relatively uncomplicated traffic behavior.

Figure 7-1a and 7-1b illustrate that the transformer outperforms the baseline prediction mod-
els for location 501 on the test set. On the contrary, Figure 7-1c and 7-1d, reveal that the
transformer is outperformed by the baseline models for location 531. The next sections go
into more detail regarding the prediction horizon, time of the day, and characteristics of the
day that might cause either of the models to be preferred.

The difference in performance of the transformers on the train, validation, and test set is
significant for both locations. This highlights that the transformer is overfitting on the train-
ing set, which is unexpected because the performance on the validation set did not indicate
overfitting. This suggests that the validation set is not representative of the test set, which
is discussed in the following.
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7-1-2 Discussion overfitting of the prediction models

Figure 7-1 illustrates that the performance of the transformer decreases when the model is
applied to the test set for both locations. This was anticipated because the models have
not seen this data before. However, the performance on the test set is significantly worse
than on the validation set, which is unexpected because the prediction models are neither
based on the validation nor the test set. Therefore, a similar behavior was expected, which
implies that the validation set is not a good representation of the test set. Accordingly two
reasons are investigated. First, 2019 might not be a proper representation for the years 2017
and 2018, causing a discrepancy between the data sets. Secondly, the transformer might
indirectly already be subject to the validation set through the historical traffic flow and
multistep predictions. Recall, that the train and test set were divided as 2017/2018, and
2019, respectively, and a random 20% of the training set is taken as the validation set.
The first explanation is supported by the performance of the MLP and random forest for
location 501 that indicates an inferior performance on the test set. This cannot be due to
the second explanation because it does not apply to the baseline models. Therefore, to look
into the discrepancy between years, the entire data set is shuffled and then divided. The
performance of the corresponding baseline models, trained and evaluated on these data sets,
is shown in Figure 7-2, by random forest 2 and MLP 2. The performance on the validation
and test set are similar, which indicates that the difference in performance of the original
baseline models could indeed be caused by a discrepancy between years.
Secondly, the possibility of implementing a different validation set in the transformer for
location 501 is investigated. First, instead of randomly, the last 20% of the training set
is taken as the validation set. The training and validation loss curves now indicate that
the model is underfitting because the model performs better on the validation set. The
correlation analyses in Section 4-1 indicated that for location 501, most irregular days occur
in summer. The last 20% of the training set contains the winter period of 2018. Therefore,
the validation set is easier to predict than the training set and no conclusions can be drawn.
Secondly, every fifth week of 2017/2018 is taken as the validation set, such that the data,
indirectly seen by the transformer through the historical traffic flow and multistep predictions,
is limited. The same hyperparameters are implemented and the performance characteristics
for the new transformer are shown in Figure 7-2 by Transformer 2. The transformer has a
similar performance on the train set. However, the performance on the validation set now
clearly indicates that the transformer is overfitting and is similar to the performance on the
test set. This highlights that indeed randomly selecting the validation set is not representative
for the test set and overfitting occurs, which explains the unexpected decrease in the original
transformer performance on the test set.
Therefore, both explanations seem to influence the discrepancy between the performance
on the different data sets. Shuffling the data is useful for the baseline prediction models.
However, it is undesired to implement the shuffled data set in the transformer, because the
test set will not be valid anymore. Moreover, for comparability, it is desired to apply the
models on equivalent data sets. Therefore, it is chosen not to shuffle the data. Additionally,
in reality, the discrepancy between the different years is less significant, because the model
can be updated throughout the year, which will be discussed in the next chapter.
Applying the transformer to a different validation set is beneficial. Ideally, an entire year can
be used as the validation set, such that all different types of traffic behavior are included,

Master of Science Thesis C.A.M. Petsch



60 Results and comparison of baseline prediction models and transformer

Random forest

Random forest 2 MLP MLP 2
Transformer

Transformer 2
0

20

40

60

80

100

120

140

160

RM
SE

 [v
eh

/h
]

RMSE for location 501
Train
Validation
Test

Figure 7-2: Comparison performance of the original and adjusted prediction model, where the
latter are indicated by the 2 in the model name. For the adjusted baseline models shuffled data
sets are implemented, which highlight the discrepancy in traffic behavior at different years. For
the adjusted transformer, every fifth week of the training set is taken as the validation set, which
shows that the original validation set is not representative of the test set.

without indirectly including the validation set during training. However, if the data is limited,
a different validation set can be taken, such as described above. During hyperparameter
optimization and training, the algorithm was not able to notice overfitting. Therefore, new
hyperparameter optimizations should be performed based on the new validation set. In
addition, tuning the model by aiming for a similar performance on the train and validation
set would again reduce the chance of overfitting. Finding a more suitable validation set
and designing a new transformer accordingly is expected to improve the model performance.
For the scope of this research, a transformer, based on the new validation set is not further
implemented. However, it is recommended to examine this possibility in future research.

7-2 Performance on different prediction horizons and time of day

One of the objectives of this research is to investigate whether the transformer is advanta-
geous for long-term predictions. The previous section indicated that the baseline prediction
models outperformed the transformer for location 531. However, this might not apply for all
prediction horizons, because the performance of the transformer is thought to decrease over
the prediction horizon due to error accumulation. Moreover, the influence of current events
is also likely to decrease with the prediction horizon. In addition, in Chapter 4, traffic flow is
shown to be highly dependent on the time of the day. Therefore, the behavior of the errors
over the prediction horizon and additionally the time of the day is investigated. It is chosen
not to focus on the relative error because this accentuates the errors made when the locations
are subject to little traffic. For this research, these errors are less important because when
the locations are subject to little traffic flow there will be less demand for traffic control.
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Figure 7-3: RMSE on the test set for the random forest, multilayer perceptron, and transformer
for locations 501 and 531 in (a) and (b), respectively. Moreover, x represents the prediction
horizon when the transformer is surpassed by the baseline prediction models.

7-2-1 Comparison of the prediction models

Figure 7-3b shows the evolution of the RMSE over the prediction horizon. The first figure
indicates that for location 501, the transformer outperforms the baseline models on all pre-
diction horizons but is especially superior in the first 6 prediction hours. For location 531,
the transformer is advantageous up to a horizon of 3 hours, indicated by x in Figure 7-3b.

The traffic flow depends on the time of the day. Therefore, additionally, the RMSE corre-
sponding to each time and prediction horizon on the test set is calculated for both locations
and shown in Figure 7-4. A similar evolution of the errors was found for the MAE, which
is therefore not shown. The figures illustrate that the different models encounter difficulties
with similar times of the day. For location 501, the traffic flow around 16:00:00 seems most
difficult to predict. For location 531, the highest errors occur around 08:00:00 and 17:00:00.
This is related to the cluster centers found in Section 4-1, which show that the locations are
subject to most traffic flow at these hours. Interesting is the significant error for location
531 at 17:00:00. In addition, the previous section showed that the baseline models had a
better performance on the test set than on the train and validation set. By looking into the
errors throughout the year, these are found to be related to each other. Therefore, there is
elaborated on this in Section 7-3.

The figures indicate different types of behavior of the transformer at different times of the
day. When subject to little traffic, the error of the prediction models is relatively low, similar,
and constant over the prediction horizons. On the other hand, at times generally subject to
relatively high errors, the error is shown to increases over the prediction horizon. Moreover,
the transformer is especially superior in the first few prediction horizons. This difference in
behavior at different times of the day is investigated in the following.
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Figure 7-4: RMSE on the test set for the random forest, multilayer perceptron, and transformer.
Shown for the different times of the day and prediction horizons for locations 501 and 531.

7-2-2 Discussion of the prediction models behavior

Figure 7-5 shows the median and 5%, 25%, 75%, and 95% quantiles of the traffic flow in the
test set over the day for both locations. The colored rectangles highlight different types of
behavior. These characteristics and behaviors are thought to be related to each other.
First, the orange rectangles highlight when the performance of the baseline models and trans-
former is similar. In addition, the performance of the transformer is equivalent over the
prediction horizons. This occurs when the locations are subject to little traffic or regular
traffic with a small deviation. For location 531 this behavior is often shown and also occurs
during the day when there is quite a lot of traffic. This indicates that the transformer is not
able to benefit from the additional information, even on a short horizon. On the other hand,
for location 501 this behavior is only seen when subject to little traffic. Secondly, at the dark
green rectangles, the transformer outperforms the baseline models at all prediction horizons,
but is especially superior at short prediction horizons, similarly to Figure 7-3a. This behavior
occurs at times of the day subject to a large range of traffic flows. At last, the hours of the day
in between these extremes are highlighted by the light green rectangles. Here, the transformer
outperforms the prediction models on the first few prediction horizons. On further horizons,
the models have a similar performance, where interchangeably the one outperforms the other,
similar to the pattern shown in Figure 7-3b. The red rectangle around 17:00:00 highlights
when the transformer is outperformed by the baseline prediction models on all prediction
horizons based on the RMSE but performs better based on the MAE. This behavior occurs
once and is elaborated on in the next section.
Section 4-1 showed that location 531 is subject to commuter traffic and has a strong period-
icity, whereas location 501 is subject to more irregular traffic behavior. This indicates that
the transformer is advantageous on both short and long prediction horizons when subject
to irregular traffic flow. However, when the traffic flow is caused by regular traffic flow, the
advanced model is redundant and the transformer is only advantageous on shorter horizons.
In addition, location 501 has many subsequent locations with a broader range of traffic flow
values. Consequently, irregular behavior might be identified earlier, which highlights why for
location 501 the transformer is superior for a relatively long prediction horizon in Figure 7-3.
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Figure 7-5: The characteristics of the traffic flow are shown by the median and 5%, 25%, 75%,
and 95% percentiles. Different behavior of the models is highlighted by the colored rectangles.
The orange, at 01:00:00-10:00:00 for location 501, and at 00:00:00-05:00:00, 10:00:00-14:00:00,
and 19:00:00-23:00:00 for location 531, indicates that all prediction models have a similar perfor-
mance that barely changes over the prediction horizon. At the light green, at 00:00:00, 11:00:00-
13:00, and 23:00:00 for location 501, and 06:00:00-07:00:00 and 18:00:00 for location 531, the
transformer outperforms the baseline models on short horizons and performs similar on further
horizons. At the dark green at 14:00:00-22:00:00 for location 501 and 08:00:00-09:00:00 and
15:00:00-16:00:00 for location 531, the transformer is superior in all prediction horizons. At the
red rectangle at 17:00:00 the transformer has a worse RMSE and better MAE.

7-3 Performance throughout the year

This section focuses on the performance of the prediction models throughout the year, to in-
vestigate when the prediction models encounter difficulties and whether an underlying cause
can be found. Figure 7-6 shows the RMSE of each day for the different models and loca-
tions. For the transformer, it is chosen to show the multistep prediction starting at 00:00:00.
However, similar results were found when looking into the errors based on a fixed prediction
horizon. This can also be derived from Figure 7-4, which shows that large errors remain
relatively large on all horizons. First, the results found for location 501 will be discussed.
Next, there is elaborated on location 531.
The clustering analyses performed in Section 4-1 showed a clear difference in traffic behavior
during summer and winter. However, no clear split between these days is present. Figure
7-6a, 7-6c, and 7-6e show that the baseline models encounter more difficulties during summer,
whereas the transformer performance remains similar over the year. Moreover, two clusters
were formed containing irregular days that are subject to more traffic than general and are
indicated by the dark and light orange clusters. The days corresponding to these clusters are
found to have the highest errors over the years. This is expected because a clear explanation
for this behavior was not found. Therefore, more research should be done to investigate
additional important features, such as events, that might cause this behavior. The transformer
outperforms the baseline models on irregular days and during summer and winter, which
indicates the adequacy of the additional information available in the transformer.
For location 531, the performance is similar throughout the year and for the different models.
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In the cluster analyses the effect of school vacations was clearly shown. The figures indicate
that this behavior can be predicted by all models. The performance in March is remarkably
bad. The clusters show that most days in March 2017 are assigned to a separate cluster. The
corresponding traffic flow shows that these days contain relatively low, or even zero traffic
flow values around 17:00:00. This is implausible, however, because it is only for one or two
consecutive hours, these data points were not filtered in the data analysis in Chapter 3. The
baseline prediction models are unable to model this behavior and consequently encounter
large errors in the train and validation set. This explains why the baseline prediction models
have a better performance on the test. On the other hand, the transformer includes this
behavior, which seems beneficial. However, this behavior might be caused by measurement
errors. Therefore, the transformer might model erroneous behavior. As a result, the dark
orange days in the test set occur because the transformer predicts zero traffic flow at 17:00:00,
which causes the high RMSE shown in Figure 7-4b and the red rectangle in Figure 7-5b.

The irregular days in March 2017 are present at all day of the week (dow). However, the
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(b) RMSE random forest for location 531
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(c) RMSE multilayer perceptron for location 501

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mon
Tue
Wed
Thu
Fri
Sat
Sun20

17

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mon
Tue
Wed
Thu
Fri
Sat
Sun20

18

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mon
Tue
Wed
Thu
Fri
Sat
Sun20

19

0

100

200

300

400

500

RMSE for the multilayer perceptron at location 531

(d) RMSE multilayer perceptron for location 531
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(e) RMSE transformer for location 501
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(f) RMSE transformer for location 531

Figure 7-6: Daily RMSE of the random forest, multilayer perceptron, and transformer on the
entire data set for both locations. The darker orange indicates relative large errors. For the trans-
former the multistep prediction made at 00:00:00 each day is used. The white days correspond
to the days filtered out during data analysis.
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transformer only predicts zero traffic flow on Mondays in March 2019. The exact reasoning
behind the transformer is unknown, which highlights the disadvantage of the model being
a black-box model. However, the following is reasoned. The specific behavior occurs on
consecutive days during the week but not on the weekend. The transformer knows whether
this behavior occurred the previous day. However, when predicting Mondays, Saturdays and
Sundays are provided in the encoder input, which do not show this behavior. This might
cause the transformer to predict the low traffic flow on Mondays based on other features.

The RMSE and MAE of the prediction of 17:00:00 over multiple prediction horizons for
location 531 gave contradictory results. The RMSE of the transformer was significantly
higher on all prediction horizons than those of the baseline prediction models. However, the
MAE of the transformer was lower on all prediction horizons. Recall, that the RMSE gives a
relatively large weight to high errors, whereas the MAE weighs all errors equally. The errors,
shown in Figure 7-6 highlight that the baseline prediction models encounter difficulties during
the entire month of March in the test set. On the other hand, the transformer only has a few
days in March on which it has a bad performance. However, these are worse than the errors
made by the baseline models. This causes a significant RMSE, but a relatively low MAE.

To investigate whether the dark orange parts for location 531 are indeed caused by the data
of March 2017, the baseline models and transformers are trained again but on a data set
excluding this data. These models perform better, especially in March, which highlights that
this data is indeed the underlying cause. If desired the corresponding graphs can be found in
Appendix A-6. However, whether this traffic flow data is invalid and should be removed, or
is caused by an external feature that is not implemented yet, such as construction works, is
unknown. Therefore, this data should not just be removed, but for future research, the cause
behind this behavior should be investigated.

7-4 Uncertainty of the predictions

The last step in the performance characteristics is to provide an estimate of the uncertainty
of the predictions. It is chosen to base this on the test set because the previous sections high-
lighted that the transformers are overfitting on the training data. Therefore, the performance
on the test set is assumed to give a better indication of the performance during inference.
However, it should be noted that the values only provide an indication and not a guarantee
of the behavior of the prediction model when applied to a new data set.

The uncertainty of the predictions is investigated in three steps. First, the relative error et,h

at start time t and prediction horizon h is calculated as

et,h = 1
n

n∑
i=1

ỹt,h,i − yt,h,i

max (yt,h,i, 1) · 100%, (7-1)

where the maximum in the denominator is taken to ensure that the fraction cannot be unde-
fined. Moreover, n equals the total number of evaluations corresponding to start time t and
horizon h. These are investigated separately because the previous sections showed a difference
in model performance during different times of the day and prediction horizons. Next, the
distribution of the errors is investigated to decide how these boundaries should be derived.
The relative errors contain significant positive outliers, whereas no negative outliers this size
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(a) Prediction made at 06-04-2019 18:00:00
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(b) Prediction made at 06-05-2019 07:00:00

Figure 7-7: (a) Shows the true and predicted traffic flow for location 501 of the largest relative
error made by the transformer. In addition, in (b) the true and predicted traffic flow 13 hours
later are shown, which illustrates that the transformer is able to adapt to the unexpected traffic
behavior. The dotted line represents the time when the prediction is made.

are identified. The following subsection looks into these significant relative errors. Next, the
distribution of the relative errors is converted to uncertainty boundaries.

7-4-1 Analyses of large relative errors

To get a grasp of what causes these large errors, the prediction made by the transformer for
location 501, containing the largest relative error, is shown in Figure 7-7a. The prediction
models are unable to predict the zero traffic flow and consequently, the relative error is
significant. Figure 7-7b shows the prediction made 13 hours later, the baseline prediction
models make the same prediction because they are subject to the same information. However,
the prediction made by the transformer at the specific hour is decreased, which shows that the
transformer considers the previous traffic flow and benefits from the additional information.

Figure 7-8 displays another example of a significant relative error. The prediction models are
unable to anticipate the sudden drop in traffic flow. However, the timestamp corresponds to
remembrance day. Therefore, it is reasonable that there is almost no traffic between 19:00:00
and 20:00:00. Nevertheless, this behavior is not included in the prediction models, since this
is such a specific event.

At last, significant errors are also found at hours of the day, when the locations are subject
to little traffic. As an illustration, if the traffic flow equals 1veh

h but the transformer pre-
dicts 22veh

h , a large relative error is found. However, an absolute error of 21veh
h , is not as

unsatisfactory as the relative error suggests.

To conclude, the substantial positive relative errors, are caused by implausible and unpre-
dictable traffic flow. In addition, large relative errors are found corresponding to reasonable
absolute errors. In Chapter 3, the data analysis mainly focused on filtering out implausible
peaks. However, little focus has lied on implausible low traffic flow. Therefore, additional data
analyses should be implemented, without filtering out implausible but true traffic behavior.
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Figure 7-8: True and predicted traffic flow for location 501, containing a large relative error
made by the prediction models, when the true traffic flow suddenly equals zero. The dotted line
represents the time when the prediction is made.

7-4-2 Uncertainty boundaries

Due to the several positive outliers in the relative errors, it is chosen to derive uncertainty
ranges by percentiles of the relative errors. The investigated percentiles (p) are 5%, 25%,
50%, 75%, and 95%, such that a boundary γt,h,p, for each p is obtained. As an illustration,
if 75% of et,h ≤ 60, then γt,h,75 = 60. By rewriting (7-1), this indicates that 75% of the time
ỹ ≤ 1.6y, which can be rewritten as y ≥ 1

1.6 ỹ. Therefore, these boundaries can be used to
indicate the uncertainty ranges as

yt,h,p = 1
1 + γt,h,p

100
ỹt,h

= αt,h,pỹt,h,

(7-2)

where αt,h,75ỹt,h now represents a lower boundary, of which 75% of the time yt,h lies above.
If desired, a visual representation of these boundaries can be found in Appendix A-7.
The αt,h,5 values for the MLP show two unexpected phenomena, elaborated on based on
location 501. First, negative values are found at 03:00:00 and 04:00:00. Secondly, a value
of approximately 14 is found at 05:00:00, which is significant compared to the other values
that lie below 4. Theoretically, negative values are impossible but the predictions made by
the MLP are indeed found to contain negative values. Therefore, first, setting the negative
predictions to zero is examined. However, this results in two infinite αt,h,5 values, because at
these two timestamps approximately 6% of the total predictions equals zero. These values are
included in the boundary, which causes (7-2) to be undefined. Secondly, the negative values
are set to one. Consequently, the boundaries are defined but contain large values, similarly
to the value at 05:00:00. To clarify, because the traffic flow is low, a small absolute error can
lead to a significant relative error that translates to a large αt,h,5 value. This second option
is chosen for the comparability of the models. However, for future research constraining the
output of the MLP should be investigated.
The difference in α values for the two baseline models highlights that the MLP has a larger
range in uncertainty values than the random forest, which implies a small preference towards
the random forest, regarding the two baseline models.
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68 Results and comparison of baseline prediction models and transformer

7-5 Final prediction of the transformer and baseline models

During inference, it is beneficial to apply the transformer at each hour of the day and make a
multistep prediction for the next 24 hours. Next, the predictions can be updated every hour
because the performance increases with a decrease in the horizon. However, for coherence,
the predictions shown in this section are for a fixed prediction horizon.

To embody the final predictions, the results corresponding to two weeks in the test set for
location 501 are given. First, the predictions of the last week of August are provided in
Figure 7-9. This week is chosen because the clustering analysis indicates that it contains
many irregular days. In Figure 7-9a and 7-9b the predictions made by the transformer at a
prediction horizon of 24 and 1 hour are shown, respectively. These illustrate that at first, the
transformer is not able to predict irregular behavior. However, when the prediction horizon
is decreased, the performance increases significantly and the transformer can predict the
irregular traffic flow. Moreover, the uncertainty ranges decrease as well. Figure 7-9c and 7-9d
show the predictions made by the random forest and MLP. The random forest anticipates
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(b) Transformer 1h ahead
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(c) Random forest
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(d) Multilayer perceptron

Figure 7-9: Traffic flow predictions for the last week of August in 2019, made by the transformer
at a prediction horizon of 24 and 1 hour, the random forest, and the MLP.
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7-5 Final prediction of the transformer and baseline models 69

the irregular traffic behavior a bit and performs even slightly better than the transformer at
a prediction horizon of 24 hours. As opposed to the MLP, which shows a worse performance.
The uncertainty ranges of the baseline models are relatively large. In addition, strange peaks
in the 5%−95% range of the MLP occur. These are caused by the significant αt,h,5 values, as
discussed in the previous section and impose difficulties when a bit of traffic flow is predicted
at these hours.

The traffic flow predictions during the first week of September in 2019 are shown in Figure
7-10, which contain more regular traffic. These figures highlight that all prediction models
can predict the traffic flow well. Except for a few hours at 09-04-2019 that seem to resemble
an error in the data. Again, the performance of the transformer improves with the decrease
in the prediction horizon, and the MLP shows high peaks in the uncertainty ranges. The
examples provided both correspond to dates during summer, which are relatively difficult to
predict. If desired, the predictions of a relatively easy week, the first week of January in
2019, can be found in Appendix A-8. These show a significantly better prediction with small
uncertainty ranges for all prediction models.
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Figure 7-10: Traffic flow predictions for the first week of September in 2019, made by the
transformer at a prediction horizon of 24 and 1 hour, the random forest, and the MLP.
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7-6 Summary

This chapter evaluated and compared the performance of the prediction models. First, the
performance on the train, validation, and test set was investigated. The decrease in per-
formance of the transformer when applied to the test set is significant. The difference in
performance is partly due to a discrepancy between the traffic flow at different years. How-
ever, the main cause is that randomly selecting the validation set is not representative for the
test set in the transformer, due to the historical traffic flow and multistep predictions. This
effect was shown to reduce by implementing a more suitable validation set.

Secondly, the performance of the models on different prediction horizons is investigated. For
location 501, the transformer outperforms the baseline models on all horizons but especially
on the first 6 hours. For location 531 the transformer is only advantageous up to a horizon
of 3 hours. In addition, the performance on different hours of the day is investigated and
different model behaviors are identified. Comparing these, in combination with the traffic
flow characteristics lead to the following hypothesis. The transformer is advantageous on
both short- and long-term predictions when subject to irregular traffic flow. Otherwise,
the transformer is only advantageous on shorter horizons and the performance might even
degenerate below the performance of the baseline models on further horizons. How to get most
out of the different predictions during implementation will be discussed in the next chapter. In
addition, it was shown that location 501 has many subsequent locations with a broader range
of traffic flow values. Consequently, irregular behavior might be indicated earlier, underlining
why for location 501 the transformer is superior for a relatively long prediction horizon.

Next, the days of the year, where the prediction models tend to be less accurate are in-
vestigated. For location 501 the transformer outperforms the baseline prediction models,
throughout the entire year. The days assigned to the clusters with irregular traffic behavior
contain the highest errors. For location 531, the overall performance of the models is similar
but high errors are found in March. Implausible traffic flow is identified in March 2017, which
causes the baseline prediction models to perform better on the test set, the significant pre-
diction errors in March 2019 made by the transformer, and the high RMSE on all prediction
horizons for 17:00:00. Whether this traffic flow data is invalid and should be removed, or is
caused by an external feature that is not implemented yet, is unknown.

Finally, an estimate of the uncertainty of the predictions is made, based on the distribution
of the relative error at different hours of the day and prediction horizons. Substantial relative
errors are analyzed, which are caused by implausible and unpredictable traffic flow. In addi-
tion, large relative errors are found that correspond to reasonable absolute errors. Therefore,
the analyses in Chapter 3 should be extended by looking into implausible low traffic flow.
Next, the distribution of the relative errors is used to provide a 5% − 95% and 25% − 75%
uncertainty range.

Several results of the final predictions and uncertainty ranges are provided for location 501.
These illustrate that the performance of the transformer improves and the uncertainty ranges
decrease, with a decrease in the prediction horizon. The random forest has a comparable
behavior to the transformer on a prediction horizon of 24 hours. Moreover, the MLP has the
worst performance and the highest uncertainty ranges.
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Chapter 8

Conclusions and recommendations

To cope with the increasing pressure on transportation networks, more efficient use of the
multi-modal transportation network should be made. This requires insights into the traffic
behavior on a long prediction horizon, which highlights the necessity of traffic flow prediction
models. In this thesis, I proposed a generic long-term traffic flow prediction model that can
predict 24 hours ahead and that incorporates temporal and external features. To consider the
sequential characteristics of traffic flow, without being subject to the limitations inherent in
recurrence-based models, the transformer is implemented as the prediction model. However,
whether this model applies to longer prediction horizons was not yet discussed in the literature.
To synthesize this traffic flow prediction model, multiple correlation analyses are implemented
to investigate important features. In addition, the adequacy of the transformer in long-term
traffic flow predictions is investigated. The contributions of this MSc thesis are summarized
as:

1. Insights into correlations and consequently external features that should be taken into
account for long-term traffic flow predictions, are obtained.

2. A generic transformer-based model is designed that incorporates these features.

3. Insights into the applicability of the transformer on longer prediction horizons are ac-
quired.

In Section 8-1 and Section 8-2, concluding remarks regarding these topics are made. Next,
topics that lend themselves for future research are discussed in Section 8-3.

8-1 External factors in long-term traffic flow predictions

For commercial feasibility, a widely applicable prediction model is desired. Therefore, to test
the genericity of the prediction models, all analyses are conducted at two locations subject
to different traffic behavior. The first is located on the ring road of Haarlem and is mainly
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affected by commuter traffic, whereas the second is located on the road to the coast and has
more irregular behavior. These locations are referred to as location 531 and location 501,
respectively.

Correlation analyses are implemented to identify important features. By clustering similar
days, the day of the week (dow) and national holidays are found to be important. In addition,
the season and school vacations are revealing for location 501 and location 531, respectively.
Next, cross-correlation analyses between the traffic flow and weather features showed that
the temperature, radiation, and relative humidity should be included. The dew temperature
and sun duration are neglected due to redundancy. Equivalent results were obtained for
both locations, except for the temperature that is more vital for location 501. Finally, auto-
correlation analyses indicated that the current traffic flow is correlated with the previous few
hours and with the traffic flow at a similar time on previous days. The difference between the
locations is that for location 501, a correlation is noticed with all past days, while location
531 is mainly correlated with the same dow and neighboring days.

The differences in correlations encountered are explained by the location characteristics. Due
to the commuting traffic, the traffic flow is expected to decrease during school vacations and
to show a strong resemblance on the same dow, which furthermore supports that in the auto-
correlation similar dows have a stronger correlation. On the other hand, it is reasonable that
the road to the coast is exposed to different traffic during the summer, which is related to the
temperature and additionally supports the auto-correlation with all previous days.

The relative importance of the features in the random forest indicates that the important
features are consistent with the correlation analyses. On the other hand, in the transformer,
some features unexpectedly appear to be less important. Due to the historical traffic flow,
certain periodicity’s are indirectly already included, such as the season. Consequently, these
specific features do not provide additional information. Nevertheless, the application of redun-
dant features is not detrimental to performance. Therefore, for genericity and comparability,
it is chosen to implement all input features in the different models. However, for efficiency, it
may be valuable to exclude some features.

8-2 Model performances in long-term traffic flow predictions

In general, for location 501, the transformer outperforms the baseline models on all prediction
horizons and is especially superior at the first six hours. On the other hand, the transformer
for location 531 is superior up to the first three prediction horizons. By looking at the
performances of both transformers at different times of the day, combined with the deviation
in traffic flow noticed at that hour, a few conclusions are drawn.

When the locations are subject to a small range of traffic flows, the performance of the models
is similar and remains constant over the prediction horizons for the transformer. On the other
hand, when subject to a broad range of traffic flows the performance increases as the horizon
decreases and the transformer outperforms the baseline prediction models, at least for the first
few horizons. This is reasonable because when subject to a small range of traffic flows, the
traffic flow is mainly based on the time of the day and maybe the dow. Therefore, applying the
transformer or reducing the horizon only slightly affects the prediction. On the other hand,
the traffic flow is more complicated when subject to a larger range of traffic flows. This might
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also be shown in the previous traffic flow, highlighting the advantage of the transformer and
a decrease in the horizon. As mentioned in the previous section, location 531 mainly contains
commuter traffic and consequently primarily exhibits the first type of behavior. The reason
that for location 501 the transformer is superior for a relatively long prediction horizon is
that the location has many consecutive hours with a broader range of traffic flow values.
Consequently, irregular behavior can be indicated earlier.

This leads to the hypothesis that the adequacy of the transformer is location-dependent and
promising for locations exposed to irregular traffic flow on both short and long horizons.

From the performance throughout the year for location 501, it is concluded that the trans-
former can identify irregular days. However, the days identified to have irregular behavior
still contain the highest errors. Moreover, for location 531, implausible traffic flow is identified
in March 2017, this causes significant errors made by all prediction models. However, it is
unknown whether this traffic flow behavior is caused by invalid data or by unknown external
features. Therefore, additional analyses need to be conducted for both locations to look at
other potential input features, which will be discussed in Section 8-3.

An estimate of the uncertainty is given by looking at the distribution of the relative error at
each time of the day and the prediction horizon. The significant positive relative errors are
caused by little, implausible, or unpredictable traffic flows. Implausible low traffic flows were
not considered during the data analysis. Therefore, additional data analyses techniques should
be investigated without filtering out actual irregular behavior. This can be accomplished by
incorporating additional data sources, such as data of neighboring locations or floating car
data, and investigating whether the implausible data is also indicated by the additional data.

The transformer prediction improves with a decrease in the horizon. Therefore, it is recom-
mended that multistep predictions are made every hour and updated accordingly. The overall
goal is to obtain insights into traffic behavior, to provide multi-modal itineraries and influence
traffic flows. The predictions made 24 hours ahead by the transformer and random forest al-
ready provide a good indication of the traffic behavior. Moreover, since most itineraries last
less than a few hours, these can be updated in time, before departure. On these accounts,
the transformer is considered promising for this application.

For location 501, the transformer outperformed the baseline prediction models at all pre-
diction horizons and is consequently the recommended model. However, for location 531,
the baseline prediction models are superior at further horizons. Therefore, it is suggested to
make a baseline prediction with the random forest and update this prediction for a maximum
prediction horizon of three hours with the transformer. Future research should explore other
combinations, such as combining predictions of different models. For this, a more thorough
investigation should be conducted to determine which model performs best under which con-
ditions, such that the most suited model can be chosen or multiple models can be combined.

8-3 Recommendations

This thesis has highlighted the adequacy of external features and the transformer on long-term
traffic flow predictions. Nevertheless, multiple subjects lend themselves to further research.
First, adjustments to improve the implemented prediction models are discussed. Next, there
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is elaborated on the extension to a multi-model prediction model. Finally, the applicability
to other research fields is considered.

8-3-1 Improvements to the designed prediction models

First, the performance of the transformer degenerates significantly when applied to the test
set. This is partly due to the discrepancy between years that will be less if the models are
updated throughout the year, and can be achieved with offline or online methods [40]. In
the latter case, the model is immediately updated when new data is available. However,
this requires more resources and continuous monitoring of the data for measurement errors.
Moreover, the correlation analyses showed that the traffic flow behavior does not change
rapidly. Therefore, offline learning is better suited for this implementation, which can be
performed periodically or when a certain value, e.g., the increase in mean error, exceeds a
certain threshold. How to update the model without forgetting previously learned behavior
or implementing old data that is no longer relevant is an interesting topic, of which several
possibilities are nicely discussed in [44]. These range from retraining with regularization in
the model, to expanding the model by additional components that are based on the new
data. Many advanced techniques can be applied. Nevertheless, again, traffic behavior does
not appear to change rapidly and good performance has already been achieved based on two
years of data. Therefore, it is recommended to update the model on a fixed time interval, such
as monthly, based on the historical data and the new data, and remove the oldest period from
the data set. As the model parameters are updated, the removed data will still be included
in the model and its effect will slowly disappear with the updates. In addition, there will be
no need to store years of data.

Moreover, the main problem is that randomly selecting the validation set is not a proper
representation for the test set. Therefore, the main issue is to search for a new validation
set, such that the transformer can be designed properly and overfitting is avoided. Ideally,
additional data can be implemented such that an entire year is available as the validation set.
However, if this option is excluded, other options, such as subtracting every fifth week from
the training set, also seem substantial.

The multilayer perceptron (MLP) occasionally predicts negative values. Therefore, the output
of the MLP should be constrained, to ensure feasibility. This can be done by implementing
the Rectified Linear Unit (ReLU) activation function in the output layer. Note that during
the data preparation the output should then be normalized instead of standardized.

Subsequently, further extensions can be considered to expand the transformer. First, the
prediction models encounter difficulties at days that were grouped as irregular days during
clustering. However, no underlying cause was found for this traffic behavior. Therefore,
additional correlation analyses should be performed to investigate whether this behavior might
be implied by other external features, such as events or construction works. The difficulty with
these irregular days is that they have a very specific behavior and only happen occasionally.
Therefore, if it is desired to primarily focus on traffic during specific events. It can be beneficial
to implement an entirely separate model for this behavior.

Moreover, computational constraints limited the number of past input features. The auto-
correlation analyses showed that traffic flow is correlated to data beyond 48 hours ago. Recall
that for location 501 correlations were found at a similar time the previous days, whereas,
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for location 531, correlations were found at a similar time and dow. In addition, smaller
correlations were established on traffic flow only 12 hours ago that is included. This indicates
that it can be valuable to find a more ingenious input. For example, more useful data can be
included without increasing the total model complexity by concatenating recent, daily, and
weekly data, as done in [5, 22, 24].

In addition, traffic flow is also composed of spatial features [11, 36, 59, 65, 67, 74, 76]. There-
fore, graph-based methods are commonly implemented as an extension to temporal models.
In general, research showed a positive correlation between the complexity and the perfor-
mance of the spatial feature prediction models; allowing for more correlations, will generally
induce a better performance. However, it is hypothesized that for long-term predictions,
spatial features might only be beneficial when taking a large network into account and are
therefore not applicable for only predicting traffic flows.

Finally, multiple locations are implemented to investigate the genericity. From which it is rea-
soned that the adequacy of the transformer is location-dependent and promising on both short
and long horizons for locations subject to irregular traffic. To support this hypothesis, the
prediction models should be applied to additional locations based on different characteristics
and if necessary, the feature set should be extended accordingly.

8-3-2 Extension to a multi-modal transportation network

The main goal is to combine multiple transportation modes into one network. Therefore, for
future research, it is interesting to combine multiple transportation modes and locations into
one model, such that entire traveler flows can be predicted. A few steps have to be taken, (1)
prediction models for other transportation modes, such as trains, buses, bicycles, etc. have
to be designed, and (2) these can be combined in an overarching framework. Moreover, this
framework can be extended with additional components, such as parking availability.

This leads to many interesting research topics, e.g. to gather an overall idea into the locations
that people are traveling to, and identifying external features that influence these locations.
Moreover, can these external features be linked to a preference in transportation modes,
and can these insights be used to identify the bottlenecks in our transportation network?
These questions come together with the demand for innovative solutions from municipalities,
regarding the identification of hotspots in Amsterdam and increasing the network accessibility
in Flevoland.

The transformer implemented in this research is designed to process time series. Data regard-
ing public transportation modes are often not based on fixed time intervals. However, since
there is looked at an hourly interval, the exact number of travelers in a specific train or bus is
not interesting. on the other hand, the hourly number of passengers arriving and departing
at a location is. Therefore, these models can be approached as a time series prediction task.
State-of-the-art literature often implements machine learning methods, such as the random
forest, MLP, and long short term memory model, to predict the number of passengers in
public transport [12, 56]. The type of prediction model suited will have to be investigated
but is thought to be aligned with the prediction model found to be relevant for the traffic
predictions. This is based on the hypothesis that whether a mode is composed of commuter or
irregular traffic is similar for different transportation modes in a similar direction. However,
this assumption will have to be investigated.
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One of the objectives was to obtain a generic model. To adhere to this, it can be chosen to
design different models and keep these separated, as done for each location. However, the
different models can also be combined in a multi-modal transportation network, by extending
to a spatio-temporal prediction model as described in the section above. This provides insides
into the connections between different locations and transportation modes.

8-3-3 Applicability to other research fields

This research has shown the adequacy of the transformer on long-term predictions. The
hypothesis is made that the ability to model complex behavior is especially beneficial on
locations subject to irregular traffic behavior. This is aligned with locations in which auto-
correlation is important and on which external features have a significant impact. Therefore,
the transformer model and identification of relevant external features apply to other time
series prediction tasks subject to these characteristics.

State-of-the-art literature in time series predictions focuses on among others, weather predic-
tion, solar energy production, retail in grocery stores, and the volatility of the stock market
[21, 34, 37]. In these researches, the benefit of the transformer in terms of performance, as
opposed to baseline models has already been shown. However, the focus has mainly lied on
short-term predictions, and often external influences are not taken into consideration. There-
fore, the designed transformer-based model, incorporating external features is thought to be
promising for these research fields as well.
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Appendix

A-1 Number of trainable parameters in the transformer

This section contains the derivation behind the total number of trainable parameters in the
transformer, based on variable hyperparameters. These hyperparameters are, the dimension
of the input feature dx, the number of encoder and decoder layers N , the dimension of the
hidden layer in the feedforward network dff, and the output dimension dy.
First, the number of trainable parameters in a feedforward layer is derived, because these are
required in the derivations of multiple components of the transformer. A feedforward layer
can be written as

y = X · wT + b (A-1)
If the input X is of dimension i and the output y of dimension o, the number of trainable
parameters in a feedforward layer is equal to

nff = i · o + o (A-2)

Feedforward layer
The feedforward layer converts the input of dimension dx to an hidden state of dimension
dff. Next, the hidden state is converted back to an output of dimension dx, such that it can
be used in further calculations. Therefore, the total number of trainable parameters in a
feedforward layer equals

nff = dx · dff + dff + dff · dx + dx (A-3)

Multi-head attention block
The scaled dot product can be written as

y = softmax
(

QKT

√
d

)
V

= softmax


(
xW T

q

) (
xW T

k

)T

√
d

(xW T
v

) (A-4)
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After which the multiple outputs of different attention heads are concatenated and linearly
transformed as

ỹconcat = W0
(
||Kk=1ỹhead,k

)
+ b0 (A-5)

When multi-head attention is applied, the dimensions in the individual heads are reduced,
such that the total dimension is equal. Therefore, it can be seen that the total number
of parameters in the multi-head attention block is caused by 4 feedforward calculations.
Moreover, in the attention layers, the output dimension is equal to the input dimension. As
a result, the total number of parameters equals

nmha = 4 (dx · dx + dx) (A-6)

Add and normalize layer
The layer normalization is calculated as

y = γ
x − E[x]√
V ar[x] + ϵ

+ β, (A-7)

where E[x] and Var[x] represent the mean and the variance of vector x, respectively. Moreover,
ϵ is for numerical stability in case the denominator becomes zero. In addition, the γ and β are
trainable parameters. Therefore, the number of trainable parameters in a layer normalization
layer equals

nln = dx + dx (A-8)

Transformer
The total number of trainable parameters in the transformer can be calculated as

ntransformer = nenc + ndec + noutput (A-9)

The encoder, decoder, and final output layer are all composed of components described above.
The encoder contains one multi-head attention block, two add and normalize layers, and one
feedforward layer. Therefore, the total number of parameters in the encoder equals

nenc = N · (1 · nmha + 2 · nln + 1 · nff)
= N · (1 (4 (dx · dx + dx)) + 2 (dx + dx) + 1 (dx · dff + dff + dff · dx + dx))

(A-10)

Moreover, the decoder is composed of two multi-head attention blocks, three add and nor-
malize layers, and one feedforward layer, such that

ndec = N · (2 · nmha + 3 · nln + 1 · nff)
= N · (2(4(dx · dx + dx)) + 3(dx + dx) + 1(dx · dff + dff + dff · dx + dx))

(A-11)

At last, the output of the decoder is linearly transformed to the final output dimension. For
which the following number of trainable parameters are used

noutput = dx · dy + dy (A-12)
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A-2 Clustering analysis with an increase in the number of clusters

Figure A-1: Specifications of the 7 clusters obtained by hierarchical clustering for location 501.
The left figure shows the division of the days corresponding to each cluster throughout the year
and in the right figure the corresponding cluster centers are shown. The white days correspond
to the days filtered out of the data set.
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A-3 Visualization of the decision tree for location 501 and 531

First splits of the decision tree for location 501

  (...)    (...)    (...)    (...)    (...)    (...)    (...)    (...)  

season1 <= -0.482
mse = 0.679

samples = 2800
value = -0.013

sin_time <= 0.129
mse = 0.209

samples = 4285
value = -0.853

sun <= 0.5
mse = 0.962

samples = 2888
value = 1.141

cos_time <= -0.379
mse = 0.343

samples = 3639
value = 0.165

sin_time <= -0.379
mse = 0.564

samples = 7085
value = -0.521

sin_time <= -0.129
mse = 0.852

samples = 6527
value = 0.597

Radiation <= -0.566
mse = 1.014

samples = 13612
value = 0.015

(a) Location 501
First splits of the decision tree for location 531

  (...)    (...)    (...)    (...)    (...)    (...)    (...)    (...)  

sun <= 0.5
mse = 0.433

samples = 2240
value = 1.22

sun <= 0.5
mse = 0.459

samples = 3959
value = 0.529

cos_time <= 0.129
mse = 0.228

samples = 2858
value = -0.108

sin_time <= -0.129
mse = 0.066

samples = 4555
value = -1.052

sin_time <= -0.379
mse = 0.56

samples = 6199
value = 0.779

sin_time <= -0.379
mse = 0.34

samples = 7413
value = -0.688

cos_time <= -0.129
mse = 0.974

samples = 13612
value = -0.02

(b) Location 531

Figure A-2: Decision tree shown up to a maximum depth of two for locations 501 and 531, in
(a) and (b), respectively. Where the color of the nodes provides an indication of the value.
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A-4 Algorithm of the transformer

Algorithm 1 Transformer implementation
Transformer –class(Model)

Encoder –class(Keras.layers.Layer)
for i in range(N)

Encoder Layer –class (Keras.layers.Layer)
Multi-head attention –class (Keras.layers.Layer)

Scaled dot product attention function
Layer normalization Keras.layer.Normalization
Feedforward network function

Hidden layer Keras.layer.Dense
Output layer Keras.layer.Dense

Layer normalization Keras.layer.Normalization

Decoder –class (Keras.layers.Layer)
for i in range(N)

Decoder Layer –class (Keras.layers.Layer)
Multi-head attention –class (Keras.layers.Layer)

Scaled dot product attention function
Layer normalization Keras.layer.Normalization
Multi-head attention –class (Keras.layers.Layer)

Scaled dot product attention function
Feedforward network function

Hidden layer Keras.layer.Dense
Output layer Keras.layer.Dense

Layer normalization Keras.layer.Normalization

Final output layer (Keras.layer.Dense)
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A-5 Insights into the transformer behavior by the self-attention
weights in the encoder and decoder
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Figure A-3: Self-attention weights in the encoder for the prediction of 02-01-2019 at 00:00:00
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(b) Layer 1 head 2
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(c) Layer 1 head 3
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(k) Layer 4 head 2
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Figure A-4: Self-attention weights in the decoder for the prediction of 02-01-2019 at 00:00:00
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A-6 Performance throughout the year for location 531
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(a) Random forest at location 531

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mon
Tue
Wed
Thu
Fri
Sat
Sun20

17

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mon
Tue
Wed
Thu
Fri
Sat
Sun20

18

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mon
Tue
Wed
Thu
Fri
Sat
Sun20

19

0

100

200

300

400

500

RMSE for the multilayer perceptron at location 531

(b) Multilayer perceptron at location 531
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(c) Transformer at location 531

Figure A-5: Daily root mean squared error (RMSE) of the random forest, multilayer perceptron,
and transformer for location 531, without incorporating March 2017 in the train and validation
set. The darker orange indicate the relatively large errors. For the transformer the multistep
prediction made at 00:00:00 each day is used. The white days correspond to the days filtered out
during data analysis.
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A-7 Uncertainty boundaries
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Figure A-6: Uncertainty for location 501, where the orange color indicates that the boundary
lies below the prediction and the blue above. The dark blue and red color represent values > 10
and < 0, respectively. For comprehensibility these are not provided in the colorbar.
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Figure A-7: Uncertainty for location 531, where the orange color indicates that the boundary
lies below the prediction and the blue above. The dark blue and red color represent values > 10
and < 0, respectively. For comprehensibility these are not provided in the colorbar.
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(c) Random forest
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Figure A-8: Traffic flow predictions for the first week of January in 2019, made by the transformer
at a prediction horizon of 24 and 1 hours, the random forest, and the multilayer perceptron. The
dark blue lines show the predictions, the dotted line the true traffic flow, and the highlighted parts
the uncertainty ranges.
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Abstract—Traffic flow predictions are an important component
in the rising demand for solutions to cope with the increas-
ing pressure on transportation networks. Especially on a long
prediction horizon, traffic flow predictions remain challenging
due to the complex, nonlinear nature of traffic flow and the
influence of both temporal and external features. To incorporate
sequential behavior of time series, without being subject to
limitations inherent in recurrence-based models, the transformer
is increasingly used. However, whether this model is advantageous
on long horizons is still unknown. Therefore, in this paper, first,
multiple correlation analyses are applied to identify important
features in traffic flow. Next, these are incorporated into a
generic transformer-based framework, and the adequacy of the
transformer on long prediction horizons is investigated based
on real data. To test the genericity of the proposed prediction
model, all analyses are conducted for two locations, which are
subject to different traffic behavior. The first is located on the
ring road of Haarlem and is mainly affected by commuter traffic,
whereas the second is located on the road to the coast and
has more irregular behavior. Results show that the transformer
outperforms baseline prediction models on both short and long
horizons, especially when the location is subject to irregular
behavior. In addition, the inclusion of external features, such
as the day of the week, holidays, and temperature, improves
the model performance. Moreover, the genericity of the model is
highlighted by its applicability to multiple locations.

Index Terms—Traffic flow prediction, transformer, temporal
and external features, deep learning, multistep predictions.

I. INTRODUCTION

Traffic jams, overcrowded public transport, and limited
parking availability are known daily problems in our trans-
portation network, which cause long travel times and travelers
discomfort. These issues will become even more serious as
the traffic demand keeps increasing due to population growth
and more intensive use of vehicles [7]. To cope with the
increasing pressure on transportation networks, more efficient
use of the multi-modal transportation network should be made
by distributing travelers over different transportation modes,
including new emerging modes based on shared vehicles. This
can be achieved (1) by informing travelers about multi-modal
itineraries, or (2) by influencing traffic flows. This highlights
the necessity of an adequate traffic flow prediction model, such
that valuable insights into traffic behavior are obtained.

Current research on traffic flow prediction often considers
control of intelligent traffic systems, for which short-term

predictions based on real-time measurements are required
[23]. However, to inform travelers and authorities, a longer
prediction horizon is required. The exact definition of short-
and long-term differs throughout state-of-the-art literature, in
which the division lies somewhere between a prediction hori-
zon of 30 minutes and several hours [20, 21]. In this research, a
prediction is defined as long-term when the prediction horizon
exceeds one hour.

The complex, nonlinear nature of traffic flows makes it
difficult to make accurate long-term predictions [24]. There-
fore, the main challenge that arises with the increased predic-
tion horizon, is the increase in uncertainty. By implementing
multistep autoregressive predictions, errors propagate through
the network and accumulate with time [34]. Moreover, it is
difficult to make accurate long-term single-step predictions,
due to the large gap in time between the prediction and the
most recent available data [23]. Therefore, it is important
to capture as many features describing traffic flow behavior
as possible. In addition, to allow wide implementation, a
broadly applicable prediction model is desired. Therefore, it is
important to identify relevant external features, such that these
can be incorporated into a generic prediction model.

Traffic flow is known to have a sequential behavior, which
will be referred to as auto-correlation in the remainder of
the paper. Advanced prediction models allow us to consider
these characteristics by looking into input features of different
timestamps. These methods are shown to be beneficial in terms
of performance for short-term traffic predictions [13, 24].
However, whether the inclusion of auto-correlation is advan-
tageous on longer prediction horizons is yet unknown.

Moreover, models designed to capture auto-correlation in
sequential data are traditionally based on recurrent layers.
However, due to the recurrent structure, these models are
computationally expensive, time-invariant, and encounter dif-
ficulties with capturing long-term correlations. In the last two
years, a novel prediction model known as the transformer, first
proposed in [33] for natural language processing, is increas-
ingly implemented in time series tasks. Its model structure is
purely based on the attention mechanism, which allows it to
focus on only the most relevant parts of a sequence, regard-
less of the sequential order. Consequently, the transformer is
insusceptible to the limitations inherent in conventional time



series models and is often shown to be superior based on
performance [22, 37].

In this paper, we propose a generic long-term traffic flow
prediction model that can predict 24 hours ahead and that
incorporates temporal and external features in a transformer
structure. Multiple correlation analyses are implemented to
investigate important features that should be incorporated in
traffic flow predictions. In addition, the adequacy of the trans-
former in long-term traffic flow predictions is investigated. The
contributions of this work are summarized as follows:

• Insights into correlations and consequently external fea-
tures that should be taken into account for long-term
traffic flow predictions, are obtained.

• A generic transformer-based model is designed that in-
corporates these external features.

• Insights into the applicability of the transformer on longer
prediction horizons are provided.

The rest of this paper is structured as follows. Section II
describes the state-of-the-art in this field. Subsequently, the
theoretical background behind the correlation analyses and
transformer framework is provided in Section III and Section
IV, respectively. Next, results and analyses are shown in
Section VI. Finally, conclusions are drawn in Section VII.

II. STATE-OF-THE-ART IN TRAFFIC FLOW PREDICTIONS

To describe traffic flow behavior, it is important to capture
both temporal and spatial features [14, 24, 41]. Temporal
features describe the correlations of traffic flow throughout
time and spatial features describe the correlations throughout
the road network. For the scope of this research, the spatial
features are excluded but they could be included in future
studies, to extend the prediction model. In addition to temporal
and spatial features, traffic behavior is influenced by external
features such as events, the weather, and construction works
[8, 9]. To identify important features, correlation analyses can
be implemented [19, 38].

Various methods have been proposed for traffic flow predic-
tion tasks. Historically, the autoregressive integrated moving
average (ARIMA) and its extensions are often implemented.
This is a statistical model implemented on time series and
is composed of two parts, (1) the autoregressive part, which
predicts the next variable based on a linear combination of
previous variables, and (2) the moving average part, which
takes the errors of the previous predictions into account [25].
However, the complexity of these methods is limited and
nonlinear correlations cannot be captured. Therefore, these are
not suited for this research [25, 39].

Recently, several authors focus on implementing machine
learning methods for traffic flow predictions, which are shown
to outperform the statistical prediction methods [11, 24].
Classic machine learning models implement input features
corresponding to a single timestamp and include the random
forest, k-nearest neighbor, multilayer perceptron (MLP), and
support vector machines [6, 19, 24].

However, traffic flow is known to have a sequential behavior
and models taking auto-correlation into account are shown to

be beneficial in terms of performance for short-term traffic
predictions [13, 24, 36]. However, it is yet unknown whether
the inclusion of auto-correlation is advantageous on longer pre-
diction horizons. Models designed to capture auto-correlation
in sequential data are traditionally based on recurrent layers,
which include well-known models such as the long short-
term memory model and the gated recurrent unit [6, 24, 31].
However, these methods have some inherent limitations due
to the recurrent structure. First, parallel computations can
not be done, which makes them computationally expensive.
Moreover, the models encounter difficulties with capturing
long-term correlations. At last, the model dynamics are time-
invariant, whereas traffic flow is not.

To address these limitations, the transformer is increasingly
implemented in time series tasks and is shown to outperform
the recurrence-based models [22, 37]. The transformer is
insusceptible to the limitations inherent in conventional time
series models because the model structure is purely based on
the attention mechanism, first proposed in [1], which suggests
a structure that searches for relevant input information while
diminishing irrelevant information. The weight given to a
specific input for a specific output is based on a similarity
score between the input and output features. First, during
training, all computations can be made in parallel, making
it computationally more efficient. As an illustration, in [37]
and [39] the training time is shown to decrease approximately
14 times when implementing a transformer instead of a gated
recurrent unit. Secondly, the maximum path length between
an output and an input is decreased. According to [17], the
larger the path between two variables, the harder it is for
the model to learn correlations. Therefore, the transformer
encounters fewer difficulties regarding long-term correlations
[9]. Finally, because the similarity scores are based on the
input features, the model dynamics vary over time. This
highlights why models based on the attention mechanism are
gaining popularity in the field of traffic predictions.

III. CORRELATION ANALYSES

As discussed in Section II, it is important to incorporate
temporal and external features. This highlights the necessity
to make a hypothesis regarding important features for the pre-
diction model. In state-of-the-art literature, two different kinds
of correlation analyses are performed for this purpose. First,
clustering techniques are applied to look into the similarities
between days [30, 38]. Secondly, cross-correlation techniques
are implemented to investigate the correlation between two
different data sets [19, 38]. Moreover, these researches imply
that correlation analyses are location-specific and should be re-
considered when the prediction model is applied to a different
location.

A. Clustering techniques

Two main methods, often implemented in state-of-the-art
literature to find similarities in traffic flow behavior are k-
means clustering [38] and agglomerative hierarchical cluster-
ing [30, 38]. Both methods are unsupervised learning algo-



rithms that group data based on feature similarity. However,
the first classify a data set in a specified number of clusters k.
Whereas the latter, creates a set of nested clusters in a tree-like
structure, without specifying the number of clusters.

The disadvantages of k-means clustering are threefold.
First, it requires the specification of the number of clusters
beforehand. However, because clustering is implemented to
analyze the data, this number is unknown. Secondly, it is
required to run the algorithm multiple times, because it is
sensitive to local minima. Thirdly, the algorithm experiences
difficulties with clusters of different sizes, or non-spherical
shapes. On the contrary, agglomerative hierarchical clustering
is computationally more expensive, but it is not subject to the
limitations inherent in k-means clustering. Therefore, agglom-
erative hierarchical clustering is found to be appropriate for
this research.

Agglomerative hierarchical clustering is a bottom-up ap-
proach. It starts by assigning each day to a separate cluster.
Next, the closest two clusters are identified and merged.
This continues until all days belong to the same cluster. The
algorithm contains two, to be specified, metrics; the distance
metric and the linkage criteria. The distance metric is used
to calculate the similarity between two clusters and is chosen
as the Euclidean distance. The linkage criterion defines how
the distance is computed, for which Ward’s linkage is selected
because it minimizes the total within-cluster variance and tends
to avoid small-sized clusters [35]. Ward’s method calculates
the increase in cluster variance by merging cluster A and B
as

IAB =
nanb

na + nb
(ȳa − ȳb)

2
, (1)

where na and nb are the number of data points in cluster
A and B, respectively. In addition, ȳa and ȳb are the cluster
centers. The increase in cluster variance is calculated for all
clusters. Subsequently, the cluster with the smallest increase
in squared distance is merged and the cycle continues. In the
end, the algorithm outputs a dendrogram, which indicates the
hierarchical relation between the clusters and illustrates the
effect of an increase and decrease in the cluster granularity
level. By slicing the dendrogram horizontally, the clusters are
formed based on the corresponding number of clusters.

B. Cross-correlation techniques

To investigate the relationship between two data sets, cross-
correlation techniques can be applied. Two methods often
implemented are: Pearson’s method [38], and Spearman’s
rank [19], which find a linear and a nonlinear correlation,
respectively.

1) Pearson’s correlation method: The correlation between
data set x = {xi}ni=1 and y = {yi}ni=1, can be found by
fitting a linear line through the data. The strength of the
correlation is represented by Pearson’s correlation coefficient
(rpearson), which indicates the deviation between the data and
the fitted line [28]. The correlation coefficient lies between −1
and 1, where −1 denotes a strong negative correlation and 1
a strong positive correlation. Pearson’s correlation coefficient

Encoder Decoder

Fig. 1: Schematic representation of the encoder-decoder.

is calculated by dividing the covariance of x and y by the
standard deviations sx and sy as

rpearson (x, y) =
cov (x, y)
sxsy

(2)

2) Spearman’s rank correlation method: Spearman’s rank
builds further upon Pearson’s method. It finds a nonlinear
correlation, under the assumption that the data is monotonic.
This means that when one variable increases the other either
never decreases or increases. In addition, Spearman’s rank
coefficient also varies between -1 and 1. First, the rank of
each data point xr,i corresponding to xi is determined, which
varies between 0 and 1. Then, instead of the actual values,
the correlation of the ranked data set is investigated, and the
correlation coefficient is calculated as

rspearman (x, y) = 1−
6

n∑

i=1

d2i

n (n2 − 1)
, (3)

where d2i = (xr,i − yr,i)
2 equals the squared distance between

the rank of two data points [32].

IV. TRANSFORMER IN TRAFFIC FLOW PREDICTIONS

The transformer is increasingly implemented in time series
prediction tasks [9, 22, 37]. This section will elaborate on the
model architecture and the implementation of transformers.

A. Encoder-decoder structure

The transformer is based on the encoder-decoder struc-
ture [4]. This structure is implemented to map an input
sequence to an output sequence of a different length and is
composed of two components, as shown in Fig. 1. At time
step t, the encoder converts the encoder inputs xenctot,t =
[xT

enc,t−l . . . x
T
enc,t]

T , where l denotes the number of previous
steps taken into account by the model. In addition, each input
is composed of the traffic flow y and additional input features
x, corresponding to the specific time stamp and location as

xenc,t−l =
[
yt−l xT

t−l

]T
(4)

Next, the decoder uses the encoder output and decoder inputs,
to predict ỹtot,t = [ỹt+1 . . . ỹt+h]

T , where h equals the max-
imum prediction horizon and ỹt+i the traffic flow prediction
at t + i for i = 1, . . . , h. The advantage of this prediction
structure is that the additional input features, corresponding
to future timestamps, can be taken into account through the
decoder inputs, which are set up as

xdec,t+h =
[
ỹt+h−1 xT

t+h

]T
(5)
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Fig. 2: Schematic representation of the transformer structure.

Here the previously predicted traffic flow is inserted because
future traffic flow is unknown. How these inputs are converted,
depends on the model structures used inside the encoder and
decoder. For the transformer, these are based on the attention
mechanism.

B. Transformer architecture

The structure of the transformer, as proposed in [33], is
shown in Fig. 2. Notable are the (masked) multi-head attention
blocks, the positional encoding, the add and normalize layers,
and the feedforward layers, which will all be shortly elaborated
on below. Each encoder and decoder layer can be stacked N
times to model more complex behavior.

1) (Masked) multi-head attention: The main component of
the transformer is the multi-head attention block, which is used
in three different places. First, self-attention is implemented in
the encoder. In addition, masked self-attention is implemented
in the decoder. At last, attention is implemented between the
encoder and decoder.

The idea of attention is to represent an input by a weighted
sum of a sequence, to include relevant information of the entire
sequence in the specific input. How much attention is given
to input j to represent input i, is specified by the attention
weight αi,j , which is calculated by taking the softmax of an
attention score ei,j . The softmax scales the values relative to
the entire sequence value, such that these lie in a range of
0 and 1 and additionally add up to 1. Two kinds of scoring
functions are commonly used in literature, additive scoring [1]
and scaled dot scoring [33]. The disadvantage of the first is
that it requires relatively many computations to compute the
attention weights. Therefore, we only elaborated on the scaled
dot scoring function.

In self-attention, the attention score is based on one specific
input vector, whereas for the attention between the encoder and
decoder, the attention score is based on two different vectors.
However, the working principles are equivalent. The input
vector is used in three ways. By comparing x1,i to another
input x2,j , a weight is established for output yi and yj . In
addition, the output vector is calculated as a weighted sum of
the input vector. These are called the query (q), key (k), and
value (v), respectively. The input vector is linearly transformed
by the trainable matrices Wq , Wk, and Wv , into dimension d,
to obtain these vectors as

qi = Wqx1,i, ki = Wkx2,i, vi = Wvx2,i, (6)

where for self-attention x1 = x2. Subsequently, the similarity
measure is taken, to calculate the attention score between the
query and the key, such that

αi,j = softmax

(
qik

T
j√
d

)
, (7)

and the output is calculated as

ỹi =

lx∑

j=1

αi,jvj , (8)

where lx is equal to the length of the value vector. The scaling
factor 1√

d
is applied to ensure that the dot product does not

go into regions where the softmax has small gradients [33].
The advantage of this approach is that matrix multiplications
can be implemented. As a result, the output can be calculated
as

ỹ = softmax
(
QKT

√
d

)
V (9)

In the decoder, leftward information should be prevented,
because future traffic flow inputs are unknown. All future
inputs are therefore set to −∞ inside the softmax function.
Consequently, these inputs will vanish, which is referred to as
masked attention.

Instead of transforming the input sequence once, in [33] it
is found that it is more efficient to project the query, keys,
and values multiple times into a different dimension. Next,
each projection goes through an attention mechanism in par-
allel. Subsequently, the independent outputs are concatenated
and again linearly transformed into a final output, which is
calculated as

ỹconcat = W0

(
||Kk=1ỹhead,k

)
+ b0, (10)

in which ||Kk=1 represents the concatenation of the K output
sequences of ỹhead,k. In addition, the concatenated vector is
linearly projected by trainable matrices W0 and b0. The output
of each head is based on a different query, key, and value. To
ensure that the computational cost of the multiple heads is
similar to that of a single head, the dimension of the query,
key, and value is decreased to d

K . Consequently, the total
number of trainable parameters is similar to that of a single
attention head [33]. The idea behind this approach is that



multiple attention mechanisms allow for different projections,
and other dependencies to be captured, such as short- or long-
term dependencies, without increasing the complexity [9].

2) Positional encoding: By omitting the recurrence in the
network, all information regarding the order of the input
sequence is lost. This is undesired because the sequence order
still contains important information. Therefore, positional en-
coding is implemented, which includes information regarding
the relative position of the data in the input. In the original
paper [33], sine and cosine functions of different frequencies
are added to each input dimension, such that close data points
differ in higher frequencies [15, 26]. However, the positional
encoding requirements for time series predictions differ from
natural language processing.

The objective is to provide information about the relative
position. The simplest approach is to concatenate a vector
ranging from 0-1 to the input. In this research, the number of
input features taken into account is fixed. Therefore, concate-
nating this vector, referred to as the age feature, is sufficient to
represent the relative order of the input [3, 22]. On the other
hand, this method is unfeasible in natural language processing
because the input dimension varies.

On top of the relative position, additional global positions
are important in time series predictions, such as the month
of the year or the day of the week (dow). Therefore, some
researchers concatenate additional trainable layers, which learn
periodicity in the data. Subsequently, these are inputted to the
prediction model [22, 37]. However, this requires additional
trainable model parameters and can give rise to inserting non-
intuitive periodicity. Moreover, important periodicity can also
be identified in correlation analyses. Therefore, it is chosen to
only concatenate the age vector during positional encoding and
investigate the additional global positions in the correlation
analyses.

3) Add and normalize layers: Residual connections are
implemented by adding the output of the attention layer or
feedforward layer and the original input, after which the result
is normalized. As a result, gradients are allowed to flow
directly through the network, which improves the training
ability [16].

4) Feedforward layers: The feedforward layer linearly
projects its input two times, with a rectified linear unit (ReLU)
activation function in between, which outputs the input if
positive and zero otherwise. The parameters for this projection
are optimized during training, to process the output of an
attention layer such that it is more suitable as an input
for the next attention layer. At last, a single linear layer
is implemented which transforms the decoder output to the
desired output dimension.

C. Implementation of the transformer

As mentioned in Section II one of the advantages of the
transformer is that training can be done in parallel, which
significantly decreases the computational complexity. In the
encoder, all required inputs are known from the start. However,

in the decoder, the previously predicted output is used to com-
pute the consecutive output. To allow for parallel computations
in the decoder, teacher forcing is applied [12]. Instead of
feeding the predicted output to the next decoder input, the
model then provides the known output from the training set.
Therefore, the gradient of the loss function can be computed
separately for each layer.

V. EXPERIMENTAL SETTINGS

We have selected the area of Haarlem, Bloemendaal, and
Zandvoort in the Netherlands (see Fig. 3). The blue circles
indicate the locations of the available detectors in this area.
The data is provided by the Nationaal Dataportaal Wegverkeer
(NDW)1 and contains traffic flow data at a 5min interval for
2017, 2018, and 2019. In addition, weather data is provided by
the Koninklijk Nederlands Meteorologisch Instituut (KNMI),
which possesses 48 automatic weather stations in the Nether-
lands

The traffic flow data is processed to limit the amount of
invalid data input to the models. First, the misalignment due
to summer and winter time is modified. Next, two quality
checks are performed to identify erroneous and inaccurate
traffic data. The first check compares the traffic flow with the
theoretical maximum, in order to remove the implausible data
points. The second check looks into measurement errors inside
the plausible ranges, by comparing irregular data points with
their neighbors. Finally, missing data and implausible zero
data are identified. The weather data is not processed here
because it has already been filtered by the KNMI, which is
assumed to be sufficient. At last, all input features are scaled
by standardization, to ensure that the different features lie in
the same range [24, 36, 37].

The maximum prediction horizon is set to 24 hours, divided
into slots of one hour, such that the prediction of the next day is
composed of 24 predictions. Therefore, the data is aggregated
to an hourly interval.

Location 501 and 531, are representative of the traffic
behavior of the different locations. The first lies on the road
towards to coast and is mainly subject to irregular traffic
behavior. The second is mainly affected by commuter traffic.
Therefore, in the remainder, the focus lies on these two
locations.

A. Correlation analyses

Agglomerative hierarchical clustering is implemented with
the publicly available sklearn.cluster.AgglomerativeClustering
library2. Based on the dendrogram a rational number of
clusters is chosen to be investigated.

To identify important and redundant weather features, cross-
correlation analyses are performed. Both Pearson’s and Spear-
man’s rank methods are implemented, where the latter was
able to find higher correlations. Therefore, in line with the
research done in [19], the second method is preferred and

1http://opendata.ndw.nu/
2https://scikit-learn.org/stable/modules/generated/sklearn.cluster.Agglomerative

Clustering.html



Fig. 3: Roadmap of the area of Haarlem, Bloemendaal, and
Zandvoort, in which the blue circles indicate the locations of
the sensors.

chosen to be elaborated on. Moreover, by plotting the data the
monotonic assumption is found to hold.

The auto-correlation in traffic flow is investigated to explore
the historical traffic flow measurements that should be taken
into account. In line with [19], the data is detrended to remove
fluctuations caused by the hour of the day and dow. As a
result, it is more straightforward to see whether correlations
are caused by other factors. Therefore, the weekly median is
subtracted from the original traffic flow. Next, the traffic flow
is shifted, such that a maximum correlation of three weeks
ago can be investigated. This limit is set due to computational
constraints.

B. Prediction models

A random forest and MLP are implemented as the base-
line models to compare the transformer with because these
are often implemented in state-of-the-art literature [6, 19,
24, 27]. The transformer and MLP are implemented in
python, with the publicly available Keras.Model library [5].
In addition, the publicly available sklearn.Ensemble.
RandomForestRegressor library [29], is used to imple-
ment the random forest. The code constructed to build, train,
and evaluate the models is available at https://github.
com/carmenpetsch/Transformer.git.

Bayesian hyperparameter optimization based on the tree
parzen estimator is performed for the baseline prediction
models and transformers [2]. After 100 evaluations the pa-
rameters are investigated and tuned a bit further. The final
hyperparameters for the transformer are given in Table I. For
the random forest, the number of estimators, maximum depth,
and minimum samples per leaf are set to 400, 10, and 8 for
location 501, and 400, 10, and 20 for location 531. The number
of layers, neurons per layer, learning rate, and batch size of
the MLP are set to 55, 2, 0.0001, and 16 for location 501
and 70, 2, 0.0001, and 16 for location 531. Location 531
is subject to relatively few irregular traffic flow because it
is mainly composed of commuter traffic. This supports why
relatively simple models are implemented for this location.
The optimization algorithm used for the transformer and MLP
is Adam, because it is the state-of-the-art [18]. The root mean

TABLE I: Hyperparameters for the transformer

nheads Layers Neurons learning
rate

Batch
size

Dropout
rate

501 3 5 360 0.0001 16 0.2
531 3 4 340 0.0001 16 0.1

Fig. 4: Clustered days for location 501 and 531 in the top and
bottom figure, respectively.

squared error (RMSE) is implemented as the loss function,
because it is desired to punish large errors [3, 10, 13, 15].

VI. RESULTS AND ANALYSES

The results are divided into two aspects; the identification of
important features by correlation analyses and the performance
of the prediction models.

A. Correlation analyses

This section investigates the correlations in the data set, to
gain insights into the relevant features.

1) Daily clustering: The dendrograms retrieved by clus-
tering for locations 501 and 531 indicate that, based on the
minimum increase in cluster dissimilarity, a logical number of
clusters equals 5 and 6, respectively. The clusters obtained for
a lower increase in cluster dissimilarity resulted in numerous
clusters containing only a few irregular days, to which no
intuitive features could be assigned. Therefore, the division
into more clusters is not further investigated. The clustered
days are shown in Fig. 4. These show that the dow and national
holidays are important. In addition, the season and school
vacations are revealing for locations 501 and 531, respectively.
This indicates that there is a clear difference in important



features for the locations. The light and dark orange clusters
for location 501 highlight irregular traffic behavior, when the
location is subject to significantly more traffic.

2) Weather and traffic flow cross-correlation: The corre-
lation matrix for location 501 is shown in Fig. 5, in which
dark green means a strong positive correlation, dark orange
a strong negative correlation, and white no correlation. This
indicates that the temperature, dew temperature, sun duration,
and radiation are positively correlated to the traffic flow. In
addition, the relative humidity is negatively correlated.

Redundant features are identified as features, excluding the
traffic flow, that are highly correlated to each other. These
features do not both have to be input into the prediction model,
because they contain similar information. The correlation
matrix indicates that the temperature and dew temperature,
the sun duration and radiation, the precipitation duration and
precipitation sum, and at last the wind features are redundant.
Therefore, the weather features that are input to the prediction
models for these locations are temperature, radiation, and
relative humidity.

Fig. 5: Spearman’s rank correlation coefficient at location 501.

Notable is that the precipitation does not seem correlated
with the traffic flow. This is unexpected, both intuitively and
based on state-of-the-art literature [19, 40]. This might be
because weather stations are not located at the exact location of
the sensors, which does not seem like an issue for the other
features. However, precipitation is relatively more location-
specific than the other weather features. Moreover, the only
difference in correlation coefficients between the two locations
is noticed in the temperature and dew temperature, which are
more important for location 501.

3) Auto-correlation in traffic flow: The auto-correlation at
locations 501 and 531, are shown in Fig. 6a and Fig. 6b, re-
spectively, which indicate a clear difference in traffic behavior
between the two locations. Location 501 correlates with all
previous days, at approximately the same hour of the day.
Moreover, a slightly higher correlation is noticed for the same
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Fig. 6: Auto-correlation of the traffic flow for 3 consecutive
weeks, without the influence of the hour of the day and dow.

dow a week ago. On the contrary, location 531 shows a high
correlation with the same and neighboring days at a similar
time one, two, and three weeks ago. However, a negligible
correlation is found with the other previous days. Moreover,
the correlation pattern for both locations decreases as the
prediction horizon increases. It is chosen to limit the number
of previous measurements taken into account to 48 hours due
to computational constraints. However, it can be beneficial to
extend the input data with the traffic flow at the same hour a
week ago, as done in [3, 13, 15].

The differences in correlations for the locations can be ex-
plained by the location characteristics. Location 531 is located
on the ring road and is mainly affected by commuter traffic.
Whereas location 501 is located on the road to the coast and
has more irregular behavior. Due to the commuter traffic, the
traffic is expected to decrease during school vacations and to
show a strong similarity between the dow, which supports that
in the auto-correlation similar dow have a stronger correlation.
Furthermore, it is reasonable to assume that the road to the
coast is subject to different traffic during the summer, which
is related to the temperature and supports the auto-correlation
with all previous days.

B. Long-term traffic flow predictions

The performance of the transformer is evaluated and com-
pared to the baseline models on four aspects. First, the perfor-
mance on the train, validation, and test set is investigated.
Next, the performance at different times of the day and
prediction horizons is examined. Subsequently, the focus is
on the days of the year on which the prediction models
encounter difficulties. At last, an estimate of the uncertainty
of the predictions is provided by analyzing the distribution of
the relative errors and an example of the final predictions is
provided.

1) Performance on different data sets: In Fig. 7 the RMSE
of the random forest, MLP, and transformer are shown for both
locations on the train, validation, and test set. The baseline
prediction models have a similar performance on the test set,
which indicates that there is no clear preference for either of
the two based on these characteristics. Moreover, on location
531 both models seem to underfit the data, which will be
elaborated on shortly at the end of this section.
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Fig. 7: Performance characteristics on the train, validation,
and test set for the random forest, multilayer perceptron, and
transformer on locations 501 and 531.

The transformer outperforms the baseline prediction models
for location 501 on the test set. On the contrary, the trans-
former is outperformed by the baseline models on location
531. Notable is the difference in the performance of the
transformers on the train, validation, and test set for both
locations. This highlights that the transformer is overfitting on
the training set, which is unexpected because the performance
on the validation set does not indicate overfitting. This implies
that the validation set is not representative of the test set. For
which, two reasons are investigated.

First, 2019 might not be a proper representation of the years
2017 and 2018, causing a discrepancy between the data sets.
This is supported by the performance of the MLP and random
forest on location 501, which indicate an inferior performance
on the test set. Therefore, to look into the discrepancy between
years, the entire data set is shuffled, after which it is divided
into the train, validation, and test set. The performance of
the corresponding baseline models is similar on the validation
and test set, which indicates that the difference found by
the original baseline models could indeed be caused by a
discrepancy between years. Secondly, the transformer might
indirectly already be subject to the validation data through the
historical traffic flow and multi-step predictions. Therefore,
the possibility of implementing a different validation set in
the transformer for location 501 is investigated. Every fifth
week of 2017/2018 is taken as the validation set, such that the
data, indirectly seen is reduced. The transformer has a similar
performance on the train set. However, the performance on
the validation set now clearly indicates that the transformer
is overfitting. This highlights that randomly selecting the
validation set is not representative of the test set and overfitting
occurs.

Therefore, both explanations seem to influence the dis-
crepancy between the performance on the different data sets.
It is undesired to implement the shuffled data set in the
transformer, because the test set will not be valid anymore, due
to the second explanation. Finding a more suitable validation
set and designing a new transformer accordingly is expected
to improve the model performance and is recommended for
future research.

2) Performance on different prediction horizons and time
of day: The performance over the prediction horizons shows
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Fig. 8: RMSE on the test set for the random forest, multilayer
perceptron, and transformer. Shown for the different times of
the day and prediction horizons.

that for location 501, the transformer outperforms the baseline
models on all prediction horizons but is especially superior on
the first 6 prediction hours. For location 531, the transformer
is advantageous, up to a horizon of 3 hours. The traffic flow
depends on the time of the day. Therefore, additionally, the
RMSE corresponding to each time and prediction horizon
on the test set is calculated for both locations and shown in
Fig. 8. By looking into the performance of both transformers
at different times of the day in combination with the deviation
in traffic flow noticed at that hour, a few things are noticed.

When subject to a small range of traffic flows, the perfor-
mance of the multiple models is similar and additionally re-
mains constant over the horizons for the transformer. However,
when subject to a broad range of traffic flows, the performance
increases with a decrease in the horizon and the transformer
outperforms the baseline prediction models on at least the
first few horizons. This is reasonable because when subject
to a small range of traffic flows, the traffic flow is mainly
based on the time of the day and maybe the dow. Therefore,
by implementing the transformer or decreasing the horizon,
the prediction will only slightly be influenced. On the other
hand, when subject to a broader range, the traffic flow is
more complicated, which might also be shown in the previous
traffic flow, highlighting the advantage of the transformer and
a decrease in the horizon.

Location 531 mainly contains commuter traffic and con-
sequently primarily shows the first type of behavior. The
reason that for location 501 the transformer is superior for
a relatively long prediction horizon is that the location has
many subsequent hours of the day with a broader range of
traffic flow values. Consequently, irregular behavior might be
indicated earlier. This indicates that the transformer method
is beneficial on both short and long prediction horizons when
the locations are subject to irregular traffic flow.

3) Performance throughout the year: To investigate when
the prediction models encounter difficulties and whether an
underlying cause can be found the performance throughout
the year is investigated.

The clustering analyses for location 501 showed a clear
difference in traffic behavior during summer and winter. The
baseline models encounter difficulties during summer, whereas
the transformer behavior remains similar over the year. More-



over, two clusters contained irregular days. Even though the
transformer outperforms the baseline models on these days,
the transformer still has relatively high errors. Therefore, more
research should be done to investigate additional important
features, which might cause this behavior.

For location 531, the overall performance is similar. In the
cluster analysis, the effect of school vacations was clearly
shown, which all models can anticipate. Notable is a poor
performance in March. The clusters show that most days in
March 2017 are assigned to a separate cluster. The corre-
sponding traffic flow is found to contain implausible traffic
flow. The baseline prediction models are unable to model this
behavior and consequently encounter large errors in the train
and validation set. This explains why the baseline prediction
models have a better performance on the test and is found to
cause the high RMSE shown in Fig. 8b. Whether this traffic
flow data is invalid and should be removed, or is caused
by an external feature that is not implemented yet, such as
construction works, is unknown. Therefore, this data should
not just be removed, but for future research, the cause behind
this behavior should be investigated.

4) Uncertainty of the predictions: The last step is to provide
an estimate of the uncertainty of the predictions made, which
is based on the performance on the test set. The uncertainty of
the predictions is investigated by first calculating the relative
error et,h at start time step t and prediction horizon h. Next,
the distribution of the errors is investigated to decide how these
boundaries should be derived.

Due to the numerous positive outliers in the relative errors,
caused by implausible and unpredictable low traffic flow, it
is chosen to derive the uncertainty ranges by percentiles of
the relative errors. The investigated percentiles (p) are 5%,
25%, 50%, 75%, and 95%, such that a boundary γt,h,p, for
each p is obtained. These boundaries can be used to indicate
the uncertainty ranges. This highlights that the MLP has a
larger range in uncertainty values than the random forest,
which implies a small preference towards the random forest,
regarding the two baseline models. Moreover, the lowest
uncertainty ranges are obtained by the transformer and are
shown to decrease with a decrease in the prediction horizon.

5) Final prediction of the transformer: During inference,
it is beneficial to apply the transformer at each hour of the
day and make a multistep prediction for the next 24 hours.
Next, the predictions can be updated every hour because the
performance increases with a decrease in the horizon. To
embody the final predictions, the results corresponding to the
last week of August 2019 and the first week of January 2019
at location 501 are given. These correspond to a relatively
difficult week and a regular week, respectively. The predictions
made by the transformer at a horizon of 24 hours and 1 hour
and by the baseline models are provided in Fig. 9 and Fig. 10.

These illustrate that at first, the transformer is not able to
predict irregular behavior. However, when the prediction hori-
zon is decreased, the performance increases significantly and
the transformer can predict the irregular traffic flow. Moreover,
the uncertainty ranges decrease as well. The random forest
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Fig. 9: Traffic flow predictions for the first week of August
2019, made by the transformer at a prediction horizon of 24
and 1 hours, the random forest, and multilayer perceptron.

anticipates irregular traffic behavior and has a performance
comparable to the transformer at a prediction horizon of
24 hours. This is in contrast to the MLP, which shows a
worse performance. The uncertainty ranges of the baseline
models are relatively large. In addition, significant peaks in
the 5%− 95% range of the MLP occur. These are caused by
large relative errors when subject to little traffic, causing high
peaks when a bit of traffic flow is predicted at these hours.

The traffic flow predictions during the first week of January
2019 are shown in Figure 10. These figures highlight that all
prediction models can predict the traffic flow well. Again, the
performance of the transformer improves with the decrease in
the prediction horizon, and the MLP shows high peaks in the
uncertainty ranges.

The ability of the transformer to model irregular traffic
flow behavior is shown. In addition, the applicability of the
transformer on long prediction horizons is also indicated.
Analyses have shown that for location 501 the transformer
outperforms the baseline models on all prediction horizons
and is especially superior in the first six hours. On the other
hand, the transformer for location 531 is only superior up
to the first three prediction horizons, which suggests that the
adequacy of the transformer is location-dependent. Moreover,
the transformer has the smallest uncertainty ranges, which are
additionally shown to decrease with a decrease in the horizon.

VII. CONCLUSIONS AND RECOMMENDATIONS

In this paper, a generic transformer-based prediction model
is presented and the adequacy of external features and the
transformer on long-term traffic flow predictions are high-
lighted. Moreover, the adequacy of the transformer is found
to be location-dependent and thought to be promising for
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Fig. 10: Traffic flow predictions for the first week of January
2019, made by the transformer at a prediction horizon of 24
and 1 hour, the random forest, and the multilayer perceptron

locations that are subject to irregular traffic on both short and
long horizons.

The objective was the obtain insights into traffic behavior
to provide multi-modal itineraries and be able to influence
traffic flows. The predictions 24 hours ahead already provide a
good indication of the traffic behavior, which allows providing
itinerary recommendations. Moreover, because most itineraries
take less than a few hours, these can be updated before
departure. On these accounts, the transformer is thought to
be promising for these applications.

Nevertheless, multiple subjects lend themselves to further
research. Most importantly, a new validation set should be
sought, such that overfitting of the transformer is avoided.
Subsequently, further extensions can be considered to expand
the transformer. First, additional correlation analyses should
be performed to investigate the influence of additional external
features, such as events or construction works. Secondly, com-
putational constraints limited the number of past input features.
However, more useful data can be included without increasing
the total model complexity by concatenating recent, daily, and
weekly data, as done in [3, 13, 15]. Moreover, the network
can be extended by including spatial features, which allows
for correlations between different locations and is shown to
be advantageous in traffic flow predictions [6, 24, 42].

Finally, to further investigate the genericity, the prediction
models should be applied to additional locations based on
different characteristics and if necessary, the feature set should
be extended accordingly.
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List of Acronyms

dow day of the week
KNMI Koninklijk Nederlands Meteorologisch Instituut
MAE mean absolute error
MLP multilayer perceptron
NDW Nationaal Dataportaal Wegverkeer
ReLU Rectified Linear Unit
RMSE root mean squared error
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